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In this work we present a unified error analysis for abstract space discretizations of nonlinear
wave-type equations. This yields an error bound in terms of discretization and interpola-
tion errors that can be applied to various equations and space discretizations fitting in the
abstract setting. We use the unified error analysis to prove novel convergence rates for a
non-conforming finite element space discretization of wave equations with nonlinear acoustic
boundary conditions and illustrate the error bound by some numerical experiments.
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1. Introduction

In this paper we consider the space discretization of wave equations with nonlinear acoustic
boundary conditions. These boundary conditions are an effective model for a boundary that is
subject to small oscillations in normal direction which are caused by a wave propagation in the
interior of the domain.

Such boundary conditions were first mentioned in Beale & Rosencrans (1974). Since then,
many papers studied their properties, wellposedness, and stability, and they are still in the
focus of current research, cf. Beale (1976); Frota & Vicente (2018); Gal et al. (2003); Ma &
Souza (2017); Vicente & Frota (2013) and references therein.

However, the only numerical paper we are aware of considering these boundary conditions is
Hipp et al. (2019). In this paper a space discretization for wave equations with linear acoustic
boundary conditions was derived and analyzed. In the present paper, we now consider the space
discretization of nonlinear acoustic boundary conditions as proposed in Graber (2012); Graber
& Said-Houari (2012); Wu (2012), and extend the results from Hipp et al. (2019) to this case.

Since acoustic boundary conditions include derivatives on the boundary, they are usually
posed on domains with smooth boundary. Hence, the domain has to be approximated by the
finite element method wich renders the space discretization non-conforming. This makes the
error analysis much more involved since the exact and the numerical solution are not defined
on the same domain. To tackle this difficulty, in Hipp (2017); Hipp et al. (2019) a unified
error analysis for linear wave equations was introduced and extended in Hochbruck & Leibold
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(2020) to semilinear equations. The unified error analysis is an abstract framework in which
wave equations as well as their spatial discretizations are considered as evolution equations in
Hilbert spaces. In this framework, the error analysis is performed which gives an abstract error
bound in terms of approximation properties of the space discretization method. This error
bound can then be applied to all equations and space discretizations fitting into the abstract
setting.

The aim of this paper is to extend the unified error analysis to nonlinear evolution equations
with quasi-monotone operators and to use this theory to prove error bounds for a finite element
discretization of the wave equation with nonlinear acoustic boundary conditions. This is a gen-
eralization of the results in the thesis Leibold (2021). A major difficulty lies in the discretization
of the nonlinearities. This must be done in such a way that it preserves the quasi-monotonicity
of the operator to ensure the stability of the numerical scheme.

We are not aware of any other results in this direction, neither of such a general error
analysis for non-conforming space discretizations of nonlinear wave-type equations, nor of results
conserning the discretization of wave equations with nonlinear acoustic boundary conditions.
Nevertheless, we mention the following works going in the same direction. In Emmrich et al.
(2015), a full discretization in an abstract framework similar to the one used in this paper was
considered. But only a conforming space discretization was analyzed and no error bounds but
only weak convergence of the discretization was shown. For quasilinear equations, a related
framework was introduced in Maier (2020); Hochbruck & Maier (2021), covering quasilinear
wave and Maxwell equations. However, the error analysis in this work relies on properties of
quasilinear operators that cannot be used for nonlinear acoustic boundary conditions and in
general for equations with maximal quasi-monotone operators.

This paper is structured as follows. In Section 2 we introduce the wave equation with
nonlinear acoustic boundary conditions with a corresponding finite element space discretization
and state our main result, an error bound of the spatial discretization. We then present in
Section 3 the unified error analysis for nonlinear first-order evolution equations and use the
results in Section 4 to analyze nonlinear second-order wave-type equations. Finally, in Section
5 we use the results of the unified error analysis to prove the space discretization error bound
for the wave equations with nonlinear acoustic boundary conditions and illustrate it with some
numerical experiments.

2. The wave equation with nonlinear acoustic boundary conditions

In this section we present the analytical framework for the wave equation with acoustic boundary
conditions and a suitable finite element space discretization. Additionally, we present our main
result, a space discretization error bound.

2.1 Problem statement and analytical framework

Let 2 C R",n = 2,3, be a domain with C?—boundary I" and outer normal vector n. We
consider the acousitc wave equation with non-local reacting acoustic boundary conditions in
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the following form: Seek w: [0,7] x 2 = R,§: [0,T] x I' = R satisfying

up +kou—coldu= fo, t>0,x€ 2, (2.1a)

ot +doy +kpd+ puy —er Ard = fr, t>0,x €01, (2.1b)
N(d¢) = Onu+6(uy), t>0,x €012, (2.1c)

u(0) =u®, wu(0)=12° §(0)=0° 6,(0)=0". (2.1d)

Here A denotes the Laplace—Beltrami operator an I.

REMARK 2.1 It is possible to include nonlinear forcing terms Fq(x,u) and Fr(x,d) at the
right hand side of (2.1a) and (2.1b), respectively. This was considered in Leibold (2021) for
the wave equation with kinetic boundary conditions and such terms can be treated similarly
for the acoustic boundary conditions. We omit this here for the sake of a clearer presentation.

We make the following assumptions on the coefficients and nonlinearities in (2.1).

ASSUMPTION 2.2
a) The constants satisfy co,cp,u >0, ko,kp >0, d,peR.

b) The function 6 € C'(R;R) satisfies §(0) =0 and is strictly monotonically increasing with

(0(61) —0(£2)) (€1 — &2) = 0olé1 —&|*,  €1,62€R,

for some g > 0. Further, there exist

—2
1<§{<o°’ n_3’ (2.2)

and a constant C' > 0 such that for all £ € R

10(6)] < C(1+€]°). (2.3)

¢) The function n: R — R is globally Lipschitz continuous. We then have that 7 defined via
&) =n(&) - %f is also Lipschitz continuous and denote the Lipschitz constant of 77 by

L.

d) The inhomogeneities satisty fq € Wllo’g([o,oo);C’(ﬁ)) and fr € Wl{)’cl([O,oo);C(F)).

WEAK FORMULATION To prove wellposedness and derive a finite element discretization, we
now present a weak formulation of the wave equation with acoustic boundary conditions (2.1).
We make use of the densely embedded Hilbert spaces

V=H< H=H

where
HO = L2(2) x L3(I"), HF:=H*Q)x HYI), k>1.
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By multiplying (2.1a) and (2.1b) with test functions defined on {2 and I, respectively,
applying integration by parts and inserting the nonlinear coupling (2.1c), we obtain the the

weak formulation of (2.1): Seek @ = [u,d]": [0,T] — V satisfying

m(ﬁ//7¢») + <’D(ﬁ/)7¢>V*XV+a(ﬁ7¢) = m(ﬁ(ﬁ% fort>0and all g€V,

@(0)=a°  /(0)=7", @4
where for 7= [v,2]7,& = [p,]T € V' we have
m(U,gZ):/Qvgodx—Fu/szds, (2.5a)
a(5,8) :CQ/Qw.wdxwg/dex (2.5b)
Yer /F Vrz Virddx+kp /F 2 ds, (2.5¢)
@) Pvexv = [ cab(o)=n(z) o+ (det oy, (2.54)
F=1fa frl" (2.5¢)

Note that m is an inner product on H and @ := a+m is an inner product on V.

REMARK 2.3 Assumption 2.2 ensures that (2.1) is globally wellposed, we comment on this in
Sections 4.1 and 5.

2.2 Finite element space discretization

For the space discretization of (2.1) we consider the bulk-surface finite element from Elliott &
Ranner (2013) which was also used in Hipp et al. (2019) to discretize the wave equation with
linear acoustic boundary conditions. We give a brief introduction of the finite element spaces
and refer to Elliott & Ranner (2013) for further details on the bulk-surface finite element
method.

THE BULK-SURFACE FINITE ELEMENT METHOD Let I € CPt! for some p > 1 and let ‘I{f be
a consistent and quasi-uniform mesh consisting of isoparametric elements K of degree p which
discretizes {2 . By h we denote the maximal mesh width of ‘J'}?. The discretized domain is then

given by
o= J K
KeTy

and its boundary by I'j, = 9£2;,. The bulk and the surface finite element space of order p are
then defined by

Vi ={on € C(2n) | vn| . =0n o (Fie) ™" with G, € Pp(K) for all K € T},
Vhl?p 22{19;1 S C(Fh) | Iy, = ’Uh|Fh with vy, € Vh?p}’
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respectively. Here, K denotes the reference triangle with corresponding polynomial space ]P’p(f( )
of order p, and Fie is the transformation from K to K. Note that by construction we have
Uh‘rh, € Vhljp for all vy, € Vh(,lp'

As approximation space for V we set Vj, = Vh(fp X Vhlj »- Note that, since 2y, is only an
approximation of 2, we have Vj, Q V, i.e., the discretization is non-conforming. Hence, to
relate functions in V}, with functions in V, in Elliott & Ranner (2013), for @} = [vp,95]" € Vi
a lifted version

7 = [vﬁ,ﬂﬁ]T eC(Q)xC(I CV (2.6)

was constructed. By Ij, o: C(22) — Vth and I, r: C(I') — Vhpp we denote the order p nodal
interpolation operators in 2 and on I', respectively, and set for 7= [v,9]T € V

1,0 = I:Ih’Q’U,Ih,FQﬂT € Vh.

THE SPATIALLY DISCRETIZED EQUATION We now state the finite element discretization of
(2.1). For this, let

> -As: C(Ih) —» R

Iy

be an elementwise defined quadrature formula that approximates the integral [ r, -ds. We
require that the quadrature formula has positive weights and is of order greater than 2p, s.t.
polynomials up to degree 2p are integrated exactly and we have for all zj,vy € Vhp »

/ Zhwh ds = ZzhwhAs. (2.7)
r, T
For @, = [vn, 0], @h = [ph,¥n]" € Vi, we define
mip, (Un, Gh) :/ Vh¥h dx+/ 2pp ds, (2.8a)
2y Iy
ap, (gh#ﬁh) =cn Vuy, -V, dx + k_Q/ vp e dx (2.8b)
2 o
+cr VFZh'VFI/)hdS-i-kF/ zptbn ds, (2.8¢)
I I'p
mp (D(n), Gn) =D ca (0(vn) —n(zn))n + (dzn + pop) p As, (2.84d)
Iy,
my, (fa, Bn) = /Q Inofopn dX+/ In,rfrinds. (2.8¢)
N r

Then, the spatial discretization of (2.1) is given by: Seek @} : [0,T] — V}, s.t.

m, (@), Bn) +mu (Da(h), Bn) +an (@n, Bn) = ma (fr, Fn), for t > 0,8, € Vi,
i (0) = iy, iy, (0) = Ty,
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REMARK 2.4 The use of the quadrature formulas instead of the interpolation in the definition
of the discretized nonlinearity Dy, is required to prove that Dy is quasi-monotone, cf. Lemma
5.3.

To prove an error bound of the discretization we pose the following assumptions on the
exact solution and the data:

ASSUMPTION 2.5

a) Let T'>0. For the inhomogeneities and the nonlinearities in (2.1) we assume the additional

regularity
fo e L=([0,T); H™>2P} (),  fr e L ([0,T); H™>2PH (1), (2.9a)
0,n e CP(R;R). (2.9b)
Furthermore, we assume that the strong solution u of (2.1) satisfies on [0,7]
ueLoo([ T); HP 1 (02)), u' € L= ([0, T); WP (92)),
W € L ([0, T]; H™**27} (2)),
§ € L>([0,T); HPT(I)), &' € L ([0, T); HPTH(I)nWP2(I)),
"€ L>([0,T]; H™>{2P} ().

b) Let the discrete initial values satisfy
1R — 5@l + 13 — InT° o < Civh?
with a constant Cj, independent of h.

As main theorem, we state the following error bound for the finite element discretization of
the wave equation with nonlinear acoustic boundary conditions.

THEOREM 2.6. Let Assumption 2.2 be satisfied and @ = [u,d]" be the solution of (2.1) on [0,T].
Further, let Assumption 2.5 be satisfied and let @y, = [up,,0,]" be the spatial approzimation of i,
obtained with the bulk-surface finite element method of order p. Then, the error bound

16, — @legr + 11(@) (1) — @ (1) o < CeFTE (14 t)P
holds true with a constant C' independent of h.

In the next two sections we will now present a general theory for the error analysis of
non-conforming space discretizations which we then use to proof Theorem 2.6 in Section 5.

3. Abstract space discretizations of first-order evolution equations with monotone
operators

In this section we present the unified error analysis for abstract space discretizations of first-
order evolution equations with maximal monotone operators. This generalizes the results from
Hipp et al. (2019) and Hochbruck & Leibold (2020) for linear and semilinear equations, respec-
tively. The results of this section are part of the dissertation Leibold (2021).

We first present the continuous equation and the corresponding abstract space discretization,
before we prove an error bound.
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3.1  Analytical setting
Let X be a Hilbert space with scalar product p in which we consider the evolution equation

o' (t)+8(z(t) = g(t), t >0, (3.1a)
z(0) =2 € D(8). (3.1b)

In the following, we omit the ¢ arguments in evolution equations. We pose the following classical
assumptions to ensure that (3.1) is wellposed.

ASSUMPTION 3.1

a) The nonlinear operator 8: D(8) — X is quasi-monotone and maximal, i.e., there is a
Cqm > 0 s.t.

P(3(y) =8(2).y—2) > ~camlly— 2% forally,z € D(S),
and there exists some A > cqm s.t. range(A+8) = X. Furthermore, D(8) is dense in X.
b) The inhomogeneity satisfies g € Wllo’cl([O, 00); X).
The following wellposedness result can, e.g., be found in (Showalter, 1997, Corollary IV.4.1).

THEOREM 3.2. Let Assumption 3.1 hold true. Then, the evolution equation (3.1) is globally
wellposed, i.e., (3.1) has a unique strong solution x € C([0,00); X) which satisfies x(t) € D(8)
for all t € [0,00), #(0) = 2°, and (3.1a) is satisfied for almost all t € [0,00).

We further state the following stability result which is essential for the latter error analysis.

THEOREM 3.3. Let Assumption 3.1 be satisfied and for T >0 and i = 1,2 let x; be the strong
solutions of
o, +8(x;) = gi, te[0,77,

x;(0) = l’?

with g; € WH([0,T); X). Then for all t € [0,T]

t
e (8) = 22 ()| x < e’ <||$?—w8||x+/0 191(s) —92(8)||xd8) '

Proof. The result can be derived with energy estimates similar to (Showalter, 1997, Theorem
IV.4.1A). O

3.2 Abstract space discretization

We now present an abstract space discretization of the evolution equation (3.1). Let (Xp)p be
a family of finite dimensional vector spaces with scalar products py, where h is a discretization
parameter, e.g., the maximal mesh width of a finite element discretization. For all X}, € (Xp)n
we seek an approximations xzj € X}, to the solution x of (3.1). Therefore, let 8;, and gj be
approximations of 8 and g, respectively, which satisfy the following assumptions similar to
Assumption 3.1.
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ASSUMPTION 3.4

a) The nonlinear operator 8 : X;, — X}, is quasi-monotone, i.e., there is a ¢qm > 0 indepen-
dent of h s.t.

Pr(8h(yn) —Sn(zn),yn — 21) = —Camllyn — Zh||_2xh for all yp, 2z, € Xp. (3.2)

. . . L1/a. .
b) The inhomogeneity satisfies g5, € W, . ([0;00); Xp,).
The discretized evolution equation is then given by

xp, +8n(zn) =gn,  t=0, (3.3a)

zp(0) = 20, (3.3b)

Since these assumptions are similar to the continuous case, we obtain by Theorem 3.2 that (3.3)
is globally wellposed.

In the following we introduce a framework for the error analysis of the abstract space

discretization that is similar to the linear case presented in Hipp et al. (2019). To cover non-

conforming space discretizations where Xj, ¢ X, as they appear in Section 2, we make the
following assumptions to relate the discrete and the continuous problem.

ASSUMPTION 3.5

a) There exists a lift operator Ly € L(Xp,X) which satisfies
1Shunllx < Cxllynllx, — forall ys € X, (3.4)

for some constant C'y > 0 independent of h. The adjoint of the lift operator Ly e L(X, Xp)
is defined via

pr(Lhyyn) =p(y, Lnyn),  forall y € X,y € Xp,.

b) Let Z < X be a densely embedded subspace of X on which a reference operator Jy €
L(Z;X}y) is defined which satisfies

”JhHXheZ < CJh

for some constant C 7, > 0 independent of h.

The reference operator should satisfy £, J,z =~ z for all z € Z in a suitable sense and could,
e.g., be an interpolation or a projection operator.
The space discretization error bound is given in terms of the following terms:

DEFINITION 3.6 (Remainder and error terms)

a) The remainder of the nonlinear monotone operator is given by

Ry : D(S)ﬂZ—)X}“ Rh(z) = LZS(Z)—Sh (th) (3.5)
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b) We define the error term

En(t) = |5 - JthHXh (L= T | e 0,015, (3.6)

R (@) oo ((0,17:x,) T UILRI = 9nll oo (0,41 x,)-

We now can state and prove an error bound of the abstract space discretization, cf. (Leibold,
2021, Thm. 2.10).

THEOREM 3.7. Let Assumptions 3.1, 3.4, and 3.5 be satisfied and x be the strong solution of
(3.1) on [0,T] with x,2" € L*°([0,T];Z). Furthermore, let xp, be the solution of (3.3) on [0,T].
Then, for allt € [0,T] the lifted discrete solution satisfies the error bound

|Lnn(t) — 2(t) | x < Cxetamt By () + |(T-Lndn)z(t) - (3.7)
Proof. We split the error via Lpap(t) —x(t) = Lpep + (LpJp —Dx(t), where
en(t) =an(t) — Jpx(t) € Xp
is the discrete error. The full error can thus be bounded by
1enzn() —2(t)lx < Coxllenllx, +1(Endn ~Da(®llx (3.8)
and we further investigate the discrete error. By applying the adjoint lift to (3.1a) we obtain
Lra' +L58(z) =L} yg.
Adding Jpa',8,(Jpx), and gp on both sides yields
I’ +8n(Jnx) = gn + Ap (3.9)
where
Ap ==L 2" +8p(Jpx) — Li8(x) +L79— gh- (3.10)
Under Assumption 3.4, the stability estimate from Theorem 3.3 holds also true in the discrete

case with ¢qm instead of c¢qm. Hence, we obtain by Theorem 3.3 applied to (3.3) and (3.9) the
following bound for the discrete error

~ t
len(®)ly, <eoant (nx%thOnXh T /0 1An(s)lx, ds)

<. 3.11
< et ([ Tt + 1180l o775, (8-11)
LcCamt B, (t),
where we used (3.10) and (3.5). Together with (3.8), we finally obtain (3.7). O

In the following section we will use this result to derive error bounds for second-order
nonlinear wave-type equations.
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4. Abstract space discretizations of second-order evolution equations with nonlin-
ear damping

In this section we apply the theory of Section 3 to second-order evolution equations. As in
the previous section, we first introduce the continuous problem and then present and analyze
the abstract space discretization. This is a generalization of the linear unified error analysis
introduced in Hipp et al. (2019) and also an extension of the framework considered in the dis-
sertation Leibold (2021) which does not cover the acoustic boundary conditions with nonlinear
coupling from Section 2, cf. Remark 4.2 and Section 5.

4.1  Analytical setting

Let V, H be Hilbert spaces es and let V' be densely embedded in H. We consider the following
variational equation, which is typical for a weak formulation of a second-order partial differential
equation. Seek u € C%([0,T]; H)NC([0,T);V) with

m(u”7<p) +{(D), ) y*xv —|—a(u,<p) = m(f,ap), for t >0 and all p €V,

u(0) = u, u/'(0) =0°, 1)

To ensure the wellposedness of (4.1) we pose the following assumptions.
ASSUMPTION 4.1

a) The bilinear form m: H x H — R is a scalar product on H with induced norm ||-|,,. In
the following, we equip H with m.

b) The bilinear form a: V x V — R is symmetric and there exists a constant cg > 0 s.t.
a=a+cgm
is a scalar product on V' with induced norm ||-||;. From now on, we equip V' with a.

¢) The nonlinearity D € C(V;V*) satisfies D(0) = 0 and is quasi-monotone, i.e., there is a
constant Bqm = 0 s.t.

(D(v) = D(w),v—w)y+xy = 76qm”v*w”$n for all v,w € V.

d) The inhomogeneity satisfies f € Wlloc1 ([0,00); H).
We denote by Cy v the embedding constant of V' into H, i.e.,

0], < Cu,v vz forall ve V. (4.2)

FORMULATION AS EVOLUTION EQUATION We identify H with its dual space H* to obtain the
Gelfand triple
Ve H=H" V" (4.3)

with dense embeddings. To reformulate (4.1) as an evolution equation, we define the operator
A € L(V,V*) associated to a via

(Av,wyy+xy = a(v,w) for all v,w e V. (4.4)
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Then, we can rewrite (4.1) equivalently as an evolution equation in V*: Seek u € C2([0,T]; H)N
CL([0,T]; V) satisfying

' + D)+ Au = f, t>0,
o 0 (4.5)
w(0)=u", u'(0)=0".

Note that (4.5) implicitly contains the condition
D)+ Aue H
due to u”, f € H.

REMARK 4.2 In Leibold (2021), the stricter assumption D € C(V;H) was posed. However,
this does not cover the acoustic boundary conditions with nonlinear coupling (2.1c) as we will
see in Section 5, cf. Remark 5.2.

FIRST-ORDER FORMULATION ~ We rewrite (4.5) into an first-order formulation in the framework
of Section 3.1. For this let v/ = v and we define

A i 8 P R IR

X=VxH, D(S):{[u,v]TGVxH|Au+D(v)EH}. (4.7)

with

Then, (4.5) is equivalent to the first-order evolution equation (3.1).
In the following we show that the assumptions of Section 3.1 are satisfied. The subsequent
lemma is a slight extension of (Leibold, 2021, Lemma 2.14).

LEMMA 4.3. The nonlinear operator 8 is maximal and quasi-monotone with constant

1
Cqgm = §CGCH7V + ﬂqm

and D(8) is dense in X.

Proof. We start by proving the quasi-monotonicity. For z1 = [u1,v1]", 22 = [ug,v2]" € D(8)
we calculate by using Assumption 4.1, (4.3), and the definitions of § and A

p(S(wl) —8(z2),x1 —33‘2)
= —d(vl — Vo, U1 —uz) +m(Au1 +D(v1) — Aug — D(v2),v1 —vg)

—a(v1 —v2,u1 —u2) +a(ur —uz,v1 —v2) + (D(v1) — D(va),v1 —v2)vrxv

> *CGm(’Ul —U2,U1 *u2) *5qm||’01 *'U2||3n
> —cqllvr —vall, lur —u2ll,, — Bqmllvr —val2,
> —caCrv|ur — 2| 4llvr — vl — Bamllvr —v212,
1
> —5eaCry (lun—usll} + o = va?, ) = Bamllor —vall3,

1
Z - <26GCH,V +ﬁqm> |21 —$2||§(-
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In the next step we prove the maximality and proceed similar as in the proof of (Vitillaro, 2017,
Theorem 4.1). We have to show that there exists a A > 0 such that for every h = [hl,hg]T S
X =V x H there exists a solution x = [v,w]" € D(8) of the stationary problem (A+8)z = h or
equivalently

A —w=hy, (4.8a)
Aw+Av+ D(w) = he. (4.8b)
By solving (4.8a) for v and plugging it into (4.8b) we obtain
1 1 ~
Aw + X.Aw +D(w) =ha — X.Ahl =heV". (4.9)

We thus investigate the operator T'= A+ %A—&— D e C(V;V*) which can be decomposed via

T =T +Ts with
1 /A2 A
Th=—(—+A To==+D.
1 B\ ( 2 + ) ) 2 D) +

For

A > max{cqm,v2¢q,2Bqm }
we then have that T is monotone as the sum of monotone operators. Further, we have for all
veV

(T'(v),v)y*xv = (T1(v),v)v+xv + (T2(v),0) v+ x v

1

> S0z + (Ta(v) = T2(0),0 = 0) =y
L2

> vl

where we used that T} is coercive due to the choice of A\, and T is monotone with 7%(0) = 0.
Thus, T is coercive, i.e.

{Tw)v)vexy

[v]lz

We apply (Barbu, 2010, Corollary 2.3) stating that continuous, monotone, and coercive oper-

ators from a reflexive Banach space to its dual space are surjective. This yields the existence

of a solution v € V of (4.9) and thus also of a solution z = [v,w]" € V x H of (4.8). We further

obtain by (4.8b) xz € D(8) since
Av+D(w) =he —Aw € H.
The density of D(8) in X follows from the maximality and the quasi-monotonicity of 8 and
8(0) =0, cf (Showalter, 1997, Prop. 1.4.2). O

COROLLARY 4.4. Assumption 4.1 implies that the first-order formulation of (4.5) satisfies As-
sumption 3.1.

Proof. By Lemma 4.3 we have that Assumption 3.1 a) is satisfied. Assumption 3.1 b) is
directly implied by Assumption 4.1 d). O
By Theorem 3.2 we then directly obtain the wellposedness of (4.1).

COROLLARY 4.5. Let (4.1) hold true and let [uO,UO]T € D(8). Then, (4.1) is globally wellposed,
i.e., there exists a unique strong solution [u,v]" € C([0,00);X).
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4.2 Space discretization

We consider a family (V4),, of finite dimensional vector spaces related to a discretization pa-
rameter h and the following discretized version of (4.1) in Vj, € (V3,)n. Seek uy, € C2([0,T]; V3)
with

mp (uf, on) +mp (Dn(up), n) +an (un,on) =mn(fr,on), forall g, €V, t 20,

4.10
up(0) :ug, up, (0) :1)2. (4.10)

Here, my,apn, Dy, and fp, are approximations of the corresponding continuous counterparts.
We pose the following assumptions similar to Assumption 4.1.

AssuMPTION 4.6 All constants in the following statements are independent of h.

a) The bilinear form my, is a scalar product on V},. We denote V}, equipped with this scalar
product my, by Hj and the induced norm by |-, .

b) The bilinear form ay: Vj, X Vj, — R is symmetric and there exists a constant ¢g > 0 s.t.
ap = ap +cgmp,

is a scalar product on V), with induced norm ||-[| . In the following, we equip V}, with
ap.

¢) The nonlinearity Dy, € C(V},; Hp,) satisfies D(0) =0 and is continuous and quasi-monotone
with constant Bqm.

d) The inhomogeneity satisfies f;, € Wllo’cl([O,oo);Hh).
e) There exists a constant CA'H’V >0 s.t.

[VAll,, < Crvlvallz, — forall vy € Vi (4.11)

The operator Ay, € L(Vy;V3) related to ay, is defined via
mp, (Ahvh,wh) = ayp, (vh,wh) for all vy, wp € Vp,.
We then can reformulate (4.10) as an evolution equation in V:

u;{—i—Dh(u'h)—Fflhuh:fh, t>0,

4.12
up(0) =up,  uj,(0) =0}. (412

Analogously to the continuous equation we rewrite (4.12) in a first-order formulation and
therefore define X, =V}, x Hy,. With

_ 0
w= (] me= [ ] o=[a] A=[l]

(4.12) is then of the form (3.3).
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COROLLARY 4.7. Assumption 4.6 implies that the first-order formulatwn of (4.12) satisfies
Assumption 3.4. Furthermore, (3.2) holds true with ¢qm = ch'H v —|—qu

Proof. Since the setting in the discrete case from Assumption 4.6 is similar to the continuous
one from Assumption 4.1 with constants independent of h, the proof of Lemma 4.3 transfers

directly to the discrete case. O
Similar to the first-order case, we require the existence of suitable operators to relate con-
tinuous and discrete functions of the abstract non-conforming space discretization.

ASSUMPTION 4.8

a) There exists a lift operator LZ € L(V; V) satistying

£y vnll < Corllonlls  1EY onlla < Cullonlla, (4.14)

for all vy, € V}, with constants éH,év > 0 independent of h.

b) There exists an interpolation operator Ij, € £(Z V;Vh), defined on a dense subspace ZV
of V', which satisfies
10l gz, zv < Cl, (4.15)

with a constant éjh > 0 independent of h.

To apply the results of Section 3.2, we now define the first-order reference and lift operator.

DEFINITION 4.9

a) The adjoint lift operators L,‘I/*: V — V), and LhH*: H — Hj, w.r.t. the scalar products of
V and H are defined via

mp, (Lﬁl*v,wh) = m(v,Lth) for all v e H,wy, € Hy,

4.16
ap (L}‘f*v,wh) = d(v,Lth) for all v € Vwy, € V},. ( )
b) We define the first-order lift operator Ly : X, — X by
Uh | . vah
o] = [eb]
¢) We define the first-order reference operator Jy: Z — Xy by
ol [L)
Jn |:w:| = |:Ih’w:| (4.17)

onZ=Vx2z"%x.

LEMMA 4.10. The first-order lift and reference operators from Definition 4.9 satisfy Assumption
3.5 with Cx = maX{CwC’H} and CJh =max{Cv,Cr, }.
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Proof. This is a direct consequence of Assumption 4.8. ]
In the following we now bound the first-order remainder term which is for z = [v,w]" € Z
given by

— (L) —In)w

To do so, we use the following error terms in the scalar products, which are for vy, wp € Vj,

defined via
Am(vh,wh) = m(LXUmL;‘Z/wh) —my, (vh,wh), (4.19)
Ad(vh,wh) = a(Lh UhaLh wh) —dh (vh,wh).

We obtain the following bound for the remainder term, cf. (Leibold, 2021, Lem. 2.23)

LEMMA 4.11. Let Assumption 4.1 and 4.6 be satisfied. Then, for z = [v,w]" € D(8)NZ, the
remainder of the monotone operator can be bounded by

||Rh(z)|\Xh<C’( max |Aa([h Jon)|+ max |Aa(Ihv on)|

lenlla, = lenlla,
4 max_ | Am () |+ (1 —£Y )l +||(1 LVIh)wH (4.20)
h my,
+”wffllaxflfw(w),ﬁ;‘flbwv*xv _mh(‘Dh(Ihw)v'Q/Jh)Da
h mp =

i.e., against errors in the scalar products, interpolation errors, and the discretization error of
the nonlinear operator.

Proof. The proof works similar to the proof of (Hipp et al., 2019, Lemma 4.7) and relies on
the identity
[Rn(2)|lx, = max ph(Rh( ):Yn)-

lynllx, =1

Thus, let y, = [pn,¥n]" € X}, with ”thXh =1. By (4.18) we obtain
ph(Rh( ), Yn)
—an (L} = In)w, on) +mp (L7 (Av+D(w)) — (AL} “v+ Dy (Ihw)),bn)
(d w, L} on) — an (Inw, SOh)) + (a(v LY by) —an (LX*U,%))
+(D(w), L} Yn)ve v —mp (D (ITnw),dr),

and we bound the first two summands separately. To bound the first one, we use (4.19), (4.14),
and [l¢p|l;, <1 to obtain

(4.21)

i(w, Y on) —an (Tnw.on) = a(w, £ or) (LY Iw, £ o) + Aa(yw,on)
<I(T=£} 1) wlialel enlla + [ Aa (T, )| (4.22)

<av||(1 Lvlh)wH + max ‘Aa([hw ©n)|-

lenlla, =



16 of 27 J. LEIBOLD

By using the definitions of a,an, [[¢nll,,, <1 and (4.19), (4.2), (4.14), (4.11), we bound the
second summand in (4.21) via

a(v, L} ¥n) —an (L} *v,)

=a(v, L) n) —an (L} *v,vp) — (CGm(U,£X¢h) —cgmp (L}‘L/*"U;'l/)h)>

< max{ca,ea}|m(v, £} n) —mp (L} v,0)|

< max{eq, g} (|m (1L} Tn)o, £ vn)| + | Am(Tyv,v)|
+mh((lh—LX*)Ua¢h))

<max{cg,cc}(CHCHV||(I LY 1)) 5+ H|1ax | Am(Iv,43)|

” h‘mh

+5H,v||(1h—LX*>vHah)-
Similar to (4.22), we further estimate
(I =LY *)|. = max ah((Ih—LX*)v,goh)

a
B Nl =1

= max ah(Ihv goh) —a(v Lh cph)
lenlla, =1

<Cv||( Lvlh)vH + max |Aa(Ihv on)l-

lenlla, =

We finally obtain the assertion by collecting all terms. O

We are now in the position to prove the following error bound for the abstract second-order
equations, cf. (Leibold, 2021, Thm. 2.24).

THEOREM 4.12. Let Assumptions 4.1, 4.6, and 4.8 be satisfied and u be the strong solution of
(4.5) on [0,T] with u,u’,u" € L>=([0,T];ZV). Further, let uj, be the semidiscrete solution of
(4.12) on [0,T]. Then, for allt €[0,T], the lifted semidiscrete solution satisfies the error bound

N 4
&) un(t) = u(®)llz + 18wy (8) = u' ()], < CeCam (141) Y Epi (4.23)

=1

with a constant C' that is independent of h and t. The other constants are given by

~ 1.~ ~
Cqm = §CGCH,V + Bqm,
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and the abstract space discretization errors

Epy =lup = £ *uC5, + 10 = In0°|l,, + 1L F = Full oo o, 17:20

Bny = max_ (D)LY wn)ye v —ma(Dallnad) o)

b
19hllmy, = L0 (0,T)

Ens =(|1 _L}‘{Ih)uHLOO([QT];V) +(I _Li‘{fh)ulHLOO([o,T];V)

AL} I | oo 0,77, 11)- (4.24)

Ep 4 —H max Am([hu,wh)H

max Aa Inu, op H —|—H
( LOO(O7T) Hwhl‘mhzl

llenlla, Le=(0,T)

+ H max Aa([hu ,Oh

Mimiom*
lonlla, = £22(0,7)

Am (I H .
ma}i 1 m(Inu”, ¥n) L°°(0,T)

1981l my, =

Proof. By Corollaries 4.5, 4.7, and Lemma 4.10, we have that the first-order formulations of
(4.5) and (4.12) satisfy all assumptions of Theorem 3.7.
By applying Theorem 3.7 and employing the error bound (3.7), we obtain

IEK wn () = w(t) g + 1LY b (6) = (D)
2 (16 wn(0) = w13 + €Y uh, (1) = (1)]2,)* = 2 Lnzn(t) - 2(0)]

< 20y L o)t gy (1) 4 21— L) (8) |

with
En(t) = ng - JthHXh +[|(£5 — Jh)x/HLOO([O,T];Xh)
+ | Rn (@)l oo (0,17,x,) T LRI = 9nll oo (0,77, x,)-
In the remaining proof, we bound the different terms against Ej, ;,7=1,...,4. For the remainder

term we apply the bound (4.20) and obtain for all ¢ € [0,T]

1B (z(t)]lx, < C(Ep2+Ens+Ena),

By the definitions of J;, and £} we further have for the discretization errors of the initial values
and the inhomogeneity

|5 — JthHX +1£19 = 9nll oo (jo,1:x,) < CEn-
The reference error can be decomposed for all ¢t € [0,T] via

m
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where we have similar to (4.22)

IA—=LY L)l < |A—=LY In)ull; + 1L} (I, — L) *Yull4

<CEh,3+CA'V max (dh(Ihu,goh)—d(u,thaph))

lenlls, =

<CEps+C2 (I—Lh‘/]h> ulg+Cy  max_|Ad(lyu,pn)]

leonll, =

<C(Eps+Epa).

In the same way, we finally bound

105 = Tn)2" |l x, < ICER™ = In)u" ||,

<

<6H\|(1—Lh‘/1h)u”|\m+ max | Am(In )|
nllm, =1

<

C(Ens+Epa).

O

Having this abstract theory at hand, we can now return to the wave equation with nonlinear

acoustic boundary conditions from Section 2 and give the proof of Theorem 2.6 in the next
section.

5. Numerical analysis of wave equations with nonlinear acoustic boundary condi-
tions

In this section we will use the unified error analysis for second-order equations from Section 4
to prove the error bound from Theorem 2.6. We start by verifying that all assumptions are
satisfied.

LEMMA 5.1. Let Assumption 2.2 be satisfied. Then, with the definitions in (2.5), Assumption

2
4.1 is satisfied with Bqm = %<4CLQ”90 —d),cG =1, and Cgv =1.

Proof. We clearly have that m is a scalar product on H and that @ := a+m is a scalar product
on V. Further, Assumption 2.2 d) implies directly Assumption 4.1 d).
Thus it remains to prove Assumption 4.1 ¢). By Assumption 2.2 a), b), c¢) and (2.5a), (2.5d)
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we obtain

(D(01) — D(v2), 0 — V2)v*xv
= [ ca (0w ~0(u) = (n(:1) = n(z2)) (01 = v2)

- (d(z1 — 22) + plor —v2)) (21— 22) ds
>/Fc;390|v1—112| +d|z1 — 2| +cQ( Lo —20) - (n(zl)—n(zQ))> (1 — va) ds
2/F0990|1)1—v2|2+d|zl—22\2—L7,|(21—22)(v1—vg)|ds

2

4c 6’

2/0990|v1—v2|2+d|21—z2\2—CQ90|v1—v2|2— |21—22| ds
r

L2 5
> d—40900 Hzl_ZZHLQ([*)

> — Bam|T1 — 212,

This proves the the quasi-monotonicity of D.
In the next step we show D € C(V;V*). We emphasize that the trace inequality

v |, € C(H'(2);LY(T)) (5.1)

holds true for ¢ = (+1 with ¢ from the growth condition (2.3), cf. (Adams & Fournier, 2003,
Thm. 5.36). For 01 = [v1,21]", 72 = [v2,22]", 8 = [¢,¢]" € V with ||F]|; =1 this yields together
with the Holder and the Minkowski inequalities and the global Lipschitz continuity of 7

[(D(v2) — D(v2), ) v=xv
\/ o (001) ~0e2) — (n(21) ~n(22))) o+ (A1 — 22) + plor —v2) s

<cn(||0<v1> 0wl . + ) = n(z2)] flm)nsonmm

+ (dllzr = 22l 2y + pllen = v2ll 2y ) 1l 2

1.
<CQ(||0(U1) o)l 2y +C’||Zl722||L2(F))max{l,g}ngpnd

1.
+ (dHZl - ZQ”LQ(F) erC'Hm *UQHHl(Q))p”SO”&

< max{ce, 1H[10(v1) = 0(w2)ll o +Cllzr —zall2(r
71 (1) ()

(5.2)

1
2 (@l =22l 2y + pCllos = 2l )
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We hence obtain

|D(T2) — D(T2)][y«
— u s‘}lp (D (v2) — D(T2), B)v*xv]
@ a=1

¢ (100en) ~0(u2) 2y 1 =2l 4 oa = vzl )

By the trace inequality (5.1), the growth condition (2.3), the relation { = ¢— 1, and (Goldberg
et al., 1992, Theorem 4.2) we further have v +— 0(v) € C(Hl(Q);Lq%l(F)). This yields

[D(@2) = D(@)[y« =0 for [|Th =72z =0
which proves D € C(V,V*). O

REMARK 5.2 It is not possible to prove the stronger condition D € C(V,H). This is due to
the fact that the calculation (5.2) strongly relies on ¢ € H'(f2) and is not possible for a test
function ¢ € L2(92).

Lemma 5.1 ensures that the weak formulation (2.4) of (2.1) fits in the setting of Section 4.1
and, hence, is locally wellposed by Corollary 4.5.

We now prove, that the bulk-surface finite element space discretization from Section 2.2 fits
into the abstract setting of Section 4.2.

LEMMA 5.3. Let Assumption 2.2 hold true. Then, the bulk-surface finite element space dis-

~ L? =N ~
cretization of (2.1) satisfies Assumption 4.6 with Bqm = %(409"90 - d) .cg =1, and Cgy =1.

Proof. Since aj, and my, are defined as in continuous case, Assumption 4.6 a) and b) are satis-
fied. Assumption 4.6 d) follows from Assumption 2.2 d) and the continuity of the interpolation
operator.

It remains to prove Assumption 4.6 c).

mu (D), n) =D _ o (0(vn) =n(zn)) ¢n+ (dzn + pon) Pn ds.
Iy

To prove the quasi-monotonicity, we proceed analogously to the proof in the continuous case
from Lemma 5.1 and obtain

mp (D(T,) —D(T4),7), — T) Zc:z 0(vi) — (n(zh) = (1)) (vh —v7)
Zh*Z i)+ p(vy—vi)) (25— 27) ds
( 469 >Z|Zh Zh\ ds
( dco 9 | Zl%”i%l“h)

= quHUh - Uh”mh’
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where we used that the quadrature formula has positive weights and satisfies (2.7).

Finally, Dy, is continuous, since V}, is a finite dimensional space and, thus, convergence in
V3, implies uniform pointwise convergence and especially convergence in all quadrature nodes.
|

To prove an error bound for the semidiscretization, we apply the theory of Section 4.2 and
therefore have to specify the operators from Assumption 4.8.

DEFINITION 5.4

a) The lift operator £} € L(V};V) is defined via
T
LY o, 2T = [vﬁ,zﬂ for all [vp,,zx]T €V},

with v} from (2.6).
b) We set ZV = H?(2) x H*(I') C C(2) x C(I).
c) We define the interpolation operator via Iy, [vy, 2] == [Ih7gvh,lh7pzh]T.

Our error analysis relies on the following properties of the lift and the interpolation operators.
First of all, there exist element-wise norm equivalences related to the lift, which were shown in
(Elliott & Ranner, 2020, Lemmas 5.3 and 7.3).

LEMMA 5.5. There exists C o, > co,0, >0, Cr,r, > cr,r, >0 independent of h s.t. for all
vp, GVth, Ip EV[p, k=0,1,....p+1, and Ko €T}, Kr G‘J',l; we have

L
CQQhH'Uh”Hk(KQ) < H'Uh”Hk(Klb) < CQﬂhHUh||Hk(KQ)> (5.3)
’ .
er,r [0l e ey < Nnlan ey < O 19nll s i py

where Kfl = Gh(K_Q),Kf-‘ = Gn(Kr). By construction, the lift additionally preserves the L™
norm, t.e.,

Hvﬁnz,oo([(f)) = ||UhHL<>°(KQ)v
||19€L||L00(K1€) = ||19h||LOO(KF)-

Further, we have the following bounds of the geometric errors stemming from the domain
approximation (cf. (Elliott & Ranner, 2013, proof of Lemma 6.2)).

LEMMA 5.6. For up,pp € Vh{zp and Yp,¥p € Vhljp, the following bounds hold true:

‘/Q“ﬁsﬂﬁdx—/gh uppn dx| < ChPllupl| 2o, llnll 20, (5.4a)
’/QVUfLV@ﬁdX— thuhv%dx SO Vunllpe o) IV enll L2 (a,): (5.4b)

[ dhwhas— [ ] < O 0y 93, (5.4¢)
‘/vaﬁﬁvaﬁds— FhVFhﬁhVFh%dS S CRPV 00l g2y IV nll 2y (5:4d)
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The nodal interpolation satisfy the following error bounds, which follow from (Elliott &
Ranner, 2020, Theorem 4.28, Theorem 5.9) for the bulk and (Elliott & Ranner, 2020, Theorem
6.24, Theorem 7.10) for the surface interpolation, respectively.

LEMMA 5.7. Let 1 <k <p.

a) Globally, the interpolation operators satisfy for all v € H*1(Q), and 9 € H*(I) the
error bounds

o= (Tn20) | 22y + Bl = (Tnv) a1 g2y < CHEH o]l g - (5.50)
19 = (L)L 1y + Bl = (L) s 1y < CHE 0 s (5.5b)

with a constant C' independent of h.

b) Locally, on each element K, € ‘J'{Lz, Kre ‘J'f;, the interpolation operators satisfy for all
0<r <k and allve HY(KY), 9 € HFL(KY), the error bounds

lo— (Ih737v)£”HT(Ké) < Opkt1—

19 = (B9 L ety < CREFYT 9] i e (5.6b)

.
ol et (5.6a)

with a constant C independent of h.

¢) Locally, on each element Ko € T32, K € TF, and for every vy, € H**Y(K ), € H* (K ),
the L™ error bounds

¢
[vn = In,2Vh || oo (5 ) < CRM onllyprist,o0 () (5.7a)

<C
195 = In,r 04 || oo (ke py < CHMFHIOR s oo (1) (5.7b)
hold true with a constant C independent of h.
The following lemma is a direct consequence of Lemma 5.6 and Lemma 5.7.

LEMMA 5.8. The operators defined in Definition 5.4 satisfy Assumption 4.8 with
Cy = max{Cq.0,,Cr,r,}

where Cq, o, and Cp,r, are given in (5.3).

We are now in the position to prove the error bound of the space discretization.
Proof of Theorem 2.6. We apply Theorem 4.12. By Lemmas 5.1, 5.3, and 5.8 we have that
all assumptions are satisfied and we have to bound the space discretization error terms Ej, ; in
(4.24).

The terms Ej, 1,Ep 3 and Ej, 4 also appeared in the linear case and were bounded under
Assumption 2.5 in (Hipp et al., 2019, Proof of Thm 5.3) by order hP.
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It thus remains to bound Ej, . For t € [0,T] and ¢ = @'(t) € V}, we calculate

max  |(D(9),L) Gn)vexv —mn(Dp(157),5n)]

15h Iy, =1
S IIeBﬁi)Z—l’CQ (/Fﬁ(v)@ﬁ ds — %:Q(Ih,m})gah ds) ‘
i (5.8)
Hen( [ 1)ehas - Snthnra)nas)|

Iy,

—|—‘P(Av¢ﬁds—21h,nghds)‘+‘d(szﬁds_Z]h7fz¢hds)‘.
I, T

We bound the different terms separately. Let [[Zp][,,, = || [@h7¢h]T||mh = 1. We then have

| [ swietas— S otnaviends| <| [ owietds— [ (th,ro) ehas
r Iy, r r

+| [ Gnrow)ehas— [ nrowyends| o)

+ ‘/ (In,r0(v))ends = " 0(In,qu)pnds
Iy o

For the first summand on the right hand side of (5.9) we have by the continuity of the lift
operator and the interpolation error (5.5b)

[ ooretias [ (1n.ro)ehas] < 1000~ (T r00) Ly bl

< CW0(0) | stz (1, -

The second summand can be bounded using the geometric error estimate (5.4c¢) by

| nro@)chas= [ (G ro@)onds] < CH P 0r00) ] sy lonlory
h

< CW0(0) oy -

To bound the third summand on the right hand side od (5.9) we use that for the nodal inter-
polation we have Ij, r0(v) = I, r0((I.rv)*) € Vhljp and that the order of quadrature formula is
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greater than 2p to obtain

’/ (In,ro(v SﬁhdS*ZG In,rv)ends
Iy

— ‘Z (Ih,Fe((Ih’F”U)e))QDh ds — Za(fh,ﬂ’)‘ﬁh ds’

Iy Iy
< (2 (Inr6((In,ro)) = (1, rv))* ds) : (>4t ds)%
Iy Iy

(L) | 2n,rO((In,rv)") = 0(In,r0) | oo (1 lonll 21y

<O S 10000, r0) e ey
FeT]

where we denote by o(I},) the measure of I, and we used the L*° interpolation error bound
(5.7b). This term is bounded since v € WPHTL°(Q), v v|, € C(WPTLoo(0); WP (I)),

I, r € C(WP(I);WP*°(I},)), and § € CP. In total we obtain in (5.9)

‘/FG(U)@% ds— " 0(In,ov)pnds
Iy,

< ChP

and similarly

‘/ SthS_Z?? I rz @hds‘<Chp
Iy

To bound the third term in (5.8), we make use of the classical inverse estimate [|va| 10, <

Ch~vnll2(g,) (cf. (Brenner & Scott, 2008, Lem. 4.5.3)), (5.5b), and the trace inequality
HU||HP+1(F) < C||vHHp+2(Q) to obtain

‘(/Fvwf;ds—%:lhygvzbhds)‘

_ ’(/Fuw,‘;ds—/m[h,mwhds)‘
‘(/Fuw,‘;ds—/F(Ih,Qv)%ﬁds)‘+‘(/F(Ih,m)%ﬁds—/F Immphds)’

1o = (In,20) 2y 1kl 2y + CHP 2] L2y Imll 2,
CRP N oll g oy 190 | 111 g2,y + CHP I 00l 1y [0 1 )
Chp+1|\U||Hp+2(n)h_1||?/JhHL2(Qh)JFCth||’U||H2(Qh)h_1Wh”m(ﬂh)
ChP.

N

NN IN N

Similarly, we have

‘/ zwﬁds—ZIh,pwhds) < ChP,
r

and thus in total Ej, o < ChP. Theorem 4. 12 gives then the desired result. O
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6. Numerical experiment

In this section we illustrate Theorem 2.6 with a numerical experiment.
Let 2 = B1(0) C R? be the unit disc and in (2.1) we set

co=cr=p=1, ko=kr=d=0,
0(&) =€ (€)= —64r’cos’(9),
fo(x) =sin(2rt) (- 16723 + 2472r% — 14472 + 96r),
fr(x) =2m —4mwcos(2nt),
u(x) =0, v9(x)=2n(4r®>-6r%), §°(x)=0, =0

where r = r(x) = x7 +x3. Then, Assumption 2.2 is satisfied and the exact solution of (2.1) is
given by
u(t,x) = sin(2t) (47‘3 - 67’2), 5(t,x) = mt?.

We implemented the experiments in the C++ finite element library deal.ii, cf. Arndt et al.
(2021b,a). The code which was used for the numerical is available at https://doi.org/10.
5445/IR/1000139898. For the time integration we use the implicit midpoint rule with suffi-
ciently small time step size (=~ 10~3), such that the time integration error is negligible, and solve
the arising nonlinear systems with the simplified newton method. For the spatial discretization
we use the bulk-surface finite element method of order p =1 and p = 2.

We consider the error

E(t) = [lun(t) —u(t)] g, 1 () + [un @) —u' ()], I 22(0)

(6.1)
F110n(#) = In,r 6| 1.1,y + 108.E) = In,rd" ()l 121y,

instead of the error from Theorem 2.6 since the computation of the lift is quite laborious. We
evaluated the integrals with a quadrature rule of degree 2p, so that the quadrature error is
negligible. The restriction of u to {2 is possible for this example since we have (2 C (2.

In Figure 1 the error E(t) is plotted against the maximal mesh width h. We observe that
the error converges with error p as predicted by Theorem 2.6 which indicates that our proven
convergence rates are optimal.
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