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1 Introduction

High-energy physics aims at exploring the smallest components of nature, the elementary
particles, as well as the underlying mechanisms of their interactions. These properties
are described within the Standard Model of particle physics (SM). The last success of
the SM was the prediction of the Higgs boson [1–5], the search for which being one of
the main motivations for the construction of the Large Hadron Collider (LHC) at CERN
in Switzerland. Using this accelerator and the detectors that are positioned along its
circumference, it is possible to probe physics at unprecedented energy scales. This research
resulted in the observation of a particle compatible with the expected properties of the
Higgs boson with the ATLAS and CMS detectors in 2012 [6, 7].

While the predictions of the SM are compatible with observations at high-energy experiments
all over the world, the SM does not include a description of gravity at the quantum level
and cannot account for observations in other fields such as cosmology, where a strong
evidence for non-radiative dark matter [8, 9] and dark energy [10] was observed. This
necessitates a more fundamental theory that describes the mechanisms covered by the SM
and physics beyond the SM (BSM). However, the absence of clear discrepancies of observed
data and the SM predictions in controlled laboratory setups renders the formulation of
such a new theory difficult. There are two general avenues scientists all over the world
follow in the search for BSM physics: the direct search for New Physics (NP), e.g. new
particles or interactions, and high-precision measurements of the SM predictions to search
for deviations from the predicted properties.

Since the observation of the Higgs boson is relatively recent, there is still room for
improvement in terms of accuracy in the measurements of its properties. The interactions
of the Higgs boson with the other elementary particles are of special interest and are
expected to be proportional to the particles’ masses. Therefore, the research conducted
in the scope of this thesis aims to contribute to the precise measurement of one of these
interactions, the coupling to the top quark. The precise measurement of this interaction is
crucial for understanding the validity of the SM [11, 12] and is expected to be sensitive to
BSM physics [13–16].

While the decay of a Higgs boson into a top-quark-antiquark pair (tt) is kinematically
forbidden, the production of the Higgs boson in association with a tt pair (ttH) provides the
means to probe the top-Higgs coupling directly. Furthermore, the ttH process is expected
to be sensitive to contributions of BSM physics as shown in Refs. [17, 18]. Consequently,
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2 1 Introduction

measurements involving the ttH production mode allow for the construction of powerful
tests of the SM and beyond. The final state of the ttH process where the Higgs boson decays
into a bottom-quark-antiquark pair (ttH(bb)) is the most probable decay channel [19] and
is thus very promising for statistical data analysis. Past measurements in this channel at
the CMS experiment have seen evidence for this process with a statistical significance of
3.9 standard deviations [20, 21] and contributed crucial sensitivity to the observations of
the ttH production [22] and the decay of the Higgs boson to a bb-pair [23].

This thesis presents the ttH(bb) analysis with the full Run-II data set recorded at the
CMS experiment corresponding to 137.5 fb−1 in the semileptonic decay mode of the tt
system. Apart from the challenges arising from the small production cross section of
𝜎ttH(bb) = 0.29 pb [19] of this process, one of the crucial aspects of the analysis is the
control of the production process of a tt pair in association with a bottom-quark-antiquark
pair (tt + bb), which is an irreducible background in the analysis that is 𝒪(10) times more
probable [24, 25]. This necessitates the utilization of sophisticated multivariate analysis
techniques, such as neural networks which enhance the separation between the signal and
background processes and yield a high sensitivity to the ttH(bb) process.

In the absence of significant deviations from the SM prediction above five standard
deviations, novel techniques are needed in the search for NP. In this thesis, two approaches
are of special interest. In the first approach, a generic extension to the formalism used
in the SM is added to account for BSM contributions well above the currently accessible
energy scale. This results in the Standard Model Effective Field Theory (SMEFT) [26–28],
which involves many higher-dimension contributions to a given phase space and therefore
requires a large amount of sensitivity to constrain them. The second approach exploits
the high statistical precision of the Run-II data set and divides the available phase space
according to different observables of the physical system. The definitions of these regions
are synchronized between experimental searches and the theoretical calculations and are
referred to as the Simplified Template Cross Section (STXS) technique [29, 30]. This
provides a powerful framework for cross section measurements that can probe individual
parts of the total phase space due to the differential information that is employed. In
the scope of this thesis, the experimental sensitivity to NLO SMEFT contributions in the
context of a measurement in the STXS framework is gauged in the ttH(bb) channel for
the first time at the CMS experiment.

Furthermore, the imminent Run 3 and the planned upgrade of the LHC to the High
Luminosity Large Hadron Collider (HL-LHC) [31, 32] is expected to yield an even larger
amount of data. The studies conducted during this thesis contributed to the formulation
of the European strategy for particle physics [33], and are reviewed in more detail here.

This thesis is divided into four parts. The principles this thesis relies upon are summarized
in Part I. Specifically, this includes a summary of the theoretical concepts in Chap. 2, the
experimental setup of the CMS detector in Chap. 3, the definition of the relevant physics
processes in Chap. 4 and their simulation in Chap. 5 as well as the relevant methods
of statistical data analysis in Chap. 6 and the methods of machine learning in Chap. 7
used for the statistical inference. Part II presents the results of the inclusive ttH(bb)
analysis in the semileptonic channel (Chap. 8) and its contribution to the combined ttH(bb)
analysis (Chap. 9). Novel analysis methods in the context of the ttH(bb) measurement are
presented in Part III of the thesis, which consists of a cross section measurement in the
STXS framework and first feasibility studies of a measurement in the scope of the SMEFT
framework (Chap. 10) as well as projected sensitivities for future data sets (Chap. 11).
Finally, the conclusions drawn from these studies are presented in Part IV.

2



Part I

Foundations
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2 Theoretical background

The goal of this thesis is the inference of physical properties by the comparison of theoretical
predictions and experimentally observed data. The theoretical foundations are briefly
discussed in this chapter. First, the Standard Model of particle physics (SM) and its
effective field theory extension (SMEFT) are introduced. Afterward, the aspects relevant
for the description of proton-proton collisions are reviewed. This chapter is intended as
a short overview of these topics. More thorough discussions and reviews can be found in
Refs. [34–36], which are the basis for the summary presented in this chapter. This thesis is
based entirely on the natural unit system, i.e. the speed of light and Plank’s constant are
equal to one.

2.1 The Standard Model of particle physics
This section introduces the relevant aspects of the SM. First, the SM is briefly summarized.
Since this thesis focuses on an analysis in the Higgs sector, the Higgs mechanism [1–5] is
reviewed in the last part of this section.

2.1.1 Introduction to the SM

The SM is a quantum field theory that describes and predicts the behavior and interactions
of elementary particles. It expresses these particles in four-dimensional Minkowski space
using the Euler-Lagrange formalism founded on the principle of least action. The SM
is a powerful theory that is able to make predictions based on first principles like gauge
symmetry, gauge invariance and renormalizibility.

The elementary particles are described as wave functions embedded into quantum fields.
In general, they are divided into two groups based on their intrinsic spin. Fermions have
spin 1/2 and follow the Fermi-Dirac statistics introduced in Ref. [38]. They can be further
divided according to an additional degree of freedom called color, which is present for
quarks and is absent for leptons. These particles are summarized in Tabs. 2.1 and 2.2,
respectively.

The SM itself does not predict masses for neutrinos. However, the observation of the
oscillation of neutrinos between the three lepton flavors presented in Refs. [39, 40] shows
that the physical mass eigenstates of the neutrinos ν are not equivalent to the flavor
eigenstates (νe,νµ,ντ). This is clear evidence for the existence of neutrino masses. While

5



6 2 Theoretical background

Table 2.1: Charge and mass values of the quarks. The blocks shown in the table
correspond to the first, second and third generation of quarks. Up-type quarks
are listed at the top of each block, while down-type quarks are at the bottom.
The mass value of the top quark is extracted from direct measurements, while
all other quark masses are calculated in the MS renormalization scheme. All
values taken from Ref. [37].

Particle Electric Charge in units of 𝑒 Mass

up quark u +2/3 2.16+0.49
−0.26 MeV

down quark d −1/3 4.67+0.50
−0.17 MeV

charm quark c +2/3 1.27+0.02
−0.02 GeV

strange quark s −1/3 93+11
−5 MeV

top quark t +2/3 172.76+0.30
−0.30 GeV

bottom quark b −1/3 4.18+0.03
−0.02 GeV

Table 2.2: Charge and mass values of the leptons. The blocks shown in the table
correspond to the first, second and third generation of leptons. The masses of
the neutrinos are unknown at this time. Therefore, the current limits are shown
in the table. The uncertainties on the masses of electrons (muons) are of order
𝒪(10−9) (𝒪(10−6)) MeV and are therefore not shown here. All values taken
from Ref. [37].

Particle Electric Charge in units of 𝑒 Mass in MeV

electron neutrino νe 0 <1.10× 10−6

electron e −1 0.51

muon neutrino νµ 0 <0.19
muon µ −1 105.66

tau neutrino ντ 0 <18.20
tau τ −1 1776.86± 0.12

6



2.1 The Standard Model of particle physics 7

Table 2.3: Charge and mass values of the bosons. Values for the Higgs boson are
taken from Ref. [45]. All other values are taken from Ref. [37].

Particle Electric Charge in units of 𝑒 Spin Mass in GeV
gluon g 0 1 massless
photon 𝛾 0 1 massless
W boson ±1 1 80.379± 0.012
Z boson 0 1 91.188± 0.002
Higgs boson H 0 0 125.38 ± 0.14

the measurement of the neutrinos’ properties is a very active field of research, it is not
essential for this thesis and will therefore not be further discussed here. More information
can be found in Refs. [37, 41–44].

Elementary particles with an integer spin are referred to as bosons and are described
using Bose-Einstein statistics [46]. Their relevant properties are summarized in Tab. 2.3.
The listed particles mediate the fundamental forces in the particle interactions, which are
further reviewed in the following.

Currently, the interactions between particles are characterized by four fundamental interac-
tions: the strong, the electromagnetic and the weak force as well as gravitation. The SM
describes all of these forces except for gravitation, which is currently not described at the
quantum level. However, since this force is much smaller than the other three at the scales
relevant for high-energy physics, its effects are negligible in the scope of this thesis and will
not be further discussed.

The strong force is described by quantum chromodynamics (QCD). This theory is rep-
resented by the non-Abelian SU(3) gauge group [47, 48] and is constructed using the
Yang-Mills theorem [49]. Quarks transform in the fundamental representation of this group,
which has three dimensions corresponding to the three color charges red, blue and green.
Analogously, gluons transform in the adjoint representation of the SU(3) group, which has
eight dimensions. Consequently, there are eight mediators that carry a linear combination
of color and anti-color charges themselves, thus enabling self-interaction of these particles.
This results in a limited range of QCD interactions. In a semi-classical approach, this range
is described by the potential

𝑉 (𝑟) = 4
3
𝛼s
𝑟

+ 𝑘 · 𝑟,

where 𝑟 is the distance between two color-charged objects, 𝛼s is the fine-structure constant
of the strong interaction and 𝑘 is a constant of the order of 1 GeV fm−1. For large distances
or small energies, the potential energy becomes sufficiently large to generate more color-
charged particles. As a consequence, only color-neutral objects can propagate freely, which
are referred to as hadrons and consist of either three elementary particles with different
colors (baryons) or a color-anti-color pair (mesons). This behavior is known as confinement.
On the other hand, the coupling strength 𝛼s itself depends on the energy. For small
distances and high energies, 𝛼s is small and the color-charged particles are quasi-free. This
phenomenon is referred to as asymptotic freedom [50, 51].

Additionally, the SM includes the electroweak (EWK) sector [52–54], which is described by
the SU(2)𝐿 ×U(1)𝑌 gauge group. In this theory, the left-handed fermions transform under
the SU(2)𝐿 group as doublets and the right-handed leptons as singlets:

7



8 2 Theoretical background

(︃
u𝑖

d′
𝑖

)︃
𝐿

,

(︃
ν𝑖

𝑙𝑖

)︃
𝐿

, (u𝑖)𝑅 , (d𝑖)𝑅 , (𝑙𝑖)𝑅 ,

where the index 𝑖 denotes the previously-introduced generations of fermions and d′ the
eigenstates of the down-type quarks in the flavor basis. These states are superpositions of
the physical mass eigenstates following

d′
𝑖 =

∑︁
𝑖𝑗

𝑉𝑖𝑗d𝑗 ,

where 𝑉 denotes the Cabibbo-Kobayashi-Maskawa (CKM) matrix [55, 56] that expresses
the transition probabilities between the quark generations. The diagonal elements of this
matrix are close to one, while the off-diagonal elements are much smaller [37], indicating
the suppression of transitions between the generations. This has significant implications on
some of the experimental techniques explained in Chap. 3.

The SU(2)𝐿 introduces three gauge bosons W𝑎, (𝑎 = 0, 1, 2). Within the EWK theory, the
coupling strength is denoted as 𝑔 and the weak isospin 𝐼𝑍 is introduced as a quantum
number. Note that right-handed neutrinos have not been observed yet and are not part
of this formalism. However, the observation of the neutrino mass may indicate their
existence and right-handed neutrinos can be introduced by extensions to the SM. All
fermions transform under the U(1)𝑌 symmetry, which introduces the gauge boson 𝐵0. The
corresponding coupling strength is denoted as 𝑔′ and the quantum number 𝑌 is referred to
as hypercharge.

The EWK theory in this form violates unitarity bounds at tree-level and is non-perturbative
above approximately 1 TeV. Moreover, the four gauge bosons it introduces are massless,
which is in contradiction with the observations of the massive W and Z bosons. These
properties necessitate the introduction of a mechanism that generates the masses of the
bosons and introduces a scalar boson, which is realized in the Higgs mechanism.

2.1.2 The Higgs mechanism

The Higgs mechanism introduces a complex doublet 𝜙 with hypercharge 𝑌 = 1/2, referred to
as Higgs multiplet, and four degrees of freedom. The Lagrangian for this newly-introduced
field is

ℒHiggs = ℒHiggs,kin − 𝑉 (𝜙)

= (𝐷𝜇𝜙)†(𝐷𝜇𝜙) + 𝜇2|𝜙|2 − 𝜆|𝜙|4, with 𝜙 =
(︃
𝜙+

𝜙0

)︃
. (2.1)

In this equation, the covariant derivative

𝐷𝜇𝜙 = 𝜕𝜇𝜙−
1
2 𝑖𝑔W𝑎

𝜇𝜎
𝑎𝜙− 1

2 𝑖𝑔
′𝐵0

𝜇𝜙

is used for the gauge-invariant description of the kinetic energy of the Higgs multiplet,
with the previously introduced fields W𝑎 and 𝐵0, the corresponding coupling strengths 𝑔
and 𝑔′ and the Pauli matrices 𝜎𝑎, which are the generators of the SU(2)𝐿. The potential
𝑉 (𝜙) introduces the vacuum expectation value (VEV) 𝑣 = 𝜇√

𝜆
. For values 𝑣 ̸= 0, the

SU(2)𝐿 ×U(1)𝑌 symmetry is spontaneously broken based on the Goldstone theorem [57,

8



2.1 The Standard Model of particle physics 9

58]. The VEV can be taken to be real and in the lower component of the multiplet without
loss of generality. Thus, 𝜙 can be expanded as

𝜙 = exp
(︂
𝑖
𝜋𝑎𝜎𝑎

𝑣

)︂(︃ 0
𝑣√
2 + H(𝑥)√

2

)︃
,

with the real scalar field H and the phase 𝜋. Due to the principle of gauge invariance, the
phase of the multiplet can be chosen as 𝜋 = 0. The kinetic part of Eq. (2.1) involving the
EWK bosons can then be written as

ℒEWK
Higgs, kin = 𝑔2 𝑣

2

8

[︃(︁
W1

𝜇

)︁2
+
(︁
W2

𝜇

)︁2
+
(︂
𝑔′

𝑔
𝐵0

𝜇 −W0
𝜇

)︂2]︃
,

corresponding to three massive bosons. This equation can be diagonalized with(︃
Z𝜇

𝛾𝜇

)︃
=
(︃

cos (𝜃𝑊 ) sin (𝜃𝑊 )
− sin (𝜃𝑊 ) cos (𝜃𝑊 )

)︃(︃
W0

𝜇

𝐵0
𝜇

)︃
, W±

𝜇 = 1√
2

(︁
W1

𝜇 ∓W2
𝜇

)︁
,

where 𝜃𝑊 is the Weinberg angle and the resulting fields correspond to the vector bosons
introduced in Tab. 2.3. In the end, the SU(2)𝐿 × U(1)𝑌 symmetry at high energies is
spontaneously broken to the electromagnetic U(1)EM symmetry described by quantum
electrodynamics (QED) [59–61] and the 4-Fermi theory [62] at low energies.

The Lagrangian describing the couplings of the bosons to the Higgs field can then be
written as

ℒboson
Higgs = −1

2H(� + m2
H)H− 𝑔 m2

H
4mW

H3 − 𝑔2

32
m2

H
m2

W
H4

+ 2H
𝑣

(︂
m2

WW𝜇+W−
𝜇 + 1

2m2
ZZ2

𝜇

)︂
+
(︂H
𝑣

)︂2 (︂
m2

WW𝜇+W−
𝜇 + 1

2m2
ZZ2

𝜇

)︂
, (2.2)

where � denotes the d’Alembertian operator and

mW = 𝑣

2𝑔 and mZ = 𝑣

2

√︁
𝑔2 + (𝑔′)2 = mW

cos (𝜃𝑊 ) .

Consequently, the masses m of the particles emerge within the Higgs mechanism and the
coupling of the bosons to the Higgs field H is proportional to the squared masses.

The interactions of the Higgs boson and the fermions after the symmetry breaking are
described by Yukawa-type interactions with

ℒYukawa =
∑︁

𝑖

𝑦𝑖
𝑣√
2
𝜓𝑖

(︂
1 + H

𝑣

)︂
𝜓𝑖 =

∑︁
𝑖

m𝑖𝜓𝑖

(︂
1 + H

𝑣

)︂
𝜓𝑖, (2.3)

where 𝑖 indexes the fermion flavors, 𝜓𝑖 denotes the fermion spinors, m𝑖 the fermion masses
and 𝑦𝑖 is the Yukawa coupling for the respective fermions. As Eq. (2.3) shows, the coupling
strength of the fermions to the Higgs field is expected to be proportional to the fermion
mass.

As indicated by Eq. (2.3), the strongest coupling is expected with the heaviest particles.
Therefore, the measurement of the top-Higgs-Yukawa coupling is especially suited to
construct powerful tests of the SM. While the direct decay of the Higgs boson into two top
quarks is kinematically forbidden, the production of the Higgs boson in association with a
top-quark-anti-quark pair (ttH) can be used as a direct probe for the coupling, which is
the focus of this thesis. The following explanations will therefore be given in the context of
the ttH process.

9



10 2 Theoretical background

Table 2.4: SMEFT operators of interest for this thesis. Shown are the operator
names used throughout this thesis, the corresponding parameter in the Warsaw
basis and the Lagrangian used to extend the SM. Definitions taken from Ref. [65]
Operator Warsaw Basis Lagrangian

𝒪𝑡𝜙 𝒪𝑢𝐻

(︁
𝜙†𝜙− 𝑣2

2

)︁
�̄�𝑡𝜙+ ℎ.𝑐.

𝒪𝑡𝐺 𝒪𝑢𝐺 𝑖𝑔𝑠
(︁
�̄�1

2 (𝛾𝜇𝛾𝜈 − 𝛾𝜈𝛾𝜇)𝑇𝐴𝑡
)︁
𝜙𝐺𝐴

𝜇𝜈 + ℎ.𝑐.

𝒪𝜙𝐺 𝒪𝐻𝐺

(︁
𝜙†𝜙− 𝑣2

2

)︁
𝐺𝜇𝜈

𝐴 𝐺𝐴
𝜇𝜈

2.2 Standard Model Effective Field Theory
As indicated in the review of the SM, the theory shows some shortcomings such as the
correct description of neutrinos. Moreover, there are observations in other fields of physics
such as the measurement of the rotational speed of galaxies [8] and the analysis of the mass
distribution of the Bullet cluster [9], that are attributed to non-radiative dark matter not
described by the SM. These observations are evidence for physics beyond the SM (BSM).
This gives rise to two strategies employed in the search for BSM physics: the direct search
for New Physics, e.g. outlined in Ref. [63], or the high-precision measurements which aim
to find deviations from the SM predictions.

At the time of writing this thesis, no convincing deviation above five standard deviations
from the SM prediction has been found. The absence of indications for new particles
suggests that the energy scale for BSM physics might be significantly higher than the
EWK scale as characterized by the masses of the heaviest particles in the SM or the Higgs
VEV. The low-energy effects of the high-energy BSM physics can then be approximated
by integrating-out the BSM particles to obtain higher-dimension interactions as described
in Ref. [64]. Being approximations, these effective field theories (EFT) are valid only for
energies far below the characteristic energy scale of new physics, which is denoted as Λ
in the following. This is also apparent in the corresponding Lagrangian, in which the
higher-dimensional operators need to be normalized by powers of Λ to be compatible with
the four-dimensional Minkowski space:

ℒEFT =
∑︁
𝑑=1

∑︁
𝑜

𝑐𝑜

Λ𝑑
𝒪4+𝑑

𝑜 , (2.4)

where 𝑑 denotes the additional dimensions to four-dimensional space-time and 𝑜 the possible
operators for the corresponding dimension. The contribution of the respective operators is
quantified with the dimensionless factor 𝑐𝑜. As indicated by Eq. (2.4), higher-dimensional
operators are increasingly suppressed as a function of the energy scale of BSM physics Λ.
The EFT framework is a powerful tool to interpret observed data from different experiments
and can be used to construct new theories by matching the coefficients of the corresponding
operators at different dimensions.

In this thesis, the Standard Model Effective Field Theory (SMEFT) is used. The operators
defined in Eq. (2.4) are added to the SM Lagrangian, thus giving the theory more flexibility
to account for BSM contributions. Thorough reviews of SMEFT can be found in Refs. [26–
28]. Since the contribution of the operators decreases with their dimension, most efforts
concentrate on the leading EFT operators of up to six dimensions. Due to requirements
such as gauge invariance, there is one dimension-five operator, referred to as the Weinberg
operator, which violates the conservation of the lepton number by two units [66] and is
therefore explicitly excluded from most analyses in high-energy physics. The remaining
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2.3 Physics in proton-proton collisions 11

dimension-six operators can be expressed in different bases. For this thesis, the Warsaw
basis is used, which is discussed in more detail in Ref. [67]. As shown in Ref. [17], the ttH
process is expected to increase the sensitivity to the contributions of three operators in
particular, which have recently become available for automated calculation as described in
Refs. [65, 68]. The corresponding extensions to the SM Lagrangian are listed in Tab. 2.4
and are briefly introduced in the following.

The operator 𝒪𝑡𝜙 rescales the top-Higgs Yukawa coupling in the SM and also contributes
to the pairwise Higgs production in association with a tt pair. 𝒪𝑡𝐺 represents the chro-
momagnetic dipole moment of the top quark, which modifies the gtt vertex and adds new
four-point vertices ggtt and gttH as well as the five-point interaction ggttH. The operator
𝒪𝜙𝐺 introduces additional loop-induced interactions between the gluon and the Higgs fields.
The operators are consistently implemented in the SMEFTatNLO tool presented in Ref. [68]
and further described in Chap. 5.

The contributions of these operators are compared to the expected sensitivity of the
measurement presented in this thesis. For this comparison, the current constraints for the
operators are used as presented in Ref. [69]. This allows to gauge the potential gain in
constraining power this analysis can yield to the currently available sensitivity, which is
further described in Sec. 5.3.

2.3 Physics in proton-proton collisions
After briefly discussing the underlying theoretical concepts, some concepts of the calculations
needed for this thesis are introduced here. This thesis presents an analysis of data recorded
at the Large Hadron Collider (LHC), where protons are collided at the highest energies
available in the laboratory today. Consequently, the LHC belongs to the class of hadron
colliders, which will be the focus of this section. The following explanations introduce
general concepts relevant to this thesis. More thorough reviews of collider physics can be
found in Refs. [37, 70].

Particle collisions are generally characterized by two quantities. The first is the center-
of-mass energy

√
𝑠 which denotes the energy available during the collision. At collider

experiments such as the LHC, the center-of-mass energy equates to
√
𝑠 = 2𝐸, where 𝐸 is

the energy of each of the colliding objects, in this case the protons. The other quantity is
the number of collision events, which is calculated as

𝑁 = 𝜎𝑋 · 𝐿int = 𝜎𝑋 ·
∫︁ 𝑡+Δ𝑡

𝑡
d𝑡′𝐿inst, (2.5)

where Δ𝑡 is the time span of data taking. In this equation, 𝜎𝑋 denotes the cross section,
which is a measure of the probability of a given final state 𝑋 after the collision, while
the instantaneous luminosity 𝐿inst quantifies the particle flux density during the collisions.
The integrated luminosity 𝐿int is a measure of the total amount of recorded data. More
information about the luminosity is< given in Chap. 3.

Being hadrons, protons are composite particles consisting of some of the elementary particles
introduced in Sec. 2.1, which are referred to as partons in this context. For sufficient
center-of-mass energies

√
𝑠, these partons are asymptotically free and are in fact the objects

that participate in the collision. This has to be accounted for in the calculation of the cross
section 𝜎𝑋 , which can be written as

𝜎𝑋 =
∑︁
𝑖𝑗

∫︁
d𝑥𝑖d𝑥𝑗PDF

(︁
𝑥𝑖, 𝜇

2
F

)︁
PDF

(︁
𝑥𝑗 , 𝜇

2
F

)︁
𝜎𝑖𝑗→𝑋

(︁
𝑥𝑖𝑝1, 𝑥𝑗𝑝2, 𝜇

2
F, 𝜇

2
R

)︁
. (2.6)
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12 2 Theoretical background

The indices 𝑖 and 𝑗 denote the partons originating from the two protons, respectively.
The factor 𝑥 is referred to as Bjorken scaling variable [71] and quantifies the fraction of
the given parton momentum with respect to the total momentum of the corresponding
proton, which is denoted as 𝑝1 or 𝑝2 for the two separate protons. The parton distribution
function (PDF) is the probability density function for the given parton as a function of its
momentum fraction 𝑥, which cannot be calculated from first principles and therefore has to
be extracted from data. Finally, the cross section 𝜎𝑖𝑗→𝑋 quantifies the probability for the
final state 𝑋 given the partons 𝑖 and 𝑗, and is a function of the parton momenta as well as
the renormalization scale 𝜇R and factorization scale 𝜇F, which are introduced shortly.

The cross section 𝜎𝑖𝑗 can be calculated using Fermi’s golden rule, which requires a calculation
of the available phase space and the matrix element |ℳ|2. The latter can be calculated
using the Lagrange formalism and perturbation theory if the relevant couplings are small
enough. Consequently, cross section calculations are classified according to the order in
perturbation theory they are calculated in, i.e. as leading order (LO), next-to-leading
order (NLO), etc. Using perturbation theory gives rise to two characteristic energy scales.
Since the calculation stops at a given order, it is possible that the resulting cross section
contain unphysical divergences. In order to ensure a meaningful interpretation of the theory
predictions, such divergences can be eliminated by renormalizing the calculation, which is
characterized by the renormalization scale 𝜇R. Furthermore, since the coupling constants in
the underlying theory are energy-dependent themselves, the perturbative calculation is only
valid until a certain threshold. The non-perturbative parts of the calculation factorize at
this characteristic energy scale, referred to as the factorization scale 𝜇F, and are absorbed
into the PDFs which are extracted from observed data. More details about the concepts
of renormalization and factorization scales can be found in Refs. [34, 72–74]. The matrix
element ℳ describes the physics of the hard interaction of the initial partons and can be
translated into Feynman diagrams using the rules outlined in Ref. [61, 75], which allows
for a well-defined depiction and calculation of the physics processes.

These calculations are very successful due to their high predictive power. However, they
can entail various mathematical challenges that arise due to effects such as gluon splitting
functions, which are difficult to calculate and can lead to additional divergences. There
are different techniques to avoid the ensuing deviations in the calculation, one of which
being the exact definition of what to absorb into the PDFs as previously mentioned. In
the scope of this thesis, two of these schemes are used. For matrix elements derived in
the five-flavor scheme (5FS), only the top quark is considered a heavy quark, while the
masses of the other quarks are negligible. The corresponding contributions to the cross
section calculation associated with the kinematics of the light quarks are factorized into
the PDF set, thus yielding the calculation of inclusive cross sections stable without a loss
in accuracy. Matrix elements calculated in the four-flavor scheme (4FS) consider the top
quarks and the bottom quarks as heavy and account for them directly in the calculation.
As previously mentioned, these calculations are generally harder but are expected to yield
a more accurate description of the kinematic behavior of bottom quarks than derivations
in the 5FS. A comparison of these calculation can be found in Ref. [76].

The final state particles themselves can in turn emit additional radiation, which triggers
a chain of emissions depending on the energy of the particles. This parton shower is
modeled by a stepwise parton splitting criterion until the remaining energy is too low for
perturbation theory to be applicable. As a result, it is possible to create the same final state
from LO matrix elements paired with parton shower emissions and NLO matrix elements
that directly consider additional radiation. To avoid double-counting of these final states,
the matrix element calculation needs to be matched to the parton shower, which is referred
as ME-PS matching and is implemented in the tools described in Chap. 5.
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Figure 2.1: Higgs production cross sections and branching ratios. Shown are the
production cross sections at a center-of-mass energy of

√
𝑠 = 13 TeV (left) and

the branching ratios of the different Higgs decay modes (right) as a function of
the Higgs boson mass. Figures taken from Ref. [19].

As outlined in the discussion about QCD in Sec. 2.1, there are no free color-charged particles
due to the principle of confinement. Consequently, these particles emit radiation until they
are all bound in color-neutral hadrons, a process that is referred to as hadronization. The
energies of the particles at this stage are now in a regime where non-perturbative effects
play an important role. Therefore, this process is modeled with phenomenological models
implemented in the tools referred to later in this thesis.

The partons participating in the original collision are removed from the bound proton state,
which is thus no longer color-neutral. As a result, these particles hadronize or otherwise
interact with each other, which yields additional hadronic activity in the event. This
activity is referred to as underlying event, which is described by multiple parton-parton
interactions within one collision. These interactions are calculated using perturbative QCD
where possible or by phenomenological models where non-perturbative effects cannot be
neglected.

The characteristic time scales for the interactions involved in these steps are much longer
than the time scales of the involved decays. Therefore, the long-distance and short-distance
interaction factorize in the calculation of the cross section, which is referred to as the
factorization theorem [77]. Nowadays, the chain of calculations outlined by the discussions
of the matrix element, the parton shower, the hadronization and the underlying event is
implemented in dedicated tools based on the Monte Carlo technique, which are further
discussed in Chap. 5.

2.4 Cross sections and branching ratios for the Higgs boson
Using the concepts introduced in Sec. 2.3, it is now possible to characterize the probabilities
for the different production channels of the Higgs boson. The production cross sections at
the currently available fixed order in perturbation theory are shown in Fig. 2.1. Additionally,
the figure shows the branching ratios of the Higgs boson, which are the probability for a
given decay mode. These figures will be used to define the relevant processes for this thesis
in Chap. 4.
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14 2 Theoretical background

Table 2.5: SMEFT contributions to the total cross section. Listed are the NLO
contributions to the total cross section defined in Eq.(2.7) for a center-of-mass
energy of

√
𝑠 = 13 TeV. All values taken from Ref. [17]

Contribution Value in fb
𝜎SM 507.1
𝜎𝑡𝜙 −62.0
𝜎𝜙𝐺 872.0
𝜎𝑡𝐺 503.0
𝜎𝑡𝜙,𝑡𝜙 1.9
𝜎𝜙𝐺,𝜙𝐺 1021.0
𝜎𝑡𝐺,𝑡𝐺 674.0
𝜎𝑡𝜙,𝜙𝐺 −53.0
𝜎𝑡𝜙,𝑡𝐺 −31.0
𝜎𝜙𝐺,𝑡𝐺 859.0
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Figure 2.2: Contributions of the SMEFT operators to the Higgs momentum dis-
tribution. Shown are the contributions as introduced in Eq. (2.7) normalized
to unity. The effect of the operators of interest is shown as the lines in
the corresponding color at leading-order (dashed line) and next-to-leading-
order (solid line) perturbation theory. The lower panels show the ratio between
the LO (green) and NLO (blue) predictions and the associated 𝜇R/𝜇F uncer-
tainties. Figure taken from Ref. [17].
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2.4 Cross sections and branching ratios for the Higgs boson 15

Moreover, it is now possible to further quantify the contributions to the ttH channel
originating from the higher-dimensional operators introduced by the SMEFT framework as
discussed in Sec. 2.2. As shown in Ref. [17], the total cross section can be calculated with

𝜎 = 𝜎SM +
∑︁

𝑖

𝑐𝑖 · 𝜎𝑖 +
∑︁
𝑖𝑗

𝑐𝑖 · 𝑐𝑗 · 𝜎𝑖𝑗 , (2.7)

where 𝑖 and 𝑗 denote the three operators of interest and the interference effects between
the operators are accounted for by the contributions with 𝑖 ̸= 𝑗. For convenience, the
contributions are listed in Tab. 2.5 and are shown in Fig. 2.2. As indicated by the figure,
especially the 𝜎𝑖𝑖 contributions in Eq. (2.7) of the monochromatic dipole moment and
the effective gluon-Higgs coupling are expected to modify the shape of the transverse
momentum of the Higgs boson 𝑝H

T spectrum for high values. This observation is important
for the comparison to the measurement presented in this thesis as shown in Sec. 10.4.

15





3 Experimental setup

After the review of the theoretical foundations in Chap. 2, the experimental setup is briefly
discussed in this chapter. The experimental data used for the statistical inference presented
in this thesis is recorded with the Compact Muon Solenoid (CMS) detector [78, 79] which
is situated at the Large Hadron Collider (LHC). Both are introduced in the following.

First, the LHC and the acceleration of the protons is reviewed. Subsequently, the geometry
and the components of the CMS detector are explained, before the experimental techniques
and definitions used as a basis for this thesis are summarized. The final part of this chapter
briefly reviews the planned upgrades of the LHC and the CMS detector. The information
presented in this chapter is based on Refs. [33, 78, 80–83] as well as the Accelerator Physics
of Colliders review in Ref. [37].

3.1 The Large Hadron Collider
The LHC is a circular collider situated at the European Organization for Nuclear Re-
search (CERN). It is a synchrotron designed to accelerate protons as well as heavy ions,
which are used in collision experiments located at dedicated points along the ring. The
LHC is the last part in the accelerator chain shown in Fig. 3.1, which is briefly discussed
in the following. Since this thesis considers data collected in proton-proton collisions, the
discussion focuses on these particles.

The protons are created by removing the electrons from hydrogen atoms using a strong
electric field. Subsequently, they are injected into the linear accelerator (LINAC), which
accelerates the particles to approximately 50 MeV. In the following steps, the protons
are accelerated in circular machines, to 1.4 GeV in the Booster, 25 GeV in the Proton
Synchrotron (PS) and 450 GeV in the Super Proton Synchrotron (SPS), respectively, before
they are finally injected into the LHC ring. During this injection, the protons are separated
into two beams that are accelerated into opposite directions in separate pipes with ultra-
high vacuums. The particles are accelerated to their final energy of 6.5 TeV, thus yielding
a center-of-mass energy of

√
𝑠 = 13 TeV for the proton-proton collisions.

The acceleration in the circular accelerators is realized by employing high-frequency cavities
that generate strong, oscillating electric fields. The frequency of these fields is adjusted
depending on the current particle energy. As a consequence of this technique, the particles
are arranged in packages within each beam, which are referred to as bunches. The energy
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18 3 Experimental setup

Figure 3.1: Accelerator complex at CERN. Shown is the accelerator chain the particles
traverse before their final injection into the LHC ring. Figure taken from
Ref. [84].

transferred to the protons both gradually accelerates them as well as replenishes the kinetic
energy lost due to radiative emissions common in synchrotrons. The cavities in the LHC
operate at a final frequency of 40 MHz, which dictates the time between collisions of 25 ns.

The LHC is not perfectly circular but is a combination of straight and bent parts distributed
across the whole circumference of the ring. Segments with curvature house dipole magnets
with fields of up to 8 T that deflect the particles onto the approximately-circular design
trajectory. The straight sections contain quadrupole or higher-order magnets to focus
and stabilize the beams. The magnets at the LHC are superconductors operated at
approximately 2 K. This is sufficient to dissipate the heat originating from the synchrotron
radiation of roughly 7 kW and to accommodate the large electric currents needed for the
strong magnetic fields.

After the particles reach their final energies, they are brought to collision at dedicated points
along the LHC. As already mentioned in the discussion of the calculation of the number of
collision events presented in Eq. (2.5), the particle flux at these points is characterized by
the instantaneous luminosity

𝐿inst = 𝑓
𝑛1𝑛2

4𝜋𝜎*
𝑥𝜎

*
𝑦

ℱ , (3.1)

where 𝑓 is the collision frequency of 40 MHz, 𝑛1 and 𝑛2 denote the particle numbers in
the colliding proton bunches and 𝜎*

𝑥 and 𝜎*
𝑦 characterize the transverse beam sizes in the

horizontal and vertical directions. ℱ is a factor of order one introduced to account for
losses arising from geometric effects, like an angle between the trajectories of the crossing
bunches and the finite bunch length, and dynamic effects, such as the mutual focusing of
the two beams during the collision. The collisions are recorded with specialized detectors
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3.2 The Compact Muon Solenoid Detector 19

Figure 3.2: Overview of the CMS detector. Shown is the schematic overview of the
different components of the CMS detector after the upgrade of the pixel detector
in 2017. Figure taken from Ref. [85].

located at the collision points. One of these is the CMS detector, which is discussed in the
following section.

3.2 The Compact Muon Solenoid Detector
The detector at the CMS experiment is a multi-purpose detector suitable for a broad
range of studies of the physics described by the Standard Model (SM) as well as possible
contributions beyond. The data analyzed in this thesis was recorded with this machine in
the years between 2016 and 2018. Therefore, the detector and its components as shown
in Fig. 3.2 are introduced here. First, the detector geometry and relevant observables
are introduced. Subsequently, the different detector systems are discussed following the
trajectory of the particles emerging from the collisions at the center of the CMS detector.
The introduction presented in this section is based on Ref. [78], which discusses the CMS
detector in more detail.

3.2.1 Geometry of the detector

The geometry of the CMS detector is generally described within a right-handed Cartesian
coordinate system, where the 𝑥-axis points towards the center of the LHC, the 𝑦-axis points
vertically upward and the 𝑧-axis is parallel to the beam pipe containing the proton bunches.
The origin of this system is in the center of the detector, which is also the nominal collision
point for the bunches.

As discussed in Sec. 2.3, the objects participating in the collision events are not the
accelerated protons themselves, but their respective partons. For the high energies used at
the LHC, the components of the parton momenta perpendicular to the 𝑧-axis are negligible.
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20 3 Experimental setup

This momentum component is referred to as the transverse momentum in the following.
However, since the exact state of the partons is unknown at the time of the collision, the
momentum 𝑝𝑧 of the colliding particles is not known. Therefore, observables that describe
the collision and are invariant under Lorentz-transformations along the 𝑧-axis are of special
importance. The most important observables used throughout this thesis are introduced in
the following.

One of the important observables is the aforementioned transverse momentum defined as

𝑝T = |𝑝T|, 𝑝T = (𝑝𝑥, 𝑝𝑦, 0) . (3.2)

Since the transverse momenta of the particles in the initial state are negligible and well-
defined, the sum of the transverse momenta of the final state has to be zero. This is a
central aspect in the reconstruction of the event, as will be used in Sec. 3.3.

In addition, the rapidity 𝑦 defined by

𝑦 = 1
2 ln

(︂
𝐸 + 𝑝𝑧

𝐸 − 𝑝𝑧

)︂
, (3.3)

is used, where 𝐸 denotes the particle energy and the difference between two rapidities is
invariant under Lorentz-transformation along the 𝑧-axis. Additionally, it can be shown
that for large energies 𝐸 or negligible particle masses, 𝑦 is equal to the pseudo rapidity,
defined by

𝜂 = − ln
(︂

tan
(︂
𝜃

2

)︂)︂
, (3.4)

where 𝜃 denotes the polar angle in the 𝑦-𝑧-plane. Together with the azimuthal angle 𝜑 in
the 𝑥-𝑦-plane, the approximately Lorentz-invariant distance Δ𝑅 between two objects can
be defined as:

Δ𝑅 =
√︁

Δ𝜑2 + Δ𝜂2. (3.5)

Here, Δ𝜑 and Δ𝜂 denote the difference in azimuthal angle and pseudo rapidity between
the two objects, respectively. These definitions are used at different points throughout this
thesis.

3.2.2 Detector components

The different subsystems of the CMS detector are discussed in this section. Each system is
dedicated to the measurement of different properties of the particles emerging from the
collision point at the center of the detector. These measurements are the basis for the
reconstruction of the collision system. The components are discussed in order of increasing
distance from the interaction point.

Tracking system

After the collision event, the emerging final state particles first traverse the tracking
system of the CMS detector, which is further discussed in Refs. [86–88]. Due to the
strong homogeneous magnetic field of 3.8 T permeating the CMS detector, the trajectory of
charged particles is bent proportional to their momenta and charges. The tracking system
is designed to exploit this behavior. It is constructed in layers around the interaction point
that register the points where charged particles traverse, thus allowing for the reconstruction
of the trajectories. In order to preserve the original trajectory, it is essential that these
measurements happen with a minimal amount of interactions of the particles with the
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3.2 The Compact Muon Solenoid Detector 21

detection material. Therefore, this detector system is closest to the interaction point and
the material budget is especially low. The sensors in the tracking system of the CMS
detector consist entirely of silicon, which yields a good compromise between the material
budget and the radiation hardness required due to the hostile environment close to the
beam pipe. Similar to the principle of diodes, these sensors are operated with high voltage
in the reverse bias direction, which results in a large area depleted of charge carriers. As
charged particle traverse this area, they induce a current in the sensor that is measured.
More information about the detection principles used in silicon detectors can be found in
Ref. [89].

The tracking system is arranged in cylindrical layers around the center of the CMS detector,
referred to as the barrel region, that are complemented by disk-like structures in regions
with high |𝜂| values, called the endcaps. This subdetector is radially divided into two parts.
The layers closest to the interaction point belong to the pixel detector, which provides high
granularity with pixel sensors capable of 2D position measurements. The high granularity
of this system is required due to the large particle flux in this region and thus reduces
the occupancy of the individual sensors. The pixel detector was upgraded in 2017, where
an additional layer of pixel sensors was introduced and the material budget was further
reduced, thus improving the detection capabilities as presented in Ref. [90]. The outer
layers of the tracking system consists of silicon strip detectors. The reduced particle flux
in this region allows for a sparser granularity, which is why this detector system consist
of modules capable of 1D position measurements or double-sided modules capable of 2D
measurements where necessary. A review of the performance of the tracking system can be
found in Ref. [88].

The electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) [91, 92] engulfs the tracking system and is designed
to measure the energy of electromagnetically-interacting particles, namely photons, electrons
and to a small extent muons and charged hadrons. The detection principle is based on
the interaction of these particles with matter, specifically the deposit of energy due to
bremsstrahlung, the creation of electron-positron pairs and finally ionization processes. As
high-energy charged particles enter the electromagnetic field of the nuclei in the detector
material, they emit bremsstrahlung. If the emerging photons have enough energy, they
convert to electron-positron pairs by interacting with the very same electromagnetic field.
Both processes are characterized by the radiation length 𝑋0, where the number of particles
produced in these electromagnetic showers is proportional to the energy of the initial
particle. The shower continues until the energy of the photons is not sufficient anymore to
produce an e+e− pair or the probability for energy loss due to ionization is larger than for
radiative losses.

The ECAL is a homogeneous calorimeter that consists entirely of lead-tungsten crystals
that lead to large energy deposits due to its high density and small radiation length of
𝑋0 = 0.9 cm. Additionally, the material acts as detection material due to its scintillation
properties, which converts the energy deposited by the particles in the electromagnetic
shower into light via ionization processes. The emerging photons are directed out of
the ECAL and detected with avalanche photodiodes in the barrel region and vacuum
phototriodes in the endcap sections. Furthermore, a more granular preshower detector
is installed in front of the endcap regions in order to resolve neutral pions with large |𝜂|,
which decay into two photons, improving the π0/𝛾 separation. The performance of the
ECAL is reviewed in Refs. [93, 94].
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The hadronic calorimeter

Charged and neutral hadrons are more probable to interact with the nuclei of the detection
material directly, which is characterized by the interaction length 𝜆int. Since 𝜆int is
usually much larger than the radiation length 𝑋0, the construction of a system dedicated
to the energy measurement of hadrons is necessary, which is referred to as hadronic
calorimeter (HCAL) [95]. In order to ensure that a sufficient amount of energy is deposited
in the confines of the calorimeter, alternating layers of brass and scintillation material are
used. The high density of the brass layers with a corresponding short interaction length
𝜆int leads to hadronic showers, which also contain an electromagnetic component arising
from electromagnetically-decaying particles, such as neutral π0. The detection material
shows a different response to the components of the hadronic showers, which are later
corrected for in software. The detection principle in the scintillating layers of the HCAL is
the same as introduced in the discussion for the ECAL. A detailed discussion of the HCAL
can be found in Refs. [96–99].

The solenoid magnet

The calorimeters and the tracking system are surrounded by the solenoid magnet sys-
tem [100] of the CMS detector, which creates the magnetic field of 3.8 T. The field is
stabilized using an iron yoke, which also absorbs most particles that managed to traverse
the calorimeter system. Additionally, the yoke is used to accommodate the muon system
discussed in the following.

The muon system

The muons in the relevant energy regime are referred to as minimum ionizing particles,
meaning that it is highly improbable for these particles to deposit much of their energy in
the aforementioned detector systems. This enables them to traverse well into the iron yoke
of the magnet system. Since only very few other particles are expected to reach this region
of the detector, the muon system [101] is located here. The chambers embedded into the
iron yoke employ three different technologies, depending on the area in the detector and
the associated expected particle flux, and are designed to reconstruct muon trajectories and
thus measure their transverse momentum 𝑝T. More specifically, the muon system employs
drift tube chambers in the central region, cathode strip chambers based on the multi-wire
proportional chamber technology and resistive plate chambers in the |𝜂| < 1.6 region. The
latter of these technologies has a good time resolution and is therefore used for the trigger
system, which is discussed in the following section. The performance of the muon system
is reviewed in Ref. [102].

Trigger system

Thanks to the high frequency of bunch crossings, the LHC produces a vast amount of data.
Since it is technically impossible to save all of the collision events due to limitations in
read-out speed and available disk space, it is necessary to select events with potentially
interesting physics during the data taking. This is realized in the trigger system [103, 104]
of the CMS detector, which is divided into two stages further introduced in the following.

The first stage is referred to as the L1 trigger and is comprised of dedicated electronics
employing the information of the calorimeter and muon systems to perform a simple
reconstruction of electrons, photons, muons, τ leptons and jets. The L1 trigger system
offers different operation modes to identify potentially interesting physics, which are referred
to as menus. If the criteria defined by one of these menus are fulfilled by an event, the event
is saved for further processing. This decision is made within a 4 µs time window, during
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which the information of the individual subdetectors is stored in a pipeline. This way, the
L1 trigger is able to reduce the initial rate of events of 40 MHz down to approximately
100 kHz.

The subsequent stage of the trigger system is the high-level trigger (HLT). Similar to the
L1 trigger, the HLT offers different options to further classify events, referred to as trigger
paths. The decisions defined for these paths are based on a reconstruction employing the
same techniques used in the offline processing of the events, which are more sophisticated
than the L1 reconstruction and which will be briefly discussed in Sec. 3.3. Using this
procedure, the final event rate is further reduced to the order of 100–1000 Hz. The trigger
system is further discussed in Refs. [105, 106].

3.3 Object reconstruction and experimental techniques
After the introduction of the different detector components and their basic functionality,
the experimental techniques used for the object reconstruction as well as some additional
definitions are briefly presented in this section. Finally, the last part of this section covers
known issues during the operation of the CMS detector that have a potential impact on
the statistical inference presented in this thesis.

3.3.1 Track and vertex reconstruction

As mentioned in the discussion of the tracking system, the signals in this part of the
detector are used to reconstruct the trajectories of charged particles. These tracks are
calculated using an iterative fit procedure based on the Kalman filter, which is further
discussed in Refs. [107, 108]. This requires excellent knowledge of the exact position of the
individual modules in the tracking system, which is achieved with the alignment procedure
further described in Refs. [109, 110].

The tracks are used to reconstruct the interaction points of particles. Collision points
of partons emerging from the initial protons are referred to as primary vertices, while
decay points of long-lived particles such as bottom quarks are labeled as secondary vertices.
Under consideration of the cross section for inelastic proton-proton scattering processes
of 𝜎inel = 69.2 mb [111], the luminosity provided by the LHC leads to approximately 30
interactions per bunch crossing. The vertex with the largest squared sum of transverse
momenta ∑︀ 𝑝2

T is identified as the primary vertex of interest, while the other interactions are
referred to as pileup. In order to reconstruct the physics processes correctly, it is crucial to
assign the observed tracks to the correct vertex, which is especially challenging considering
the high track multiplicity associated with the collision of hadrons. The performance of
the track and vertex reconstruction is reviewed in Ref. [88].

3.3.2 The particle flow algorithm

The particle-flow (PF) algorithm [112, 113] is designed to optimally reconstruct electrons,
muons, photons and hadrons that emerge from the proton collisions and reduce the impact
of the pileup events. To this end, it utilizes information from all subdetector systems
by connecting the information using a dedicated linking algorithm. The data analysis
presented in this thesis is based on the identification of the particles by the PF algorithm.
The identification processes for the different physics objects are briefly discussed in the
following. A thorough review of the PF algorithm and its performance can be found in
Refs. [113, 114].

23



24 3 Experimental setup

Muon identification

Muons are reconstructed using the information of the inner tracker and the muon system.
During the reconstruction, the PF algorithm considers three types of muons, which are
distinguished by the requirements for the reconstruction. Standalone muons are recon-
structed based entirely on the muon system. Global muons are constructed by matching a
standalone-muon track to a track in the inner tracker if the parameters of the two tracks
propagated onto a common surface are compatible. Tracker muons are constructed by
extrapolating the tracks obtained in the inner tracker to the muon system. If at least one
muon segment matches this extrapolation, the track is associated with a tracker muon.
Using these definitions, the PF algorithm applies several selection criteria, such as the
number of hits in the different subsystems and the particle activity in the vicinity of the
muon candidates which is referred to as the isolation of the particles. As a result, the
algorithm is able to account for the different production mechanisms of muons in the
collision events, such as the direct production of muons in the initial parton collision or
as a result of electromagnetic or hadronic activity as the particles propagate. Tracks
identified as PF muons are removed from further consideration in the reconstruction of
the other particles. The reconstruction criteria are combined to several working points
that are provided centrally within the CMS collaboration and are further discussed in
Refs. [115]. The muons used in this thesis are selected using the tight working point,
which is designed to suppress muons originating from particles decaying in flight and from
hadronic punch-through.

Electron and photon reconstruction

As discussed in Sec. 3.2.2, electrons and photons are expected to deposit most of their
energy in the ECAL. Additionally, the electrons interact with the tracking layers, which
allows the reconstruction of their trajectory. Consequently, the information provided by
the tracking system and the ECAL is used by the PF algorithm to reconstruct electrons
and photons. The signals in the ECAL crystals are reconstructed by fitting the signal pulse
with multiple template functions to subtract the contributions of pileup events occurring
in adjacent bunch crossing before or after the bunch crossing of interest. Similar to the
detection principle used in the ECAL, an electron may produce bremsstrahlung photons and
photons may convert to an electron-positron pair by interacting with the detection material
in the tracker system. Consequently, these particles may no longer be a single particle
by the time they arrive at the ECAL, thus impacting the trajectory reconstruction and
energy measurement of the initial electrons and photons. These effects are accounted for
by the application of dedicated algorithms that reconstruct these processes in superclusters
which are enlarged in the 𝜑-𝜂 plane with respect to the ECAL crystals. Similar to muon
identification, the criteria of the electron and photon reconstruction are combined in
different working points, which include a set of additional requirements on the signals in
the tracker system, the shape of the energy deposition in the ECAL and the isolation of
the particles. The reconstruction of electrons and photons is further described in Ref. [116].
In the scope of this thesis, the tight working point is used, which has an identification
efficiency of approximately 90 %. The elements used for the reconstruction of electrons and
photons are removed from further consideration of the PF algorithm.

Hadron and jet reconstruction

The remaining elements used for the PF algorithm are attributed to particles from hadroniza-
tion processes, specifically charged and neutral hadrons and non-isolated photons that
can arise from π0 decays. First, ECAL and HCAL entries in the barrel region of the
detector that are not linked to any tracks are attributed to neutral particles, where ECAL
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entries are identified as non-isolated photons and HCAL signals as neutral hadrons. In
the region |𝜂| ≥ 2.5, charged and neutral hadrons can no longer be clearly separated due
to the missing tracker information. Since the charged hadrons also leave energy deposits
in the ECAL, the exact origin of ECAL clusters is no longer clear, thus rendering the
assumption that these clusters arise primarily from photons no longer justified. Therefore,
linked ECAL and HCAL entries are attributed to the same hadron, while standalone ECAL
clusters are identified as photons. The remaining calorimeter entries linked to trajectories
in the tracking system are attributed to charged hadrons. More information about the
reconstruction of these particles can be found in Ref. [113].

The objects arising from the hadronization of color-charged particles emerge as jets of par-
ticles, all moving in a similar direction corresponding to the conservation of the momentum
of the initial parton. In the scope of this thesis, these jets are reconstructed using the
anti-𝑘T algorithm presented in Ref. [117], which has been shown to be robust against soft
radiation and collinear splitting effects. The algorithm performs a sequential combination
of neighboring particles with high momenta in clusters using the distance metrics

𝑑𝑖𝑗 = min
(︁
𝑝−2

T,𝑖, 𝑝
−2
T,𝑗

)︁ Δ𝑅2
𝑖𝑗

𝑅2 , (3.6)

𝑑𝑖𝐵 = 𝑝−2
T,𝑖. (3.7)

In these equations, 𝑝T,𝑖,𝑗 denotes the transverse momentum of particle 𝑖 and 𝑗, Δ𝑅2
𝑖𝑗

denotes the angular distance as defined in Eq. (3.5) between the particles and 𝑑𝑖𝐵 is the
distance of object 𝑖 to the beam line. The variable 𝑅 is the size parameter attributed to
the jet, which is set to 𝑅 = 0.4 for the jets used in this thesis. These jets are commonly
referred to as AK4 jets. The algorithm computes the distances as specified above for all
particles. If the minimum value in this list is the distance 𝑑𝑖𝑗 , the corresponding objects are
combined into a jet-like structure. If the minimum distance is 𝑑𝑖𝐵, the object 𝑖 is declared
a jet. The performance of this jet algorithm is reviewed in Ref. [118].

Missing transverse energy reconstruction

As mentioned in Sec. 3.2.1, the transverse momentum of the colliding protons and associated
partons prior to the collision event is negligible compared to the momentum along the
beam direction, which is also true for the observed final state particles due to momentum
conservation. However, there are very weakly interacting particles, such as neutrinos, that
do not interact with the detector and escape without detection. As a consequence, an
imbalance in the observed transverse momentum in the detector arises, which is referred to
as the missing transverse energy or momentum and is defined as

̸⃗𝐸T = −
∑︁

visible
𝑝T =

∑︁
invisible

𝑝T. (3.8)

This observable can be used to reconstruct neutrinos indirectly, and is also commonly used
in searches for new particles such as dark matter as presented for example in Ref. [63].

Pileup mitigation

The PF algorithm allows for powerful mitigation of the effects of pileup events. Charged
hadrons with reconstructed tracks associated to pileup vertices are removed from the
aforementioned steps for the reconstruction of the physics objects. This technique is
referred to as pileup-charged-hadron subtraction (CHS) and is applied for the objects used
in the scope of this thesis.
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Figure 3.3: Efficiency of the DeepJet tagger. Shown are the tagging efficiencies for
the discrimination of bottom quarks against light-flavor partons (solid line)
and charm quarks (dashed line), respectively, of the DeepJet (blue) and other
tagging algorithms. Figure taken from Ref. [120].

The CHS technique cannot be applied to photons and neutral hadrons as well as recon-
structed particles outside the tracker acceptance. In these cases, the average 𝑝T contribution
of pileup events is estimated based on the assumption that the corresponding 𝑝T density is
uniform per unit area in the (𝜂,𝜑)-plane. The CHS method as well as different estimation
techniques for the 𝑝T density from pileup interactions are further described in Ref. [113,
119].

3.3.3 B-jet identification

As will be shown in Chap. 4, this analysis relies heavily on the correct identification
of jets emerging from bottom quarks. The flavor of the original parton producing the
reconstructed jets is derived with dedicated algorithms, which are referred to as tagging
algorithms. The current algorithm used within CMS is the DeepJet tagger [120], which
is based on a deep neural network consisting of layers with different architectures. This
network uses several sources of information, such as low-level properties of charged and
neutral PF jet constituents as well as properties of secondary vertices arising from the
longevity of bottom quarks due to their CKM-suppressed transitions into other quark
generations. The goal of the DeepJet tagger is to classify jets as one of six flavor classes.
In the scope of this thesis, the sum of the b-jet-related classes is used as an observable to
identify jets originating from bottom quarks.

Figure 3.3 depicts the tagging efficiency for events related to tt pair production, which
is one of the relevant topologies for this data analysis. The b-tagging performance is
quantified in the form of working points, which are defined using the misidentification rate
of light-flavor partons and are summarized in Tab. 3.1. In the scope of this thesis, the
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Table 3.1: B-tagging working points and the corresponding discriminant values.
Shown are the working points, the associated minimal values of the DeepJet
discriminant and the corresponding misidentification rates of light-flavor jets.
Values taken from Refs. [121–123].

Working Point Min. b-tag discriminant value Misidentification rate in %
2016 2017 2018

loose 0.0614 0.0521 0.0494 10.0
medium 0.3093 0.3033 0.2770 1.0
tight 0.7221 0.7489 0.7264 0.1

medium working point is used to identify b-jets, which has a misidentification rate of 1 %
and a b-tagging efficiency of approximately 80 %.

3.3.4 Known detector issues that impact the event selection and recon-
struction

During the recording of the data with the CMS detector, two issues arose that impact the
analysis presented in this thesis. These problems are briefly summarized in this section.

In the course of the detector operation in 2016 and 2017, a gradual timing shift of the
ECAL was not correctly propagated to the L1 trigger inputs, which resulted in a significant
fraction of the high-|𝜂| candidate objects to be associated to the previous bunch crossing
by mistake. As a result, events with a significant amount of ECAL energy in the region of
2 < |𝜂| < 3 are able to veto themselves since the L1 rules forbid two consecutive bunch
crossings to fire. This effect is referred to as “L1 prefiring” [124]. The corresponding
simulated samples are corrected and a dedicated uncertainty in the statistical inference is
applied, which is further explained in Secs. 5.2.6 and 8.1, respectively.

Furthermore, a region of the detector was completely depleted of HCAL energy deposits
during the 2018 operation due to a broken HCAL submodule, which is referred to as
the HEM issue [125, 126]. As a result, the number of reconstructed isolated electrons is
significantly higher since information provided by the HCAL is used to distinguish between
real electrons that leave energy deposits in the ECAL and jets that would additionally
deposit energy in the HCAL. The impact on the observables relevant for the analysis
presented in this thesis is small. Nevertheless, this effect is considered by including a
dedicated uncertainty in the statistical inference, which is discussed in Sec. 8.1.

3.4 Future operation at the LHC
In the search for physics beyond the SM, the LHC is a powerful tool that nonetheless
has its limits. The maximum collision energy cannot be increased beyond 14 TeV due to
the limits set by the circumference of the tunnel and the strength of the dipole magnets.
Since physics at higher energy scales is therefore not directly accessible, the only way to
find new physics at the LHC is to increase the statistical sensitivity of the analyses by
either developing novel techniques, gaining better control of systematic uncertainties or
by analyzing a larger data set. For a fixed collision energy and thus fixed cross section,
the latter necessitates increasing the luminosity recorded with the detectors. The current
estimates for the LHC operation and the size of the collected data sets are shown in Fig. 3.4.
Based on these expectations, it would take approximately ten years of data taking with
the current version of the LHC to collect enough data to double the statistical precision of
future analyses.
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Figure 3.4: Future plans for the operation of the LHC ring. Shown are the time
estimates for the operational phases of the LHC. At the time of writing this
thesis, Run 3 is about to begin. Figure taken from Ref. [32].

In order to exploit the full potential of the LHC at the current energy scale, the High
Luminosity Large Hadron Collider (HL-LHC) project aims to upgrade the ring such that
the luminosity increases by an order of magnitude [31, 32, 37]. Considering Eq. (3.1), the
luminosity can be increased by improving the control over the beams such that ℱ is close
to one and reducing the beam sizes. Improving this highly complex system is challenging
and necessitated years of research, which are summarized in Ref. [31]. The necessary
improvements are made possible by the utilization of novel technologies, such as the usage
of Nb3Sn superconducting magnets, superconducting compact “crab” cavities and improved
beam control near the designated interaction points. As shown in Fig. 3.4, this upgrade
is planned to be completed by the year 2027, which will enable the detectors to record
3000–4000 fb−1 of integrated luminosity by the end of the HL-LHC time of operation,
depending on the scenario.

While the HL-LHC offers new opportunities for future analyses, it also poses new challenges
to the detectors in the form of increased levels of radiation in all detector regions and the
forward regions in particular, and the mean number of pileup events, which is expected to
increase from its current value of 30 to 140 or even 200 events per bunch crossing. The
relevant upgrades to address these new challenges are presented in Ref. [80] and are briefly
summarized in the following for convenience.

The tracking system will be replaced completely by a similar system with extended
geometrical coverage of |𝜂| < 4, improved radiation hardness, higher granularity and
compatibility with higher data rates. More information will be provided to the L1 trigger
system and the threshold for tracks will be reduced to approximately 3 GeV, which will
allow to keep the trigger rate at a sustainable level without sacrificing physics potential.
More information can be found in Refs. [80, 127].

In the barrel region, the ECAL will be operated at lower temperatures to mitigate readout
noise due to radiation damage. The readout electronics will be improved to cope with
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the new bandwidth requirements and will also provide precision timing information. Ad-
ditionally, the information from single crystals will be provided to the L1 trigger. The
scintillating tiles in the HCAL will be replaced and the readout electronics will be upgraded
to silicon photomultipliers (SiPMs) with better efficiency. The ECAL and HCAL in the
endcap regions will be replaced by high-granularity sampling calorimeters (HGCal) based
on silicon pad sensors that are read out by SiPMs. The resulting detectors will provide
high-precision transverse and longitudinal as well as timing information that will lead to
improved pileup rejection and identification of electrons, photons, tau leptons and jets.
More information can be found in Refs. [80, 128, 129].

The front-end electronics in the muon chambers will be replaced with improved versions
offering improved radiation tolerance, readout speed and performance. Improved resistive
plate chambers and new chambers based on the gas electron multiplier (GEM) technique
in the forward region will add redundancy, improve triggering and the reconstruction
performance and will increase the acceptance in the forward detector region up to |𝜂| ≈ 2.8.
Additionally, a minimum ionizing particle timing detector will be added between the
tracker and the ECAL, providing timing measurements for |𝜂| < 3.0 at an estimated timing
resolution of 30 ps, allowing for a four-dimensional reconstruction of vertices that improves
the robustness against pileup events. More information can be found in Refs. [80, 130, 131].

Finally, the trigger system will be upgraded. The capabilities of the L1 stage will be greatly
enhanced by the extensive usage of FPGAs as well as the additional information provided
by the upgraded detector systems, which will allow for a full PF reconstruction and more
sophisticated techniques for pileup mitigation. These upgrades will allow for a higher
precision and increased trigger rate of about 750 kHz. Additional upgrades in the HLT will
increase its trigger rate to 7.5 kHz. More information can be found in Refs. [80, 132].

As a result of these upgrades, the large number of pileup events is expected to be controlled
similarly well as is currently the case and the acceptance for leptons (jets) will extend to
|𝜂| < 3.0 (4.0), which is expected to impact the future capabilities of the analysis presented
in this thesis. A projection based on the analysis of the 2016 data set as discussed in
Ref. [133] to the future setup is presented in Chap. 11.
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After the review of the experimental setup in Chap. 3, the processes relevant for the analysis
are introduced in this chapter. As was already motivated in Chap. 2, the production of a
Higgs boson in association with a top-quark-antiquark pair (ttH) is of special interest to
test the Standard Model (SM). Within the CMS collaboration, measurements of the ttH
process are divided according to the decay modes of the Higgs boson and the tt system.
The H decay relevant for this thesis (H→ bb) is motivated in Sec. 4.1. The tt decay
channel is briefly outlined here.

The top quarks decay into W bosons and bottom quarks almost exclusively, as is indicated
by the corresponding CKM matrix element which is close to one [37]. Therefore, the decay
modes of the tt system are usually identified via the decay modes of the W bosons into
quarks qq′ (hadronic) or a lepton and neutrino pair (leptonic). A schematic depiction of
this classification is shown in Fig. 4.1. The different decay modes are analyzed in dedicated
measurements within the CMS collaboration. This thesis focuses on the semileptonic (SL)
decay mode, which yields a good compromise of statistical accuracy and selection efficiency
compared to the other decay modes.

First, the processes and their final states are briefly introduced. The last section of this
chapter describes the selection criteria for the objects in simulated samples and the observed
data to identify semileptonic final states of the ttH(bb) system.

4.1 Signal processes
Since the Higgs boson is unstable, the only possibility to measure the properties of the Higgs
boson is by identifying its decay products. This thesis is dedicated to the measurement of
the ttH system where the Higgs boson decays into a bottom-quark-antiquark pair (ttH(bb)).
As shown in Sec. 2.4, this decay mode has the largest branching fraction of all Higgs boson
decays, thus yielding the largest amount of data that can be used for statistical data
analysis. Figure 4.2 depicts an exemplary leading-order Feynman diagram for the ttH(bb)
process. The b-jets are identified using the DeepJet algorithm outlined in Sec. 3.3.3. Since
this technique has a misidentification probability for the different quark flavors, all decay
products of the Higgs boson are considered as signal in the scope of this analysis to correctly
account for small contributions from other decay channels.
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Figure 4.1: Schematic overview of the tt decay modes. The figure shows the different
tt decay channels. Due to the challenging reconstruction of the τ leptons, this
decay channel is separated from the other leptons 𝑙 = e,µ. The areas in the
figure are not proportional to the actual branching fractions. Figure adapted
from Ref. [134].

Figure 4.2: Leading-order Feynman diagram for the ttH(bb) process in the
semileptonic channel. The leptons 𝑙 = e,µ denote the leptons considered in
this analysis.
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Figure 4.3: Leading-order Feynman diagram for the tt + bb process in the
semileptonic decay channel. The leptons 𝑙 = e,µ denote the leptons con-
sidered in this analysis.

4.2 Background processes
The separation of signal and background events is crucial to correctly infer information
about physics processes of interest. Ideally, this is realized by applying a selection on an
observable that separates the processes perfectly. However, this is not possible since the
measurement at the experiment relies exclusively on the observation of particles in the final
state that are also subject to detector effects such as inefficiencies and limited acceptance.
Consequently, it is challenging to separate the signal processes from background processes
that produce the same final state at the matrix-element level or due to detector effects.
While the contribution of the background processes can be reduced with more sophisticated
selection criteria and analysis techniques, it is still vital to correctly account for them in
any measurement. The following will introduce the relevant background processes for the
ttH(bb) measurement.

4.2.1 Dominant background processes

The dominant background processes in any measurement yield a very similar or the same
final state as the signal process, thus making a discrimination of signal and background
events challenging. In case of the ttH(bb) measurement, the dominant background processes
are tt-pair production processes in association with additional jets, which is referred to
as tt + jets in the scope of this thesis. This background is further divided into groups
according to the flavor of the additional jets. Technically, this division is performed with
information provided during the simulation of the events, which is further described in
Ref. [135]. The resulting groups are briefly discussed in the following.

An exemplary Feynman diagram for tt production in association with two bottom quarks
(tt + bb) is depicted in Fig. 4.3. The treatment of this background process is challenging
in both experiment and theoretical calculation. On the experimental side, it yields the
same final state as the ttH(bb) signal process and is thus hard to discriminate against the
signal. Furthermore, the kinematic properties of the two processes are very similar, which
makes the construction of a tt + bb-enriched and signal-depleted control region impossible.
Consequently, the tt + bb process is an irreducible background in the ttH(bb) analysis.
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Figure 4.4: Sub-classification of the tt + bb process. Shown are the sub-classes for
the tt + bb processes defined in the text. The cones indicate reconstructed jets,
while the blue dots show bottom quarks in the system. The boxes indicate the
distinction between the ttmb (red) and the tt + 2b (blue) classes used in this
thesis. Figure adopted from Ref. [136]

Additionally, the energy scales involved in the tt + bb process range from 4 GeV (bottom
quark mass) to approximately 173 GeV (top quark mass). This yields the calculation of
this process particularly challenging, thus rendering the current theory predictions of this
process imprecise. Overall, the control of the tt + bb process is limited and one of the
driving factors of the ttH(bb) measurement. It necessitates advanced techniques in both
the statistical data analysis as well as the analysis strategy itself. This is detailed in
Chap. 8.

In order to gain more control over the tt + bb process, it is further divided into three
groups based on resolution and acceptance effects in the detector, which are schematically
depicted in Fig. 4.4.

tt + bb (resolved) contains the events for which both additional b-jets are correctly re-
solved.

tt + b contains events in which one of the b-jets is out of the detector acceptance.

tt + 2b contains events in which the two b-jets are resolved as one jet.

In this scheme, the calculation of the tt + 2b process is particularly affected by additional
collinear gluon splitting effects, which is currently challenging to calculate. Therefore, the
treatment of the sub-classes in this thesis is as follows. The tt + bb (resolved) and tt + b
categories are treated as one process which is referred to as ttbb/b or ttmb in the scope of
the thesis. The tt + 2b class is treated separately and is the origin for an additional source
of uncertainty to account for the challenging calculation of the additional gluon splitting
effects. The construction of the additional source of uncertainty and the treatment in the
analysis strategy are discussed in Secs. 8.1 and 8.2, respectively.

The next class of tt + jets processes is the tt + cc process, where the additional jets originate
from charm quarks. In principle, these events should be clearly separable from the ttH(bb)
process by requiring b-jets in the final state that do not stem from the tt decays. However,
as indicated in Sec. 3.3.3, the misidentification rate for charm quarks with the b-tagging
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algorithm is non-zero. Therefore, this processes is expected to contribute to the final
analysis phase space and needs to be accounted for.

The final class of the tt + jets processes contains all processes in which the additional jets
arise from other quark flavors, i.e. up, down and strange quarks as well as additional gluon
emissions. Similar to the tt + cc process, this process class contributes to the analysis
phase space due to the misidentification probability of the b-tagging algorithm. Although
this probability is much smaller than for charm quarks, the high branching ratio for these
processes yields a significant contribution to the final analysis phase space that needs to be
considered in the analysis strategy. In the scope of this thesis, these processes are referred
to as tt + lf.

4.2.2 Minor background processes

Additional to the tt + jets background that can yield the same final state at leading order,
there are other processes that can produce a similar result when considering higher-order
effects, such as additional emissions and detector inefficiencies. Since the probability for
the selection of such processes decreases with every higher-order effect needed to produce
the relevant final state, these processes are referred to as minor backgrounds. This class of
backgrounds are discussed in the following.

The tH process can produce the same final state as ttH(bb) if additional radiation is
reconstructed as part of a tt system. In the scope of this thesis, the tH process is divided
into the tHq and tHW processes. This separation enables additional measurements of the
sign of the top-Higgs Yukawa coupling and the CP properties of the Higgs boson, which are
performed in Ref. [137]. These measurements are not covered in the scope of this thesis.

Similarly, the production of a single top quark without the additional Higgs boson can lead
to the relevant final state. Although these prerequisites make the selection of this process
less probable, the contribution to the final analysis phase space are non-negligible since the
overall production cross section is of 𝒪(400) times larges than the ttH cross section [138].
This process is referred to as single t in the following.

The production of other vector bosons in association with a tt pair (tt + V) are also
relevant for this analysis. In particular, the production of W bosons (tt + W) and of a
Z boson or a virtual photon (tt + Z) can produce the same or a similar final state via
the decays W→ bq′ and Z/𝛾* → bb, respectively. Moreover, the production cross section
for these processes are of the same order of magnitude as the cross section for the ttH
process [139]. However, the branching ratio for the relevant Z/𝛾* decays are much smaller
than for the Higgs boson, and the shown W boson decay is suppressed as indicated by the
CKM matrix [37]. Therefore, the contributions of these processes are severely reduced in
the final analysis phase space.

Furthermore, the production of the above mentioned vector bosons in association with
additional jets (V + jets) can produce a similar final state and is further divided into the
production of W bosons (W + jets) and Z bosons (Z + jets). These processes can produce
final states with an isolated lepton and a similar jet structure as the signal processes.
However, apart from the low probability of selecting these processes in the first place,
their cross sections diminish quickly with rising jet multiplicities [140]. Therefore, their
contribution in the final analysis phase space is expected to be small.

The final contribution to the analysis phase space arises from the production of vector
boson pairs, which is referred to as Diboson production. Specifically, these processes can
yield a similar final state as the ttH(bb) process if the Z bosons decay into b pairs and the
light-flavor jets originating from the decay of the W bosons are reconstructed as b-jets.
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Table 4.1: Selection criteria for the semileptonic tt decay mode. Shown are the
values for each year of data taking. If only one number is present, the value is
applied for all three years.
Observable Selection

2016 2017 2018
Min. value of largest electron 𝑝T in GeV 29 30 30
Min. value of largest muon 𝑝T in GeV 26 29 26
Max. |𝜂| of leptons 2.4
Min. number of jets 4
Min. number of b-jets 3
Min. 𝑝T of jets in GeV 30
Max. |𝜂| of jets 2.4

Min. ̸⃗𝐸T in GeV 20

However, as this requires multiple higher-order effects, the contribution to the final analysis
phase space is expected to be minor.

4.3 Selection criteria for the semileptonic channel
As already mentioned above, only the final state of the physics processes can be observed
with the detector setup. Therefore, it is crucial to define selection criteria for the properties
of the different objects that can help to identify the processes of interest, in this case
the ttH(bb) signature. These criteria need to be applied in both observed data and the
simulated events to ensure a consistent treatment and therefore a meaningful comparison.
As stated before, this thesis focuses on the SL decay mode of the tt system. Therefore,
the relevant physics objects are electrons and muons, reconstructed jets and the missing
transverse energy ̸⃗𝐸T originating from the neutrinos in the system. These objects and
their quality requirements as provided by the experts within the CMS collaboration are
introduced in Chap. 3.

In general, only events that pass the CMS trigger algorithm are considered. For the
SL channel, the single-electron and single-muon triggers are chosen. In the single-muon
channel, the selection is based on the 𝑝T of isolated muons. In the single-electron channel,
a combination of triggers on the sum of the 𝑝T of the jets in addition to a selection of
the 𝑝T of electrons is used. The technical details can be found in Tab. A.1. Moreover,
the selected events are required to contain exactly the lepton that the trigger selected,
i.e. an event that was chosen by the single-electron trigger is required to contain exactly
one electron and no muon. Afterwards, further selection criteria are applied to objects of
interest to further purify the signal-to-background ratio. The selection criteria applied to
these objects to identify the SL decay channel are listed in Tab. 4.1. The higher threshold
for the 𝑝T of muons in 2017 data is chosen to account for problems with the muon trigger,
which lead to a higher turn-on threshold. The selections are especially effective for the
processes listed in Sec. 4.2.2 as well as events originating from pure QCD interactions. The
suppression of the latter is effective enough to completely neglect the QCD background in
the scope of this thesis.
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One of the core concepts of statistical data analysis in high-energy physics that is commonly
used is to compare observables measured at the collision experiment with the corresponding
predictions given by a theory, such as the Standard Model (SM). As described in Chap. 2, the
theory-based simulated data for such a comparison is commonly generated using the Monte
Carlo method which is described in more detail in Refs. [141–143]. Using this technique, it
is possible to generate the predictions for these observables with random numbers which
follow the probability density described by the calculation of the matrix elements (MEs),
the hadronization process as well as the simulation of the detector response itself. As
mentioned in Sec. 2.3, these steps of the simulation can be performed separately using the
factorization theorem. For each part of the simulation chain, dedicated tools are available
and used to simulated the theory prediction at varying degrees of accuracy.

This chapter briefly summarizes the details of the simulated samples used in this thesis.
First, the samples used in the measurement of the ttH(bb) process in the scope of the SM
are discussed. Subsequently, corrections applied to these simulated samples to improve their
compatibility with observed data are briefly described. In the final part of this chapter,
the simulation of the transverse momentum of the Higgs boson 𝑝H

T in the context of the
Standard Model Effective Field Theory (SMEFT) is discussed.

5.1 Standard Model samples
This section briefly summarizes the event generation of the samples used in the ttH(bb)
analysis which were centrally produced by a dedicated group within the CMS collabo-
ration. Generally, the MEs for the signal and background processes are generated at
next-to-leading order (NLO) of perturbation theory with Powheg [144–147] or Mad-
Graph5_aMC@NLO [148], or at leading order (LO) using Pythia 8.2 [149], depending
on the process. For these simulations, the value of the Higgs boson mass mH is set to
125 GeV and the top quark mass mt is set to 172.5 GeV. The simulation of the detector
response is performed with Geant4 [150–152].

As mentioned in Chap. 2, the probability density function for the momenta of the partons
in the initial-state protons is described by the parton distribution functions (PDFs), which
are provided by the NNPDF [153]. The exact choices of the PDF for the different samples
are listed in Sec. 8.1. In all simulated samples, the parton showering and the hadronization
processes are simulated with Pythia 8.2, which relies on the phenomenological Lund
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Table 5.1: Tuneable parameters used in the simulated samples. The table shows
the tuneable parameters used in the simulation of the parton shower and
the hadronization using Pythia 8.2. The ME-PS matching values for the
CUETP8M1 are extracted from Ref. [156]. The values for the CP5 are taken
from Ref. [157].

Year Samples UE Tune ME-PS matching in GeV

2016
W + jets, Z + jets, tt + W,
tt + Z, Diboson

CUETP8M1 172.5

all others CP5 237.9
2017 all CP5 237.9
2018 all CP5 237.9

string model [154, 155]. Being phenomenological, this model entails tuneable parameters,
which have to be adjusted using observed data. One of these parameters is the energy scale
used for the matching of the ME and the parton-showering diagrams (ME-PS matching).
The other parameters are used to describe the underlying events (UE) of the collisions
that are mentioned in Chap. 2 and are referred to as the UE tune. The values used for the
different simulated samples are shown in Tab. 5.1.

The overview over the different simulated samples used in this thesis is shown in Tabs. 5.2,
5.3 and 5.4. The following paragraphs briefly discuss the details of the simulation specific
to the respective simulated samples.

5.1.1 Higgs-related samples

The ttH signal sample was generated in two parts according to the decay channel of the
Higgs boson: one part with decays into bottom-quark-antiquark pairs and another with
every other decay. Both samples are generated using Powheg at NLO accuracy and
allowing for one additional jet. The inclusive ttH cross section is normalized to 507.1+35

−50 fb,
which is taken from a calculation with NLO QCD and electroweak (EWK) corrections.
More information about the calculation of the cross section and the branching ratios of the
Higgs bosons decays can be found in Refs. [19, 158, 163].

The samples for the tHq and tHW processes are generated using MadGraph5 at LO,
such that the simulated events can be reweighted to correspond to different values of
the top-Higgs- and vector-boson-Higgs-couplings. The tHq sample is generated in the
four-flavor scheme (4FS), which enables a better description of the additional bottom quark
from the initial-state gluon splitting. In principle, the 4FS is also desired for the tHW
sample. However, the 4FS prediction at LO and the five-flavor scheme (5FS) prediction at
NLO show interference effects with the ttH predictions. These interference effects cannot
be accounted for in the reweighting procedure. Therefore, the tHW sample is generated in
the 5FS. More information on the generation of these samples can be found in Ref. [164].
The calculation of the cross section for both processes is done at NLO QCD. The tH
processes have little effect in the fiducial phase space of the ttH(bb) analysis and are
therefore considered as minor backgrounds.

For all Higgs-related samples, the full phase space of decay modes was considered as shown
in Sec. 2.4. More information about the decay modes and the calculation of the branching
fractions can be found in Refs. [19, 163]. Subsequent to the generation of these samples,
the CMS collaboration published the measurement of the Higgs boson mass mH in the
diphoton final state using the full Run-II data set presented in Ref. [45]. The combination
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Table 5.2: Simulated SM samples for the ttH(bb) analysis. The table shows the
cross section and the number of generated events in the simulated samples
produced for each year of data taking. The indented lines indicate dedicated
samples for the corresponding production channels that were generated for the
indicated sub channels.

Sample Cross Section in pb Number of Events
2016 2017 2018

ttH, H→ bb 0.2953 [19] 10 000 000 8 000 000 12 000 000
ttH, H→ bb, tt SL* 0.1298 [19] 10 000 000 9 558 675 10 000 000
ttH, H→ bb, tt DL* 0.0314 [19] 10 000 000 9 794 620 10 000 000

ttH, H→ nonbb 0.2118 [19] 10 000 000 7 966 779 8 000 000
tHq 0.0743 [158–160] 10 000 000 10 000 000 30 000 000
tHW 0.0152 [158–160] 5 000 000 5 000 000 15 000 000
inclusive tt (5FS) 831.7600 [161]

tt (SL) 365.4574 [161] 110 000 000 159 889 425 114 520 000
tt (DL) 88.3419 [161] 70 000 000 69 155 808 70 960 000
tt (FH) 377.9607 [161] 70 000 000 130 797 650 134 808 000

tt + bb (4FS) reweighted to tt + bb (5FS)
tt + bb (SL) – 6 494 400 5 667 979 6 123 100
tt + bb (DL) – 3 749 700 3 697 000 3 615 000
tt + bb (FH) – 6 077 198 6 727 500 5 914 500

single t
𝑠-channel (W→ 𝑙ν) 3.3600 [138] 10 000 000 19 846 893 20 000 000
𝑠-channel (W→ had) 6.9600 [138] 5 000 000 10 000 000 10 000 000
𝑡-channel 136.0200 [138] 32 000 000 5 982 064 160 000 000
𝑡-channel 80.9500 [138] 18 000 000 3 984 790 80 000 000
tW-channel 35.8500 [138] 5 000 000 7 945 242 10 000 000
W-channel 35.8500 [138] 5 000 000 7 977 430 7 745 276

tt + W 0.5500 [139]
W→ 𝑙ν 0.1792 [139] 2 160 168 9 994 543 5 000 000
W→ had 0.3708 [139] 833 298 811 306 830 000

tt + Z 0.8600 [139]
Z→ 𝑙𝑙 0.2589 [139] 1 992 438 11 141 490 14 000 000
Z→ had 0.6012 [139] 749 400 750 000 750 000

Diboson
WW 118.7000 [162] 7 982 180 7 779 630 8 000 000
WZ 65.5443 [162] 3 997 571 3 928 630 4 000 000
ZZ 15.8274 [162] 1 988 098 1 925 931 2 000 000

*: Samples only used for training of classifiers described in Secs. 8 and 10.
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Table 5.3: Simulated SM samples for other background processes. The table shows
the cross sections as well as the number of generated events in the simulated
samples produced for each year of data taking. The indented lines show dedicated
samples for the corresponding production channels that were generated for the
indicated kinematic range. HT denotes the some of the transverse momenta of
the jets.

Sample Cross Section in pb Number of Events
2016 2017 2018

W + jets, W→ 𝑙ν
70 GeV ≤ HT < 100 GeV 1595.9900 [162] 10 127 405 20 000 000 20 000 000
100 GeV ≤ HT < 200 GeV 1627.4500 [162] 79 477 953 40 483 322 30 000 000
200 GeV ≤ HT < 400 GeV 435.2370 [162] 39 693 758 20 000 000 20 000 000
400 GeV ≤ HT < 600 GeV 59.1811 [162] 7 759 701 8 084 390 8 000 000
600 GeV ≤ HT < 800 GeV 14.5805 [162] 18 687 480 20 000 000 20 000 000
800 GeV ≤ HT < 1200 GeV 6.6562 [162] 7 830 536 17 676 257 8 000 000
HT ≥ 1200 GeV 1.6081 [162] 9 510 262 35 385 974 10 000 000

Z + jets, Z→ 𝑙𝑙
m𝑙𝑙 < 50 GeV,
70 GeV ≤ HT < 100 GeV 370.7994 [162] 10 084 984 – 8 988 863

m𝑙𝑙 < 50 GeV,
100 GeV ≤ HT < 200 GeV 275.0934 [162] 9 591 846 9 029 117 6 794 838

m𝑙𝑙 < 50 GeV,
200 GeV ≤ HT < 400 GeV 45.6444 [162] 3 123 007 1 929 923 1 939 010

m𝑙𝑙 < 50 GeV,
400 GeV ≤ HT < 600 GeV 4.3939 [162] 3 088 204 3 062 244 2 008 779

m𝑙𝑙 < 50 GeV,
HT ≥ 600 GeV 1.3791 [162] 3 038 457 2 931 736 1 975 490

m𝑙𝑙 ≥ 50 GeV,
70 GeV ≤ HT < 100 GeV 215.0931 [162] 9 691 660 9 344 037 10 019 684

m𝑙𝑙 ≥ 50 GeV,
100 GeV ≤ HT < 200 GeV 180.8598 [162] 11 017 086 11 197 488 11 530 510

m𝑙𝑙 ≥ 50 GeV,
200 GeV ≤ HT < 400 GeV 40.9900 [162] 9 754 170 10 728 447 11 225 887

m𝑙𝑙 ≥ 50 GeV,
400 GeV ≤ HT < 600 GeV 6.9669 [162] 10 152 204 10 219 524 9 697 098

m𝑙𝑙 ≥ 50 GeV,
600 GeV ≤ HT < 800 GeV 1.6773 [162] 8 292 957 8 743 640 8 862 104

m𝑙𝑙 ≥ 50 GeV,
800 GeV ≤ HT < 1200 GeV 0.7735 [162] 2 673 066 3 114 980 3 138 129

m𝑙𝑙 ≥ 50 GeV,
1200 GeV ≤ HT < 2500 GeV 0.1858 [162] 596 079 625 517 536 416

m𝑙𝑙 ≥ 50 GeV,
HT ≥ 2500 GeV 0.0044 [162] 399 492 419 308 427 051
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Table 5.4: Simulated SM samples for the estimation of the ME-PS matching
and the underlying event uncertainties. The table shows the number of
generated events in the simulated samples produced for each year of data taking.
The indented lines indicate dedicated samples for the corresponding decay modes
of the tt system. The cross sections are the same as shown in Tab. 5.2. The
“Up” and “Down” varied samples were generated using the values corresponding
to the uncertainties derived in Refs. [156, 157].

Sample Number of Events
2016 2017 2018

tt (SL)
ME-PS matching Up 30 000 000 27 500 000 27 496 000
ME-PS matching Down 30 000 000 27 130 991 26 468 000
Underlying Event tune Up 30 000 000 20 122 010 27 482 000
Underlying Event tune Down 30 000 000 22 911 672 27 189 000

tt (DL)
ME-PS matching Up 15 000 000 3 405 716 5 284 000
ME-PS matching Down 15 000 000 5 476 459 5 488 000
Underlying Event tune Up 15 000 000 5 500 000 5 494 000
Underlying Event tune Down 15 000 000 5 500 000 5 452 000

tt (FH)
ME-PS matching Up 30 000 000 27 260 880 25 305 000
ME-PS matching Down 30 000 000 27 164 554 27 315 000
Underlying Event tune Up 30 000 000 27 301 272 24 064 000
Underlying Event tune Down 30 000 000 26 200 472 27 500 000

tt + bb (SL)
ME-PS matching Up 2 061 000 2 061 000 2 061 000
ME-PS matching Down 1 991 500 2 098 500 2 019 000

tt + bb (DL)
ME-PS matching Up 2 394 000 2 394 000 2 394 000
ME-PS matching Down 2 135 700 2 137 500 2 137 500

tt + bb (FH)
ME-PS matching Up 2 152 500 2 152 500 2 152 500
ME-PS matching Down 2 389 290 2 391 790 2 389 493
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Table 5.5: Scaling factors to account for updated Higgs boson mass. The ta-
ble shows the factors used to update the production cross section (first
block) and branching ratios (second block) to a Higgs boson mass of
mH = (125.38± 0.14) GeV. All values taken from Refs. [19, 158, 163].

Value at mH = 125 GeV Scale Factor
ttH XS 0.5070 pb 0.9928
tHW XS 0.0150 pb 1.0000
tHq XS 0.0770 pb 0.9987
BH→bb 0.5824 0.9896
BH→W+W− 0.2137 1.0293
BH→gg 0.0819 0.9953
BH→𝑙𝑙 0.0627 0.9903
BH→cc 0.0289 0.9898
BH→ZZ 0.0262 1.0352
BH→𝛾𝛾 0.0023 1.0000
BH→Z𝛾* 0.0015 1.0209

with the H → ZZ* → 4𝑙 analysis yielded a value of mH = (125.38± 0.14) GeV, which is
currently the most precise measurement. In order to account for these updated results, the
cross sections and branching ratios of the Higgs boson are reweighted. The factors used for
this reweighting procedure are shown in Tab. 5.5.

5.1.2 tt and single top background samples

The tt background processes are simulated using Powheg. The inclusive cross-section
is normalized to 831.76 +19.77

−29.20 (scale) +35.06
−35.06 (PDF + 𝛼s) pb, which has been calculated at

next-to-next-to-leading-order (NNLO) in QCD including resummation of next-to-next-to-
leading-logarithmic (NNLL) soft gluon terms with top++2.0 [165–171].

As discussed in Chap. 4, the tt events are divided into different classes based on the flavor
of the additional jets which do not stem from the top-quark decays in the event. Specifically
events with additional b-jets (tt + bb events), which constitute the irreducible background
process, are generated with the dedicated Powheg program presented in Ref. [172]. With
this tool, the tt + bb process is simulated at NLO accuracy in the 4FS and both additional
b-jets are considered in the ME calculation. This method is expected to better describe
the hard interaction processes in the generation of the tt + bb process, and is hence the
preferred mode of generation. This simulation has been studied by the LHC Higgs Cross
Section Working Group [173, 174] and in the scope of the full Run-II ttH(bb) analysis [137]
in detail. All other tt + jets events are generated using a Powheg tt simulation at NLO
accuracy in the 5FS. In these samples, only one of the additional jets is described by
the ME calculation. The other jet is generated during the PS and is thus subject to less
stringently defined uncertainties.

The samples are merged to fill the entire tt + jets phase space. To this end, the tt + bb 4FS
prediction is normalized to the corresponding fraction that contributes to the inclusive tt
cross section in the 5FS. Consequently, the differential information for the tt + bb process
is obtained from the 4FS prediction, while the precise NNLO + NNLL inclusive tt cross
section is required to stay the same. In order to ensure that no bias is introduced by this
requirement, the tt + bb normalization is estimated in situ in the final measurement.
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Additionally, dedicated samples are used to estimate the effect of the underlying events and
the ME-PS matching on the tt + jets simulation, which are summarized in Tab. 5.4. The
variation of the underlying event tune affects the soft-particle regime and should not depend
on the details of the simulation of the hard process. Therefore, no dedicated samples are
produced for the tt + bb 4FS samples. The samples are used to derive uncertainties on
these effects for the tt + jets processes, which is further described in Sec. 8.1.

The single top quark background processes in the 𝑡- and tW-channels are simulated with
Powheg [175, 176], while the 𝑠-channel single top quark processes are simulated with
MadGraph5_aMC@NLO. The inclusive cross-sections are normalized to approximate
NNLO (tW channel [177]) and NLO (𝑡- and 𝑠-channels [178, 179]). The cross-section values
and uncertainties are taken from [138].

The PDF and 𝛼s uncertainties on the tt and the single t cross sections were calculated
using the PDF4LHC prescription [180] with the MSTW2008 68 % CL NNLO [181, 182],
CT10 NNLO [183, 184], and NNPDF2.3 5f FFN [185] PDF sets, added in quadrature to
the scale uncertainty.

5.1.3 Other background samples

As introduced in Sec. 4.2.2, further minor background contributions arise from the pro-
duction of W and Z/𝛾* bosons with additional jets (referred to as V + jets), tt produc-
tion in association with a W or a Z boson (referred to as tt + V), and diboson (WW,
WZ, and ZZ) processes. The V + jets and tt + V processes are simulated with Mad-
Graph5_aMC@NLO, where the ME-PS matching is performed using the FxFx [186]
prescription. Diboson production is simulated using the Pythia 8.2 event generator. The
inclusive cross-sections are normalized to NNLO (V + jets except Z + jets 2016, WW [140]),
to NLO+NNLL QCD and NLO EWK (tt + V [139]), and to NLO (other diboson [187],
Z + jets 2016) accuracy. The cross-section values and uncertainties are taken from [139,
162, 188, 189].

5.2 Corrections to the event simulation
Since the final measurement heavily relies on the simulations described above, it is crucial
to ensure a high quality of the description of the observed data with the simulated samples.
However, this is a challenging endeavor for different reasons, such as the inability to
model certain effects from first principles and the evolving understanding of effects such
as detector response. Therefore, dedicated control regions are constructed. In these
regions, the underlying physics is well-known and -understood, such that the comparison
of the simulated events and the observed data yields a powerful tool to validate the event
simulation. Differences between the simulated samples and the observed data are mitigated
by scale factors (SFs), which are used to reweight the simulation where necessary.

The derivation of these SFs are subject to statistical and systematic uncertainties, which
are accounted for in the final measurement. A discussion of the implementation of these
uncertainties in the statistical model used for the ttH(bb) measurement can be found in
Sec. 8.1. The corrections applied in the scope of this thesis are briefly discussed in the
following.

5.2.1 Lepton corrections

The expected final state in the semileptonic decay channel contains muons and electrons.
Therefore, SFs for the muon reconstruction, identification and isolation efficiencies are
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applied. The corrections for the individual years of data taking are centrally provided by
the group within the CMS collaboration dedicated to the reconstruction and measurement
of muons. Further information on the SFs can be found in Refs. [190–192]. Additionally,
the transverse momenta of the muons is corrected for biases due to a misalignment of
the detector. Further information can be found in Ref. [193]. The SFs are provided
in bins of muon 𝑝T and 𝜂 and are applied on an object-by-object basis. Similar to the
muons, correction factors to improve the agreement of the reconstruction and identification
efficiencies of electrons in the simulated samples and the observed data are applied. These
corrections are applied in each event, respectively, and are provided in bins of electron 𝑝T
and 𝜂. The SFs are provided by the dedicated electron and photon group within the CMS
collaboration and are documented in Refs. [194, 195].

5.2.2 Trigger corrections

As already mentioned in Chap. 4, the trigger decision of the CMS experiment is crucial
for the selection of events considered for the ttH(bb) analysis. Therefore, the trigger
performance is corrected in the simulated data in order to account for differences arising
e.g. from deviations in the turn-on behavior of the triggers close to the decision threshold.
The trigger SFs for the muon triggers are provided centrally by the muon group within
the CMS collaboration. More details on these corrections can be found in Refs. [190–192].
Similarly to the previously discussed muon SFs, the trigger corrections are provided in bins
of 𝑝T and 𝜂 and are applied on an event-by-event basis. Unfortunately, the electron trigger
SFs are not provided centrally. These corrections were derived in the scope of the ttH(bb)
measurement with the full Run-II data set at the CMS experiment and are provided in
bins of electron 𝑝T and 𝜂. The procedure is documented in Ref. [196] and the resulting
corrections are approved by the experts of the CMS collaboration. Overall, the scale factors
in the most relevant detector regions are found to be close to 1 and show uncertainties
below approximately 5 %. This is compatible with the trigger corrections used in previous
iterations of the ttH(bb) analysis [21, 133].

5.2.3 Pileup corrections

During the event simulation, a fixed probability density function to model the pileup during
the simulated collisions is used. This pileup distribution is later reweighted to account for
the latest measurement at the CMS experiment and match the shape and central value
expected for data. The reweighting follows the established procedure within the CMS
collaboration and is documented in Ref. [111]. The procedure requires the inelastic cross
section 𝜎inel, which is a measure of the probability of proton-proton interaction during
the bunch crossings. The recommended value is the latest measurement at the CMS
experiment, which is 𝜎inel = 69.2 mb± 4.6 %.

5.2.4 Jet Energy Corrections

Due to the nature of the hadronization of color-charged objects, the energy measurement
of jets is particularly challenging. Therefore, the detector response is constantly studied
and calibrated. Previous measurements and simulations are updated to exploit the full
power of the CMS detector. These Jet Energy Corrections (JEC) are divided into two
groups, which are briefly discussed in the following.

Jet Energy Scale

Corrections to the Jet Energy Scale (JES) are provided centrally with the CMS collaboration
and are derived by a dedicated group. The following explanation is based on Ref. [197].
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A more thorough review of these corrections at the CMS experiment can be found in
Refs. [198–200]. The corrections for the JES are derived in the following steps.

First, the energy of pileup contributions during the jet clustering are subtracted, which is
achieved by comparing simulated QCD dijet samples that were generated with and without
pileup overlay. This procedure yields correction factors as a function of offset energy density
𝜌, jet area 𝐴, jet 𝜂 and jet 𝑝T. Additionally, residual differences between data and the
detector simulation as a function of 𝜂 are determined with the random cone method and
corrected in the observed data events.

Subsequently, the simulated jet response corrections are calculated. They are derived from
a QCD dijet sample by comparing the reconstructed jet 𝑝T to the corresponding transverse
momentum at particle-level. These corrections are derived as a function of the jet 𝑝T and
𝜂 and render the detector response uniform in these variables.

The response to jets corrected by the previous steps is expected to exhibit small remaining
differences of the order of percents between observed data and the simulation. Therefore,
the detector response is further corrected as follows. On the one hand, the 𝜂 dependence
of the corrections is further refined by adjusting the response to a jet in a simulated
dijet sample with respect to a jet of similar 𝑝T in the barrel region of the detector. The
absolute scale of the jet energy is determined for barrel jets as a function of 𝑝T in simulated
Z→ µµ(ee)+jets, photon+jets and QCD samples.

In addition, a dedicated JES source is applied for both observed data and simulated samples
corresponding to 2018 to cover the effects of the HEM issue described in Sec. 3.3.4. The
application follows the recommendation of the experts within the CMS collaboration and
is documented in Refs. [125, 126].

Jet Energy Resolution

Dedicated measurements at the CMS experiment indicate that the Jet Energy Resolution
(JER) is worse in data than in the event simulation. Therefore, it is necessary to deteriorate
the resolution in the simulation by smearing the 𝑝T of the jets. The following briefly describes
this procedure. A more thorough review by the experts within the CMS collaboration can
be found in Ref. [201].

Two methods to smear the 𝑝T of the reconstructed jets are used. If the reconstructed jet
can be associated with a jet clustered from generator particles, the four-momentum of the
jet can be rescaled with a factor

𝑐JER = 1 + (𝑠JER − 1) 𝑝T − 𝑝particle
T

𝑝T
,

where 𝑝T is the transverse momentum of the reconstructed jet, 𝑝particle
T is the 𝑝T of the

corresponding jet on particle-level and 𝑠JER is the data-to-simulation core resolution scale
factor. If this is not possible, the reconstructed jet 𝑝T is scaled with

𝑐JER = 1 +𝒩 (0, 𝜎JER)
√︁

max(𝑠2
JER − 1, 0).

Here, 𝜎JER and 𝑠JER are the relative 𝑝T resolution in simulation and data-to-simulation
scale factors and 𝒩 (0, 𝜎) is a random number sampled from a normal distribution with an
expected value of zero and a variance of 𝜎2.
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5.2.5 b-tagging Corrections

As discussed in Chap. 4, the expected final state for the crucial processes in the ttH(bb)
analysis consist of multiple b-jets. As explained in Chap. 3, jets emerging from bottom
quarks are identified using the DeepJet tagging algorithm [120], which is applied on both
observed data and simulated events. Different groups within the CMS collaboration have
observed differences in the efficiency of this tagger in observed data and the simulation [202,
203]. In order to ensure a correct description of the observed data by the simulation, it is
vital to mitigate these differences prior to the final measurement.

To this end, b-tagging SFs are provided by the group within the CMS collaboration
dedicated to the maintenance of the b-tagging algorithm, which are parameterized as a
function of the jet b-tagging score, 𝑝T and 𝜂. The corrections are derived separately for
udsg- (LF) and b-jets (HF) with a tag-and-probe approach, which is briefly summarized in
the following. More details on this method can be found in Ref. [204].

In principle, the tag-and-probe method requires two jets. The “tag” jet is used to identify
events that are to be considered in the calculation of the correction in observed data and
simulated events. The information of the “probe” jet is subsequently used to actually
perform the calculation. The SFs are derived using a dileptonic selection requirement with
exactly two leptons and two jets. The derivation for each correction type is performed
in dedicated control regions. The HF corrections are derived from a tt enriched control
sample, which is constructed by rejecting events with reconstructed masses of the lepton
pair close to the Z boson mass and by requiring a missing transverse momentum requirement
̸⃗𝐸T > 30 GeV. The LF SFs are derived in a Z + jets-enriched environment, which is achieved
by inverting the aforementioned selection criteria for the HF region. Additionally, the “tag”
jet needs to pass the medium working point for the HF region and the loose working point
for the LF region, which were introduced in Sec. 3.3.3.

In each region, the distribution of the b-tag score of the “probe” jet is compared between
observed data and simulated samples in bins of 𝑝T and 𝜂. Here, the simulated events are
normalized to the observed event yield. In order to account for a possible contamination of
the control samples, the data is first cleaned before the actual calculation of the SF. For
example, the correction for the HF jets as a function of the jet b-tag score, 𝑝T and 𝜂 is
calculated with

SF(b-tag, 𝑝T, 𝜂) = Data− 𝑠LF
𝑠HF

,

where 𝑠LF and 𝑠HF designate the number of events arising from light-flavor and heavy-flavor
contributions in the simulated samples, respectively. The calculation for the LF jets is
performed analogously.

After the derivation of these corrections, the SFs are interpolated across the respective 𝑝T
and 𝜂 bins using an iterative fit method. This procedure allows for two degrees of freedom:
a linear and a quadratic deformation of the interpolation function. The method provides
continuous scale factors for all jet b-tag score, 𝑝T and 𝜂 values. The final SF for the event
is the product of the corrections for the individual jets in the event.

After the application of the SFs, changes in the distribution of observables such as the
jet multiplicity and the transverse momenta of the jets are observed. This behavior is
not expected from the b-tagging SFs, and is therefore corrected by applying an additional
correction factor as a function of the jet multiplicity and the sum of the jet 𝑝T present
in the event. The weights are derived from simulated events passing all selection criteria
discussed in Sec. 4.3 except for the b-tagging requirement. This ensures that the phase
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Table 5.6: Settings for the event generation with SMEFTatNLO. The settings were
chosen to be as close as possible to the setup used in Ref. [17] and were validated
by the SMEFTatNLO development team in a private communication [206].

Parameter Value
Λ 1 TeV
𝜇R m(ttH)/2 ≈ 234.5 GeV
𝜇F 𝜇R
𝜇EFT 𝜇R
PDF set LHAPDF ID 306000

space for the derivation of the correction factors is as similar as possible to the analysis
phase space. The factors are derived for the major processes ttH, tt + bb, tt + cc and tt + lf
separately, while single-top production as well as the processes introduced in Sec. 4.2.2
are corrected with the factors derived for tt + lf. This procedure corrects the observed
distortion in the relevant observables and does not impact the original correction of the
b-tagging discriminant. The relevant distributions are presented in App. B.

5.2.6 L1 prefire corrections

As already explained in Sec. 3.3.4, there was a gradual timing shift of the ECAL that was
not properly accounted for during the 2016 and 2017 operation of the CMS detector. The
effect is not well-described in simulation and is therefore accounted for by applying SFs on
an event-by-event basis. The event weights are derived using the official recommendations
within the CMS collaboration described in Ref. [124]. The procedure is to calculate the
probability of an event not to prefire based on the present objects and their kinematic
properties. The weights are applied for all simulated samples generated for the 2016 and
2017 data taking years.

5.3 Standard Model Effective Field Theory samples
As described in Chap. 2, the transverse momentum of the Higgs boson 𝑝H

T in the ttH
process is potentially sensitive to effects beyond the SM (BSM). Simulated events based on
BSM predictions in the context of the Standard Model Effective Field Theory (SMEFT)
are generated for 𝑝H

T emerging from the ttH(bb) process in the scope of a private production
for this thesis. This section is structured as follows. First, the general setup for the event
generation in the scope of the private production is described. Subsequently, the studies
to validate the production are presented. Finally, the generation setup for the SMEFT
predictions is discussed. These predictions are later used in a comparison to the Simplified
Template Cross Section (STXS) measurement in the ttH(bb) channel in Sec. 10.4.

5.3.1 Event generation

The generation is performed with MadGraph5_aMC@NLO v3.1.0 [205] using the
SMEFTatNLO software package [68]. More information about the technical steps and require-
ments to generate ttH events with this tool can be found in Ref. [65]. This setup allows
to generate ttH events at NLO QCD. In the following, some of the technical aspects and
settings are briefly discussed.

The values used for the adjustable parameters of the tool are listed in Tab. 5.6 and reflect
the recommendations by the developers [206]. During the calculation of the MEs, the

47



48 5 Simulated samples

scales are fixed to these values. The PDF set used for the SMEFTatNLO simulation is
the same as for the ttH samples discussed in Sec. 5.1 and is accessed via the LHAPDF
interface [207]. The documentation for other tools involved in the event generation can be
found in Refs. [208–213]. In the end, the MadGraph5_aMC@NLO tool yields the events
in the so-called Les Houches (lhe) format, which is further documented in Refs. [214, 215].
This file contains the information of the particles in the initial state, the virtual processes
and the final state particles before the parton shower (PS) and hadronization processes.

Next, the lhe events are propagated to the PS and the hadronization algorithms. In order
to ensure the maximum amount of compatibility to the simulated samples generated by
the CMS collaboration group, the same tools and configurations are used. Specifically, this
means that the PS and hadronization is performed with the Pythia 8.2 tool, which is set up
with the parameters used within the CMS collaboration. Additionally, the ME-PS matching
is performed in this step to avoid double-counting of generation probabilities.

Finally, the events are further processed to extract the relevant information for the simulated
samples, such as the phase-space weights calculated by the ME-PS matching algorithm
and kinematic properties of the particles. The most important properties for the studies
presented in this thesis are the transverse momentum 𝑝H

T and the rapidity 𝑦 of the Higgs
boson, which is further explained in Sec. 10.1. These features are extracted with a
Rivet routine [216] that is centrally provided within the Higgs boson group in the CMS
collaboration.

5.3.2 Validation of the private production

Before the generation of the BSM contributions to the 𝑝H
T spectrum, the private production

is validated. Ideally, the comparison should be done with a corresponding simulated
sample generated by the experts within the CMS collaboration. Therefore, the SM
prediction generated in the scope of this thesis using the SMEFTatNLO setup is compared to a
corresponding MadGraph5_aMC@NLO sample produced within the CMS collaboration
at NLO QCD. For the reference sample, the lhe events are generated with the centrally-
provided setup within the CMS collaboration. The aforementioned steps for the PS,
hadronization and the extraction of the final event properties is performed with the setup
from the private production to ensure good comparability of the samples.

The comparison of both samples is shown in Fig. 5.1. For this comparison, 100 000 events
in each sample have been considered. Both samples are normalized to the cross section
mentioned in Sec. 5.1. The samples show good compatibility within the statistical accuracy.
Therefore, the setup used for the private production of the simulated SMEFT predictions
is considered to be valid.

As described in Sec. 5.1, the SM ttH sample used in the ttH(bb) analysis allows for an
additional jet at the ME level. Currently, this is not yet supported in the SMEFTatNLO setup.
Consequently, only one additional jet emerging from the NLO corrections is considered in
the calculation of the ME, while all other additional jets emerge in the PS. Since it is known
that the description of jets emerging from the PS is worse compared to jets considered at the
ME-level, this difference in the generation setup could potentially impact the comparison
of the cross sections in Sec. 10.4. In order to gauge the impact of this difference in the
𝑝H

T observable, a centrally-generated sample produced with MadGraph5_aMC@NLO
is considered. This sample has the same settings as the simulation used in the initial
validation of the private production, but allows for an additional jet in addition to the
NLO QCD corrections. Therefore, it is expected to be indicative of the influence of the
additional jet description in a comparison with the aforementioned samples.
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Figure 5.1: Validation of the private production of the simulated samples. Shown
are the SM predictions for 𝑝H

T generated with the SMEFTatNLO tool (black) and
the centrally-provided tools within the CMS collaboration (green). The lower
part of the figure displays the ratio with respect to the simulation from the
private production. Both samples are normalized to the inclusive ttH(bb) cross
section at NLO QCD and EWK.

The comparison of all previously discussed simulated samples is shown in Fig. 5.2. All
MadGraph5_aMC@NLO samples show good compatibility within the statistical preci-
sion. Consequently, the exact description of the additional jet in the ttH simulation has no
significant impact on the transverse momentum 𝑝H

T. The lower panel of the figure shows
the prediction of the MadGraph5_aMC@NLO samples with respect to the Powheg
simulation. Here, differences of up to 10 % are visible between the predictions from the two
different generators, depending on the 𝑝H

T interval. Such differences between generators
are well-known and covered by the scale uncertainties on the calculations, as has been
shown for example in Ref. [19]. Nevertheless, these differences have to be considered when
comparing these predictions to observed cross sections, as it is done in Sec. 10.4.

In summary, the private production using the SMEFTatNLO tool has been validated with
respect to comparable samples produced by the experts within the CMS collaboration.
Samples from the same generator show good compatibility within the statistical precision of
the event generation. The SM predictions of the samples used in the ttH(bb) analysis and
the privately-produced simulations show differences of up to approximately 10 %, which
have to be considered when performing the comparison to the measured cross sections
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Figure 5.2: Validation of the impact of the additional jet description in the ttH
generation. Shown are the SM predictions for 𝑝H

T introduced in the text. For
better comparison, the ratio with respect to the private production (middle
panel) and to the Powheg prediction used in the ttH(bb) measurement (bottom
panel) is shown. All samples are normalized to the same inclusive cross section
calculated at NLO QCD and EWK.

later in this thesis. The next section will give details about the generation of the BSM
contributions to the 𝑝H

T spectrum in the scope of the SMEFT.

5.3.3 Details for the SMEFT generation

As already introduced in Chap. 2, the contribution of three SMEFT operators are considered
in this thesis: the shifted top-Higgs Yukawa coupling (c𝑡𝜙), the effective gluon-Higgs
operator (c𝜙𝐺) and the chromomagnetic dipole operator (c𝑡𝐺). During the event generation
with MadGraph5_aMC@NLO, contributions of all three operators as well as the SM
predictions discussed in the previous section can be taken into account. This way, all
interference effects are accounted for.

In order to fully gauge the potential contribution of the ttH(bb) channel to the sensitivity of
these operators, the simulated events are based on the current constraints on the parameters,
which are presented in Ref. [69]. In this publication, different data sets and observables are
combined and a simplified likelihood estimation is performed to extract constraints on the
SMEFT operators. To this end, the authors present the results in two ways. The first set
of results extract the constraints in each operator separately, while disregarding all other
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Table 5.7: SMEFT operator values used for the simulated samples. The tables
show the constraints on the SMEFT operators in the individual (top table) and
the marginalized scheme (bottom table) considered in this thesis. Values taken
from Ref. [69].

Operator Best-fit Upper Bound Lower Bound
c𝜙𝐺 0.0 3.2× 10−3 −3.4× 10−3

c𝑡𝜙 −9.0× 10−2 8.4× 10−1 −1.0
c𝑡𝐺 −1.0× 10−2 8.6× 10−2 −1.0× 10−1

Operator Best-fit Upper Bound Lower Bound
c𝜙𝐺 0.0 8.6× 10−3 −1.4× 10−2

c𝑡𝜙 1.5 5.7 −2.8
c𝑡𝐺 3.6× 10−1 6.0× 10−1 1.2× 10−1

EFT contributions. This scheme is referred to as “individual” scheme in the following. The
second set of results marginalizes the other parameters, i.e. integrates the contributions of
the other parameters out of the likelihood. This scheme is referred to as the “marginalized”
scheme. The parameter values are listed in Tab. 5.7.

The event generation is performed as follows: For the individual scheme, the individual
SMEFT operators are set to the values listed in Tab. 5.7. The other two parameters are
set to 1× 10−5 and are therefore not considered. In the marginalized scheme, the bounds
for the respective parameters are generated while the other two parameters are set to their
best-fit values. This way, the event generation is the most comparable to the integration of
the operator contributions in the likelihood. Since the SMEFT is an extension of the SM,
the SM contributions are always considered in both schemes. Each parameter combination
is generated separately with 100 000 events, which has been observed to yield sufficient
statistical accuracy in all 𝑝H

T regions. Furthermore, the samples are normalized to the cross
sections reported in Ref. [17] to ensure compatibility. The final cross section is calculated
as described in Sec. 2.4.
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6 Introduction to statistical data analysis

Due to the probabilistic nature of high-energy physics processes, the inference of the
truth-level information from the experimentally observed data is challenging and requires
techniques of statistical data analysis. This necessitates a powerful setup that enables the
estimation of the properties of interest under consideration of both statistical fluctuations
and systematic uncertainties that can arise due to the experimental setup or the theoretical
calculations. This chapter briefly introduces the concepts relevant for the data analysis
in this thesis. First, the test statistic used for the parameter estimation is introduced.
Subsequently, relevant definitions and approximations are discussed. The explanations
in this chapter are based on Refs. [217–221] and the Statistics review in Ref. [37], which
contain more detailed reviews of the concepts introduced here.

6.1 General concepts
Generally, the truth-level information of the underlying physics processes at collider
experiments cannot be accessed directly. Instead, it is only possible to measure the final
state particles with the detector and compare the predictions made by a particular model,
such as the Standard Model (SM) of particle physics discussed in Sec. 2.1, to the observation.
The core concept for the statistical inference in many analyses in high-energy physics is
therefore the estimation of the parameters used in such models and hypothesis testing.

In principle, there are two philosophies used for the interpretation of such data analyses,
which are also employed in the scope of this thesis. The first is the frequentist approach,
where the probability of a certain event 𝐴 is interpreted as the frequency of the outcome
of a repeatable experiment:

𝒫 (𝐴) = 𝑛(observation of 𝐴)
𝑛(total)

This approach enables the construction of statistical prescriptions to test hypotheses and
of confidence intervals which are constructed such that they cover the true value of a
parameter with a specified probability. Both of these concepts are discussed later in this
chapter.

The other philosophy is Bayesian statistics, which is based on a more general interpretation
of probability. The Bayesian probability for two events 𝐴 and 𝐵 can be expressed by Bayes’
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theorem

𝒫 (𝐴|𝐵) · 𝒫 (𝐵) = 𝒫 (𝐵|𝐴) · 𝒫 (𝐴) , (6.1)

where 𝒫 (𝐴|𝐵) reads as the probability for event 𝐴 given event 𝐵, and 𝒫 (𝐵|𝐴) vice versa.
One of the key concepts in Bayesian statistics is the degree of belief for an event, denoted
as 𝒫 (𝐴) and 𝒫 (𝐵), which is also referred to as subjective probability and represents
knowledge about the events prior to the measurement. As such, this approach offers a
natural means to include additional information obtained by e.g. independent measurements,
which will be further explained in a subsequent section.

The final concept that is needed for the data analysis presented in this thesis is the
representation of the data in the form of histograms. In this approach, events are sorted
into intervals [𝑎, 𝑏) which are referred to as bins. Using more bins, i.e. small intervals,
increases the differential shape information available for the analysis. However, in the
case of limited data samples, this decreases the number of events in each bin that can be
analyzed. This problem is known as the “curse of dimensions” [222, 223] and has to be
circumvented by choosing an appropriate number of bins. The discussion in this chapter is
based on the assumption of a binned representation of a data set.

6.2 Parameter estimation and confidence intervals
The parameter estimation is done using the maximum likelihood method. In this approach,
the content of each bin is independent from the others and the binned likelihood function

ℒ (�⃗�) =
∏︁

𝑖

𝒫 (𝑛𝑖|𝜆𝑖 (�⃗�)) (6.2)

is maximized, where �⃗� denotes the parameters that are to be estimated and 𝑖 enumerate
the bins of the histogram used for the parameter estimation. 𝒫 (𝑛𝑖|𝜆𝑖 (�⃗�)) denotes the
probability to observe 𝑛 data events when expecting 𝜆. In high-energy physics, this
probability follows the Poisson distribution

𝒫 (𝑛𝑖|𝜆𝑖 (�⃗�)) = 𝜆𝑛𝑖
𝑖 (�⃗�)
𝑛𝑖!

exp (−𝜆𝑖 (�⃗�)) , (6.3)

where

𝜆𝑖 (�⃗�) = 𝜆𝑖

(︁
𝜇, 𝜃

)︁
= 𝜇 · 𝑠𝑖

(︁
𝜃
)︁

+ 𝑏𝑖

(︁
𝜃
)︁
. (6.4)

In this equation, the number of expected events 𝜆 in bin 𝑖 is the sum of the number of signal
events 𝑠 and the number of background events 𝑏 as predicted by the model under scrutiny.
The set of parameters �⃗� to estimate is divided into two groups. The parameter 𝜇 scales
the signal contribution in the bins, and is referred to as the parameter of interest (POI).
The set of nuisance parameters 𝜃 adds degrees of freedom to the statistical model to
mitigate differences between the observed data and the expected values that are unrelated
to the model under scrutiny but can arise from systematic effects. The full list of nuisance
parameters used in this thesis is defined in Sec. 8.1. While these parameters are not of
special interest, they are needed for the parameter estimation to avoid a systematic bias.

In order to account for prior knowledge on the systematic effects, the likelihood function
defined in Eq. 6.2 is extended by constraint terms that parameterize the degree of belief
𝜌
(︁
𝜃|𝜃
)︁

where the true values ⃗̃𝜃 of the nuisance parameters should be. Such a frequentist-
Bayesian hybrid methodology can be re-interpreted using Bayes theorem defined in Eq. (6.1)

𝜌
(︁
𝜃|𝜃
)︁
∝ 𝑝

(︁
𝜃|𝜃
)︁
· π (𝜃) , (6.5)
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where π (𝜃) is a uniform distribution and 𝑝
(︁
𝜃|𝜃
)︁

corresponds to an auxiliary measurement
of the nuisance parameters. The distributions used for 𝑝

(︁
𝜃|𝜃
)︁

in the scope of this thesis
are introduced in Sec. 6.4. Using this definition, the likelihood function can be written in a
fully-consistent frequentist approach as

ℒ
(︁
𝜇, 𝜃

)︁
=
∏︁

𝑖

𝒫
(︁
𝑛𝑖|𝜇 · 𝑠𝑖

(︁
𝜃
)︁

+ 𝑏𝑖

(︁
𝜃
)︁)︁
· 𝑝
(︁
𝜃|𝜃
)︁
. (6.6)

Since more degrees of freedom reduce the precision of the parameter estimation, the
profile likelihood method is used throughout this thesis. In this approach, the nuisance
parameters are calculated as a function of 𝜇, thus reducing the set of estimated parameters.
Following the Neyman-Pearson lemma [224], the final test statistic 𝑞𝜇 used for the parameter
estimation is defined as the likelihood ratio

𝑞𝜇 = −2 ln

⎛⎜⎜⎝ℒ
(︂
𝜇,
⃗̂
𝜃𝜇

)︂
ℒ
(︂
�̂�,
⃗̂
𝜃�̂�

)︂
⎞⎟⎟⎠ , (6.7)

where the quantities with a hat denote the parameter values that maximize ℒ, thus
minimizing the test statistic 𝑞𝜇. The covariance matrix 𝑉 and with it the correlations of
the parameters �⃗� can be calculated using the second derivative at the maximum of the
likelihood:

𝑉 −1
𝑖𝑗 = 𝜕ℒ

𝜕𝜈𝑖𝜕𝜈𝑗

⃒⃒⃒⃒
⃒
⃗̂𝜈

. (6.8)

Using Wilks’ theorem [225], it can be shown that 𝑞𝜇 can be used to construct confidence
intervals corresponding to the Gaussian standard deviations in the limit of large samples.
In this case, the test statistic is (hyper-)parabolic and the confidence interval corresponding
to 𝑠 Gaussian standard deviations for one POI can be calculated as the interval fulfilling

𝑞𝜇(𝑠) = 𝑞min
𝜇 + 𝑠2. (6.9)

An example of the test statistic and the construction of the confidence intervals is visualized
in Fig. 6.1. The formalism enables the construction of different test suits to validate the
parameter estimation. An overview of these tests can be found in Ref. [134].

6.3 Hypothesis tests and the calculation of significances
The fully frequentist formulation of the test statistic 𝑞𝜇 offers a powerful test suit to reject
hypotheses 𝐻. In the scope of this thesis, two hypotheses are of special interest. The first
is 𝐻1, which corresponds to the SM prediction for the signal and background processes
introduced in Chap. 4. The base hypothesis 𝐻0 in the scope of this thesis is the SM
prediction for the backgrounds. This ensures an unbiased approach for the test of 𝐻1.

The excess of 𝐻1 over 𝐻0, i.e. the presence of the signal, can be quantified by the p-value
which denotes the probability of observing an excess of events as large or larger than the
observed one given 𝐻0. The formal calculation of this p-value is as follows. First, the
nuisance parameters 𝜃 are estimated using the test statistic 𝑞0 in the absence of the signal,
i.e. for the value 𝜇 = 0. Subsequently, pseudo data is generated around the resulting
best estimates ⃗̂𝜃obs

0 considering the posterior constraints on the nuisances and fluctuations
associated with Poisson-distributed event counts. The resulting distribution of the test
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Figure 6.1: Exemplary visualization of the test statistic for one parameter. Shown
is the test statistic as defined in Eq. (6.7) as a function of the parameter 𝜇.
The best estimate for the parameter is located at the minimum of the test
statistic. The confidence intervals corresponding to one (two) Gaussian standard
deviations are constructed by crossing the test statistic at one (four), which is
visualized by the horizontal and vertical lines.

statistic evaluated on this pseudo data is the probability density function 𝑓

(︂
𝑞0|0, ⃗̂𝜃obs

0

)︂
and reflects the expected fluctuation of the background-only hypothesis 𝐻0. Finally, the
p-value is defined as

𝑝 = 𝒫
(︁
𝑞0 ≥ 𝑞obs

0

)︁
=
∫︁ ∞

𝑞obs
0

𝑓

(︂
𝑞0|0, ⃗̂𝜃obs

0

)︂
d𝑞0, (6.10)

where 𝑞obs
0 corresponds to the minimum value of the test statistic without the signal

contribution observed in the given data.
Due to the generation of the pseudo data, this calculation is computationally expensive.
Using Wilks’ theorem and the resulting asymptotic behavior of the likelihood ratio test
statistic 𝑞0, the p-value can be estimated as [221]

𝑝estimate = 1
2

⎡⎣1− erf

⎛⎝√︃𝑞obs
0
2

⎞⎠⎤⎦ , (6.11)

where “erf” denotes the Gaussian error function. This method of calculation is used within
the scope of this thesis.
The p-value can be converted into a significance 𝑠 in units of Gaussian standard deviations
𝜎 using the convention of a “one-sided Gaussian tail”:

𝑝 =
∫︁ ∞

𝑠

1√
2𝜋

exp
(︃
−𝑥2

2

)︃
d𝑥 = 1

2𝑃𝜒2
1

(︁
𝑠2
)︁
, (6.12)
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where 𝑃𝜒2
1

denotes the survival function of 𝜒2 with one degree of freedom. There are two
thresholds of importance for the significance in the context of high-energy physics. If the
excess of 𝐻1 over 𝐻0 exceeds 3𝜎, there is evidence for 𝐻1. If the significance exceeds 5𝜎,
the background-only hypothesis 𝐻0 is rejected in favor for the hypothesis including the
signal. If the significance is below the latter threshold, the data is inconclusive and no
hypothesis can be rejected. In this thesis, two types of significance are used. The expected
significance is evaluated with pseudo data corresponding to the 𝐻1 hypothesis, while the
observed significance is evaluated on the data observed at the CMS experiment.

6.4 Treatment of nuisance parameters
Finally, this section briefly introduces the probability density functions used to constrain
the nuisance parameters based on external information such as auxiliary measurements
that are the basis for the parameterization further discussed in Sec. 8.1. Generally, these
parameters are divided into two groups according to their effect on the distributions of
the final observable used for the parameter estimation. The first group changes the overall
yield of the histograms. The prior constraint for these parameters follows the log-normal
distribution

𝑝
(︁
𝜃|𝜃
)︁

= 1√
2𝜋 ln (𝜅)

exp
(︃
−(ln(𝜃/𝜃))2

2(ln (𝜅))2

)︃
1
𝜃
. (6.13)

The standard deviation of this function is characterized by the width parameter 𝜅, which
corresponds to a prior uncertainty 𝜖 with 𝜅 = 1 + 𝜖. For example, a prior uncertainty of
10 % is characterized by a log-normal distribution with width 𝜅 = 1.10. Technically, the
variation for an observable 𝐴 with best estimate 𝐴 and standard deviation 𝜅𝐴 is modified
as 𝐴 = 𝐴 · 𝜅𝜃

𝐴, where 𝜃 follows standard Gaussian distribution

𝑝
(︁
𝜃|𝜃
)︁

= 1√
2𝜋𝜎

exp

⎛⎜⎝−
(︁
𝜃 − 𝜃

)︁2

2𝜎2

⎞⎟⎠ , (6.14)

with central value 𝜃 = 0 and standard deviation 𝜎 = 1. It can be shown that 𝐴 then follows
the log-normal distribution defined in Eq. (6.13).

The second group of parameters modifies both the shape and the yield of the distributions
used for the parameter estimation. While the yield modification is treated with the log-
normal distribution, the shape effect is estimated based on dedicated varied histograms
corresponding to the ±1𝜎 effect of the respective uncertainty source. The parameter values
𝜃 for these uncertainties follow the Gaussian distribution introduced in Eq. (6.14). The
shape effect is interpolated with the spline function

𝛼(𝜃) = 1
2

(︂
(𝛿+ − 𝛿−)𝜃 + 1

8(𝛿+ + 𝛿−)(3 · 𝜃6 − 10 · 𝜃4 + 15 · 𝜃2)
)︂
, (6.15)

where 𝛿± corresponds to the difference between the nominal distribution and the ±1𝜎
variations in each bin, respectively, and |𝜃| < 1. For |𝜃| > 1, a linear extrapolation is used.
These variations correspond to a continuous vertical morphing of the histograms, which is
further described in Refs. [221, 226].
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As research in high-energy physics progresses, it is crucial to expand the area of research in
order to construct new measurements of physics quantities and find indications for physics
beyond the Standard Model. Such tests often require the measurements of processes with a
small production probability. Due to the fact that the background processes are often much
more dominant in such measurements compared to the physics process of interest, powerful
techniques to achieve a good separation of signal and background events are crucial. In
high-energy physics, multivariate analysis (MVA) methods have proven to be effective tools
for this task. In recent years, neural networks have become the state-of-the-art tool in
many aspects of the field.

As will be shown in Sec. 8.2, the ttH(bb) analysis employs neural networks for the separation
of signal and background processes. Therefore, this tool is briefly reviewed in this chapter. In
the course of this thesis, possible applications of different network architectures were studied
in dedicated master theses, specifically the application of Bayesian Neural Networks [227],
Adversarial Neural Networks [228, 229] as well as the direct consideration of systematic
uncertainties in the neural network training [227, 229]. While these architectures showed
great potential for the process discrimination, they did not improve the performance of the
ttH(bb) analysis with respect to the previously-used strategy significantly in their current
form. Therefore, the established architecture based on feed-forward neural networks are
used for the ttH(bb) analysis, which are trained for multi-classification using a supervised-
learning approach. The basic principles for such networks are briefly introduced in this
chapter. A more complete overview of different architectures and techniques can be found
in Ref. [230–232].

7.1 Feed-Forward neural networks
An Artificial Neural Network (ANN) is based on the perceptron as defined in Ref. [233].
The perceptron is modeled after the neural nodes in the human brain that receive inputs
𝑥𝑖 and yield an output 𝑜 if a certain threshold is met. This output value can be used to
make a decision based on the given set of input features, such that 𝑜 > 0 could relate to
the decision 𝐴 and 𝑜 ≤ 0 to decision 𝐵. Using a non-linear function 𝑓 for the output value
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hidden layer output layerinput features

Figure 7.1: Schematic depiction of the ANN structure. The input features 𝑥𝑖 are
multiplied with the corresponding weight 𝑤𝑖𝑗 and propagated to the neuron
𝑗. The output 𝑜𝑗 is further propagated in the ANN. Figure adapted from
Ref. [234].

enables the construction of decision boundaries for many problems. The output value 𝑜
can then be written as

𝑜 = 𝑓

(︃∑︁
𝑖

𝑥𝑖 · 𝑤𝑖

)︃
, (7.1)

where 𝑤𝑖 denotes a trainable weight for the corresponding input feature, which are further
discussed in Sec. 7.2.

The ANN uses the perceptron, or “neurons” in the following, as building blocks for structures
with more complexity. A schematic example of this structure is shown in Fig. 7.1. The
neurons are arranged in layers that propagate the outputs 𝑜𝑗 of the individual neurons to
the next layer in the ANN structure. Consequently, Eq. (7.1) is extended for node 𝑗 in
layer 𝑙 to

𝑜𝑙
𝑗 = 𝑓

(︃∑︁
𝑚

𝑜𝑙−1
𝑚 𝑤𝑙

𝑗𝑚

)︃
= 𝑓

⎛⎝∑︁
𝑚

𝑓

(︃∑︁
𝑖

𝑥𝑖𝑤𝑖𝑚

)︃𝑙−1

𝑤𝑙
𝑗𝑚

⎞⎠ . (7.2)

The final layer is commonly referred to as “output layer”, while the intermediate layers are
the “hidden layers”. The number of layers and their neurons are hyper parameters and
are a design choice depending on the task of the ANN. In this thesis, multi-classification
ANNs are used, which have one node for each considered class 𝑘 in the output layer. The
values in the output layer for the output node 𝑘 are referred to as 𝑦𝑘 in the following. The
ANN yields a value for each of these classes for each point in the data set. The values 𝑦𝑘

are normalized using the softmax activation function [235]

𝑦𝑘 = 𝑒𝑧𝑘∑︀
𝑗 𝑒

𝑧𝑗
, (7.3)

where 𝑧𝑘 denote the ANN output values prior to the normalization. Consequently, the
sum of the output values 𝑦𝑘 is one and these values can be interpreted as probabilistic
quantities.
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The goal of the ANN is to perform a decision that was previously learned based on the
input feature spaces defined by the features 𝑥𝑖. The learning process, commonly referred
to as “training”, is briefly discussed in the following section.

7.2 ANN training
The ANN is trained by deriving the weight matrices 𝑤𝑙 in an iterative fitting procedure
using a data set that is representative for the underlying problem. The training can be
performed with different strategies. In this thesis, a supervised-learning approach [236] is
used, which requires the user to assign labels 𝑦truth

𝑘 to each point in the training data set.
For a given class 𝑘, this label is either true or false, i.e. one or zero. The difference of the
final output 𝑦𝑘 of the ANN to the predefined label is parameterized in the loss function
L. In the scope of this thesis, the categorical cross entropy is chosen as the loss function,
which considers the difference of all training classes simultaneously:

L = −
∑︁

𝑘

𝑦truth
𝑘 · log (𝑦𝑘) + (1− 𝑦truth

𝑘 ) · log (1− 𝑦𝑘) . (7.4)

This function is especially suited for classification tasks considering multiple classes [236–
238]. The goal of the training is to adjust the weight matrices 𝑤 such that the output
of the ANN is as similar as possible to the true output classes 𝑦truth. Consequently, the
training is a minimization task of the function L.

In the scope of this thesis, the minimization is performed using the AdaGrad algorithm [239,
240], which is derived from the GradientDescent method. The weights in each layer are
updated according to the partial derivative of L:

𝑤𝑙
𝑖𝑗 ← 𝑤𝑙

𝑖𝑗 − 𝛿 ·
𝜕L
𝜕𝑤𝑙

𝑖𝑗

. (7.5)

The hyper parameter 𝛿 is commonly referred to as the “learning rate” and controls the
contribution of the derivative to the update of the respective weights in each iteration of
the training. The derivatives are derived using the BackPropagation method described
in Ref. [241], which is widely used in machine learning applications due to its high efficiency.
More information about the training of ANNs can be found in Refs. [231, 232].

A commonly used metric to show the separation power of ANNs is the Receiver Operating
Characteristic (ROC). Figure 7.2 illustrates an example of this metric. The ROC is the rate
of correctly identified events as a function of the fraction of events that are attributed to
the incorrect class. In high-energy physics, this translates to the rate of correctly identified
signal events as a function of the incorrectly classified background processes. Additionally,
the area under the ROC (ROC-AUC) is used to quantify the separation power. Ideally,
all events are correctly classified by the ANN, i.e. the true positive rate is one and the
false positive rate is zero. In this case, the ROC-AUC is equal to one. If the ANN cannot
perform the classification task, the probability to select true signal events and background
events is the same. Consequently, the ROC is a linear function and the ROC-AUC is 0.5.
Therefore, the expected range of the ROC-AUC is 0.5–1.

Another metric used in this thesis is the confusion matrix. An example of this metric is
shown in Fig. 7.3. For a perfect discrimination between the classes, the diagonal entries of
the matrix are one and all other elements are zero. Confusion matrices are useful to gauge
the classification efficiency and the misidentification probability for each individual class
and are widely used within the field of machine learning.
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Figure 7.2: Exemplary Receiver-Operating-Characteristic Curve. Shown is the
ROC metric (orange) for an exemplary ANN setup. For comparison, the metric
is shown for an ANN that cannot separate between the classes (dashed line).
Figure taken from Ref. [242].
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Figure 7.3: Exemplary confusion matrix for ANN classification. Shown is the
confusion matrix for an exemplary ANN classification with two classes “A” and
“B”. The values are normalized to one in each row of the matrix, respectively.
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Figure 7.4: Example for the loss function. Shown is the loss function during the
training of an exemplary ANN. The loss function is evaluated for the training
data set (red) and the validation data set (blue). Additionally, the plot indicates
a possible time for early stopping (dashed line).

As already discussed, the goal of the ANN training is to learn the underlying characteristics
of a given system from data. A common problem within machine learning is the “over-
training” effect, where the ANN is not only learning the desired features of the whole
system but also learns characteristics specific to the given data set. Since these special
characteristics are subject to statistical fluctuations and are in general not representative
of the whole system, over-training has to be avoided. The following section briefly reviews
the methods used within the scope of this thesis to avoid this problem.

7.3 Methods to avoid over-training
First, the available data is divided into three statistically-independent data sets commonly
referred to as training, validation and testing data sets. The first two sets are used within
the training, while the latter is used for the final evaluation of the ANN. This treatment
ensures that no artificially-augmented separation enters the final discrimination of the
ANN, which can arise when data used for the training is evaluated with an over-trained
network.

Furthermore, the validation data set can be used as a cross check during the training. An
example of such a cross check is shown in Fig. 7.4, which displays the loss function in
the different epochs of the training. The loss function falls continuously when evaluated
on the training data set, which indicates a successful minimization of the function in the
course of the training. However, the loss function increases for the statistically-independent
validation data set. This indicates over-training of the ANN, i.e. the network starts to
learn specific characteristics of the training data set that are not valid when evaluating
the validation data set. In order to avoid this effect, the method of early-stopping [243] is
used in this thesis. If the loss function in the two data sets diverges beyond a threshold at
a given point during the training, the current state of the ANN is saved. The training is
aborted and the saved ANN is used if the difference does not decrease after a given period
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of time during the training. Consequently, the training is terminated before the network
starts to learn specific characteristics of one data set, which is expected to yield the best
description of the general properties of the data sets. The threshold as well as the period
of time before the early termination of the training are hyper parameters of the network
architecture.

Additionally, the dropout method [244] is used. In this scheme, neurons in the different layers
are deactivated at random, which reduces the importance of single neurons. Furthermore,
the L2-regularization method [245] is applied, where the loss function is extended to penalize
large weights during the training. Both methods are well-established within different fields
of machine learning and have been shown to reduce over-training effects.

Finally, the distributions of the predicted values for the different classes are compared
between the training and the test data sets. If the shapes of these distributions are not
compatible within the statistical precision of the data sets, the ANN is not considered in
this analysis.
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8 ttH(bb) analysis in the semileptonic
channel

After the review of the foundations of this thesis, the ttH(bb) analysis in the semileptonic
channel is presented in this chapter. First, the statistical model used for the signal inference
is discussed. Subsequently, the analysis strategy and the construction of the final observables
used in the measurement are presented. Finally, the results of the inference are discussed.

8.1 Statistical model
As mentioned in Sec. 6, the parameters with respect to which the test statistic is minimized
are the parameter of interest (POI) and the set of nuisance parameters (NPs) 𝜃 . The POI
in this analysis is the signal-strength modifier 𝜇ttH. It is defined as the fraction of the
observed cross section relative to the value predicted by the Standard Model (SM):

𝜇ttH =
𝜎obs

ttH
𝜎SM

ttH
. (8.1)

This parameter scales the number of signal events in each bin of the discriminants entering
the final measurement.

The nuisance parameters are used to represent the systematic uncertainties in the mea-
surement. These parameters can impact both signal and background processes and are
correlated where appropriate. The following section briefly summarizes the sources of
the uncertainties relevant to the ttH(bb) measurement as well as their parameterization.
Further information is provided in Ref. [137].

As introduced in Sec. 6.4, the nuisance parameters are divided into two groups, which are
briefly re-introduced here for convenience. Uncertainties that only affect the total yield of
processes are called “rate uncertainties”. The yield modification introduced by the variation
of these parameters follow a log-normal prior probability density function.

Uncertainties that affect both the yield and the shape of the discriminant distributions are
referred to as “shape uncertainties”. The variations of the yield are internally treated as rate
uncertainties. The shape variation is implemented as an interpolation between distributions
corresponding to a ±1 standard deviation (std. dev.) variation of the corresponding
uncertainty source, which is discussed in Sec. 6.4.
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68 8 ttH(bb) analysis in the semileptonic channel

More information on the modeling of the parameters can be found in Ref. [221]. Table 8.1
gives a summary of the uncertainties used in this analysis, which are discussed in more
detail in the following.

Inclusive cross sections: The expected values for the inclusive signal and background
cross sections are derived from theoretical predictions of at least NLO accuracy.
Uncertainties affecting these normalizations are split into two components due to
the choice of 𝛼s. The first component models the effect of this choice on the QCD
perturbation theory in the matrix-element calculation (renormalization/factorization
scales). The second component is due to this effect in the PDF set used in the
calculation of the cross sections (PDF+𝛼s). These uncertainties are taken into
account as rate uncertainties in the final fit. If the sources of these uncertainties are
common to multiple processes, they are treated as correlated between the processes.
Since the same cross section calculations are used for the simulated samples of the
respective processes in the three years of data taking, the uncertainties are treated
as correlated between the years.

The specific values for these uncertainties are listed in Tables C.2 and C.3.

Collinear gluon splitting: As mentioned in Sec. 2.3, the calculation of additional gluon
splitting effects is complicated and they are not well modeled. Therefore, a rate
uncertainty on the tt + 2b process, which is expected to be especially sensitive to
these effects, is constructed to cover uncertainties arising from this issue. It is
implemented as a shape uncertainty that assigns a 50 % prior uncertainty to the
cross section of tt + bb events arising from the tt + 2b process. The challenges in
the calculation of these additional splitting effects affect the simulations for the
respective years of data taking similarly. Therefore, this uncertainty is treated as
fully correlated between the years.

𝜇R, 𝜇F scales: Uncertainties due to the choice of the renormalization scale 𝜇R and the
factorization scale 𝜇F in the matrix-element generators are modeled by varying the
scales independently by factors of 0.5 or 2, respectively. The effects are propagated
to the final discriminant distribution in the fit following the recommendations of
the experts within the CMS collaboration [246]. Only effects on the shapes of the
discriminant distributions are covered by these parameters since the normalization
uncertainties of the matrix-element generator are covered by the (N)NLO cross
section uncertainties (Table C.3). Additionally, changes due to the 𝜇R/𝜇F variations
in the relative fraction of tt + bb events in the inclusive tt phase space are considered
with the same merging scheme introduced in Sec. 4.2.1.

The scale-variation uncertainties are implemented as shape uncertainties and are
treated as uncorrelated among the ttH, tHq, tHW, tt + bb (4FS sample) and other
tt (5FS sample) processes. The choice of scales is the same for the three years of
data taking in the simulated samples for the corresponding processes. Therefore,
these uncertainties are correlated across all years.

PDF shape: The shape variation of the final discriminant distributions due to the uncer-
tainty on the PDF set is estimated by reweighting all distributions according to the
variations provided with the NNPDF3.0 sets.

The uncertainty is estimated by propagating the effects of the reweighting procedure
to the final observables. The final uncertainty is constructed as the RMS or as
the quadratic sum of the residuals in each bin of the discriminant distribution, as
appropriate for the exact PDF set used for the individual samples. The details of the
construction are described in Ref. [247]. Since the overall normalization uncertainties
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Table 8.1: Systematic uncertainties considered in the ttH(bb) analysis. “Type”
refers to rate (R) or shape (S) uncertainties. “Correlation” indicates whether
the uncertainty is treated as correlated, partially correlated (as detailed in the
text), or uncorrelated across the years 2016–18.

Source Type Correlation Remarks

Renorm./fact. scales R correlated Scale uncertainty of (N)NLO prediction, in-
dependent for ttH, tHq, tHW, tt, t, V, VV

PDF+𝛼s (gg) R correlated PDF uncertainty for gg initiated processes,
independent for ttH, tHq, tHW, tt + jets and
others

PDF+𝛼s (qq̄) R correlated PDF uncertainty of qq̄ initiated processes
(tt + W,W,Z) except tHq

PDF+𝛼s (qg) R correlated PDF uncertainty of qg initiated processes
(single t) except tHW

Collinear gluon splitting S correlated Additional 50% rate uncertainty on tt + 2b
𝜇R scale S correlated Renormalisation scale uncertainty of the ME

generator, independent for ttH, tHq, tHW,
tt + bb (4FS sample), other tt (5FS sample)

𝜇F scale S correlated Factorisation scale uncertainty of the ME
generator, independent for ttH, tHq, tHW,
tt + bb (4FS sample), other tt (5FS sample)

PDF shape S correlated From NNPDF variations, independent for
tt + bb (4FS sample), tHq, tHW and
ttH/other tt (5FS sample)

PS scale ISR S correlated Initial state radiation uncertainty of the PS
(Pythia 8.2), independent for ttH, tt + bb
(4FS sample), other tt (5FS sample)

PS scale FSR S correlated Final state radiation uncertainty of the PS
(Pythia 8.2), independent for ttH, tt + bb
(4FS sample), other tt (5FS sample)

ME-PS matching (tt) R correlated NLO ME to PS matching (for tt + jets
events), independent for additional jet
flavours

Underlying event (tt) R correlated Underlying event (for all tt + jets events)

Integrated luminosity R partially Signal and all backgrounds
Lepton ID/Iso S uncorrelated Signal and all backgrounds
Trigger efficiency S uncorrelated Signal and all backgrounds
L1 prefiring correction S uncorrelated Signal and all backgrounds
Pileup S correlated Signal and all backgrounds
Jet energy scale (eleven sources) S partially Signal, tt + jets and single t
Jet energy resolution S uncorrelated Signal, tt + jets and single t
b-tag HF/LF fraction S partially Signal and all backgrounds
b-tag HF/LF stat (linear) S uncorrelated Signal and all backgrounds
b-tag HF/LF stat (quadratic) S uncorrelated Signal and all backgrounds
b-tag charm (linear) S partially Signal and all backgrounds
b-tag charm (quadratic) S partially Signal and all backgrounds

Size of the simulated samples S uncorrelated Statistical uncertainty of signal and back-
ground prediction due to limited sample size
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of the PDF are covered by the (N)NLO cross section uncertainties (Table C.3), only
the shape and acceptance variations are considered here.

The PDF uncertainties are implemented as shape uncertainties that are corre-
lated according to the used set and the corresponding flavor scheme as intro-
duced in Sec. 2.3. Therefore, this source of uncertainty is treated as uncor-
related between the tt + bb (4FS sample) on the one hand and the ttH and
other tt (5FS samples) processes on the other hand. The variations are taken
from the respective PDF sets NNPDF31_nnlo_as_0118_nf_4 (4FS sample) and
NNPDF31_nnlo_hessian_pdfas (5FS samples). Additionally, there are PDF un-
certainties for tHq and tHW, separately, which are derived from the quadratic sum
of all residuals. The individual PDF uncertainties are correlated across all years since
the same set is used for the simulation of the respective processes in all considered
years of data taking.

Parton shower scales ISR/FSR: In order to evaluate the impact of the choice of 𝛼s in the
parton shower (PS) simulation, the corresponding scale parameters in the shower
simulation are varied by factors of 0.5 and 2, as described in Ref. [246]. This is
done independently for the initial-state radiation (ISR) and final-state radiation
(FSR) showers. Only the effects on the overall shapes of the final observables are
considered with these uncertainties since the normalization uncertainties of the
matrix-element generator are covered by the (N)NLO cross section uncertainties
(Table C.2). Similarly to the 𝜇R and 𝜇F scale uncertainties, changes in the relative
fraction of tt + bb events to the inclusive tt phase space are considered based on the
composition of events in the tt (5FS) samples using the merging scheme explained
in Sec. 4.2.1.

The ISR and FSR uncertainties are treated as uncorrelated among the ttH, tt + bb
(4FS sample) and other tt (5FS sample) processes to account for the separate
generation of the corresponding samples. They are correlated across all years since
the parton shower for the corresponding simulations is the same.

ME-PS matching: The uncertainty of the matching between the matrix element generator
Powheg and the parton shower Pythia 8.2 is estimated by using the dedicated
samples listed in Tab. 5.4. To generate these simulations, the matching parameter
ME-PS matching is varied following the methodology presented in Ref. [248]. The
values used for the simulations correspond to the uncertainties in the tuning of the
ME-PS matching energy scale, which is described in Refs. [156, 157].

Ideally, the ME-PS matching uncertainties would be considered as shape uncertain-
ties by constructing the distributions of the final discriminant from the corresponding
dedicated simulations. However, as indicated in Tab. 5.4, only a limited number
of events is available for the corresponding tt + bb (4FS) and tt (5FS) samples.
As a consequence, the distributions of observables derived from these samples are
subject to large statistical fluctuations. The variations between these distributions
and the nominal predictions are statistically compatible with a pure rate variation.
Therefore, the average variation across the years is estimated per tt + jets process
and per analysis category, which are introduced in Sec. 8.2. This results in a rate
change of typically 3–10 % with rare outliers of up to 20 %, which is comparable to
the size of the statistical fluctuations. Finally, these variations are implemented as
rate uncertainties in the final statistical model.

The uncertainties are treated uncorrelated among the different tt + jets background
processes (tt + bb, tt + cc, tt + lf) and correlated per process between the analysis
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categories and channels. Since the variations of these parameters are derived as the
average across the years, each of these uncertainties is fully correlated across the
years.

Underlying event: The effect on the production cross section of the tt + jets processes due
to uncertainties in the underlying event tune are estimated using dedicated samples
listed in Tab. 5.4. As stated before, the settings for these samples correspond to the
uncertainties in the derivation of the tune described in Refs. [156, 157]. The relative
effect of the underlying event tune is derived from the tt + bb (5FS) prediction and
applied to the nominal 4FS prediction.

Similar to the ME-PS matching uncertainties, the effect of the underlying event
tune precision would ideally be considered as shape uncertainties in the statistical
model. However, the same issues arise in the processing of these samples as discussed
in the previous paragraph. Therefore, the same procedure as described above for
the ME-PS matching scale uncertainties is used to mitigate the effects of statistical
fluctuations caused by the limited number of events in the dedicated samples.

The final rate uncertainties are treated as fully correlated among the different
tt + jets background processes across all categories and channels since the underlying
event tune should be independent of the arising final state. The variations of these
parameters are averaged across all years of data taking and are therefore treated as
fully correlated across the years.

Luminosity: The measurement of the instantaneous and integrated luminosity is performed
by a dedicated group within the CMS collaboration and is essential to correctly
normalize the simulated samples for the final comparison to the observed data set.
The uncertainty in this measurement is considered following the recommendation
of the CMS group [249] and is listed in Table C.4. This affects the rates of all
processes. The uncertainties are partially correlated across the years, following the
recommendation.

Lepton scale factors (tracking, reconstruction, ID, isolation): As discussed in Sec. 5.2,
𝑝T- and 𝜂-dependent lepton scale factors are used to improve the compatibility for
the tracking (only electrons), reconstruction, ID, and isolation efficiencies of the
simulated samples and the observed data set. The uncertainties in the derivation
of these scale factors are considered following the recommendation provided by the
CMS groups responsible to the reconstruction of muons [190–192] and electrons [195].

The impact of the lepton scale factor uncertainties on the final result is negligible.
Therefore, the uncertainties are propagated to the final discriminant distributions as
a total shape uncertainty which corresponds to the quadratic sum of the statistical
and systematic components of all sources, separately, for electrons and muons. The
scale factors are derived for each year individually and are therefore decorrelated
across the years.

Trigger efficiency: The uncertainties in the derivation of the trigger scale factors intro-
duced in Sec. 5.2 are also considered in the statistical model. Their impact on the
final discriminants is estimated by varying the trigger scale factors within their
uncertainties. More details about the trigger efficiencies can be found in Ref. [137].
Similar to the lepton scale factors, the trigger scale factors are derived for each year
individually. Consequently, these uncertainties are treated as uncorrelated across
the years.

L1 prefiring correction: As mentioned in Chap. 5.2, the effects due to the L1 prefiring
issue introduced in Sec. 3.3.4 are corrected by applying dedicated scale factors to
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the simulated events. The uncertainties on this correction are taken into account by
varying the corresponding scale factor within its uncertainties, which is described in
Ref. [124]. The L1 prefiring correction is decorrelated between the 2016 and 2017
data sets and does not exist for 2018.

Pileup: As discussed in Sec. 5.2, the distribution of the number of pileup events in
the simulated samples is reweighted to improve the agreement with the observed
distribution. Effects due to the uncertainty of this method are evaluated by varying
the cross section used to predict the number of pileup interactions in the simulation
within its uncertainty of 4.6 % [111]. The changes in the weight factors are propagated
to the final discriminant distributions and treated as shape parameters capable of
both rate and shape variation in the final fit. The uncertainty is treated as fully
correlated among all processes and years since the underlying procedure and its
inputs is the same.

Jet Energy Scale (JES): As discussed in Sec. 5.2, the JES is corrected to exploit the
latest calibrations of the detector. Each part of the correction procedure is subject
to sources of uncertainty. Following the recommendation by the physics analysis
group at CMS dedicated to Higgs-boson measurements, there is a total of eleven JES
sources considered in this analysis. The uncertainties due to the JES are evaluated
by shifting the jet energy scale applied to the reconstructed jets up and down by
one std. dev., which are provided centrally by the corresponding group within the
CMS collaboration [250]. The events are then re-analyzed to determine varied final
discriminant distributions. They are considered as shape uncertainties in the final fit.
The correlation of these sources across the different years follows the recommendation
by the experts.

In addition, a dedicated uncertainty source is applied simulated samples correspond-
ing to 2018 to cover the effects of the HEM issue described in Sec. 3.3.4, which have
a minor impact in this analysis. Following the recommendation by the group of
experts in the CMS collaboration, a dedicated jet energy variation

• of 20 % for jets with −1.57 < 𝜑 < −0.87 and −2.50 < 𝜂 < −1.30, and

• of 35 % for jets with −1.57 < 𝜑 < −0.87 and −3.00 < 𝜂 < −2.50

is applied to the simulated events. Details can be found in Refs. [125, 126].

Large statistical uncertainties in the resulting varied distributions of the final dis-
criminant can cover possible shape variations. Additionally, such fluctuations are
known to artificially constrain the corresponding parameters in the parameter esti-
mation, which is discussed in previous measurements in the ttH(bb) channel at the
CMS experiment presented in Refs. [21, 133]. Therefore, these uncertainties are not
applied for processes with small contributions in the analysis phase space. It has
been shown that this modification does not impact the sensitivity and constraints of
the signal-strength modifier and the corresponding nuisance parameters as outlined
later in this section.

Jet Energy Resolution (JER): The systematic uncertainty due to the JER described in
Sec. 5.2 is evaluated by increasing/decreasing the difference between the reconstructed
and particle-level jet energy according to the prescription by the experts within the
CMS collaboration, which can be found in Ref. [201]. The events are then re-analyzed
to determine varied final discriminant distributions. This source is considered as a
shape uncertainty in the final fit which is fully decorrelated across the years following
the recommendation by the experts.
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Similarly to the JES uncertainties, the magnitude of the statistical uncertainty in
the JER sources can be large depending on the considered process. Therefore, the
treatment for this set of uncertainties is the same as previously described for the
JES uncertainties and later in this section.

b-tag scale factors: The procedure to derive the scale factors (SFs) for the b-tag score
described in Sec. 5.2 is subject to three sources of systematic uncertainty on both
the heavy flavor (HF) and light flavor (LF) scale factors:

Jet Energy Corrections (JEC): The b-tag uncertainty associated with the different
JEC sources is evaluated at the same time as the corresponding source of JEC
uncertainty (JES or JER). When the kinematics of the jets are shifted up
or down by one std. dev. according to the JEC, the b-tag SF values are also
shifted accordingly.

purity (HF/LF fraction): The uncertainties on the purity of the control samples
used to derive the scale factors are modeled by a separate nuisance parameter
for LF and HF jets. Shifting this parameter to ±1 std. dev. corresponds to a
change of the HF (LF) SF as caused by a higher or lower contamination by
LF (HF) jets in the control sample. Due to the iterative nature of the scale
factor calculation, this also has a small effect on the LF (HF) SFs.

HF/LF statistics: The impact of statistical uncertainties associated with the size of
the samples used to derive the SFs are controlled by means of four nuisance
parameters, two for HF and two for LF jets. These parameters correspond to
the degrees of freedom in the interpolation of the SFs described in Sec. 5.2.
The statistical uncertainties are treated as decorrelated between the years
since they originate from the size of independent control samples.

It is not possible to perform the same procedure for charm jets due to the difficulties
in constructing an adequate control region. Therefore, the linear and quadratic
components of the uncertainties from the heavy flavour SFs are added in quadrature
to the purity component, respectively. These values are doubled in size and used
to construct two separate nuisance parameters to control these uncertainties. The
uncertainties associated with charm jets are treated independently with respect to
all the uncertainties for the HF and LF SFs. The purity uncertainties as well as the
uncertainties for the charm quark jets are decorrelated between 2016 and the other
years of data taking to account for the upgrade of the pixel subsystem in the CMS
detector in 2017 mentioned in Sec. 3.2.2.

Size of the simulated samples: The limited size of the simulated samples results in sta-
tistical fluctuations of the nominal prediction. This is taken into account via the
Barlow-Beeston-lite method [251]. Technically, the implementation is provided with
the centrally-provided fitting tool within the CMS collaboration, which is described
in more detail in Ref. [252]. For bins with more than ten effective entries, a single
Gaussian-constrained nuisance parameter is introduced in each bin that scales the
total yield; for bins with fewer entries, a separate Poisson pdf is used for each process.
Furthermore, following the recommendations of the tool’s authors, the contributions
of the signal distributions are not taken into account when evaluating whether to
use a single Gaussian nuisance parameter or a Poisson constrained parameter for
each process. The rate and shape effects are treated independently in the morphing
algorithm introduced in Sec. 6.4 and further described in Refs. [221, 226].

In addition to these sources of uncertainty, the normalizations of the tt + bb and tt + cc
processes are estimated in situ simultaneously with the measurement of the ttH(bb) process.
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This accounts for the challenging calculation of these background processes and enables
the statistical model to mitigate differences between simulation and data. Such differences
are expected due to previous dedicated measurements as presented in Refs [24, 25, 253].

In order to improve the stability of the final statistical model, the following modifications are
applied to the systematic uncertainties. Since the statistical fluctuations of the distributions
for the minor background processes tH, tt + V, V + jets and Diboson are large in the
analysis phase space, the JEC are not considered for these processes. Additionally, each
shape uncertainty is checked for a “real” shape effect on the distributions as defined
in Ref. [252]. If a given uncertainty has no shape effect, it is transformed into a rate
uncertainty. Finally, only rate uncertainties with an effect of at least 0.1 % on a given
process are considered for this process. These checks are performed separately for each of
the analysis categories in the final fit. It has been shown that this procedure stabilizes the
expected results of the analysis without changing the expected sensitivity significantly [254].

As discussed in Chap. 6, the POI and the nuisance parameters constructed from the
individual sources of uncertainty are estimated by minimizing the test statistic for the
parameter estimation defined in Eq. (6.7). In the following section, the observables entering
the final fit are discussed.

8.2 Observables used for the parameter estimation
Choosing the right observable for the parameter estimation is of crucial importance in
order to optimize the sensitivity of the ttH(bb) analysis. This section will motivate the
strategy chosen for this analysis by illustrating the steps with a small example.

8.2.1 Construction of Analysis Regions

Ideally, the observable for a statistical analysis should be able to perfectly distinguish
between signal and background events. Given the H→ bb final state that is the focus of
this analysis, one would expect the reconstructed invariant mass of the two b-tagged jets
emerging from the Higgs boson decay to be a very sensitive observable. For the signal, it
should show a narrow resonance around the mass of the Higgs boson, while it should be a
continuous distribution for the background processes. Therefore, the probability of finding
a jet pair with a mass close to mH should be much higher for signal events.

In reality, this is not the case, as is illustrated by Fig. 8.1. This is due to many factors,
such as the much larger background rate and experimental (in-)efficiency effects in the jet
reconstruction and the b-tagging. As a result, there is no strong separation of signal and
background events in this observable. This of course means that this discriminator is not
suited for a powerful statistical analysis.

The construction of suitable observables was thoroughly studied in the scope of the full
Run-II ttH(bb) analysis [137]. In addition to the selection criteria presented in Sec. 4.3,
the events are separated by their b-tag multiplicities: one region with exactly three b-tags
(≥ 4j, 3t) and another with at least four b-tags (≥ 4j, ≥ 4t). The first category is enriched
in background events, mostly originating from the tt + lf process. The second is enriched
in signal and tt + heavy flavor events. As Fig. 8.2 illustrates, the relative contribution of
signal events increases dramatically in the ≥ 4j, ≥ 4t category. However, this increase in
signal purity comes at the cost of distributing the available events into the two analysis
regions, thus decreasing the statistical precision. This strategy has proven to yield a higher
signal purity while also enabling a good control over the background processes and the
relevant uncertainties.
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Figure 8.1: Reconstructed invariant mass of the two b-tagged jets closest to
125 GeV. The stacked histograms show the distributions of the background
processes. For a better comparison, the expected signal process (cyan line)
is scaled to the total yield of the background processes. The bottom half of
the figure shows the ratio of observed data with respect to the background
prediction. The light gray band indicates the systematic uncertainties, while
the dark gray band illustrates the statistical uncertainties in each bin of the
background prediction. The black dots indicate the observed data.

Nevertheless, even after constructing a dedicated signal region, the reconstructed mass
of two b-jets closest to mH is unable to perform a powerful separation of the signal and
background events. Therefore, while the overall purity increased, each bin still has a
dominant background contribution, thus limiting the sensitivity of a statistical analysis.

Nowadays, it is very common in high-energy physics to harness the power of multivariate
analysis methods to improve the sensitivity of statistical analyses. In this analysis, the
final observables are constructed with Artificial Neural Networks (ANNs), as discussed in
Sec. 7.

8.2.2 Construction with artificial neural networks
For the purpose of discriminating signal-like events from background-like events, multi-
classification ANNs as introduced in Chap. 7 are trained in both analysis regions. The
training is based on the simulated predictions for the relevant physics processes. In order
to increase the number of events available for training, the networks are trained on the
simulations of 2016, 2017 and 2018 simultaneously. This has been shown to improve the
overall stability of the ANN training [255].
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Figure 8.2: Reconstructed invariant mass of the two b-tagged jets closest to
125 GeV in both analysis regions. The events in Fig. 8.1 are sorted into
the two analysis regions. The description of the figure is the same as for Fig. 8.1.
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Figure 8.3: GoF test for the jet multiplicity in the ≥ 4j, ≥ 4t category in 2016
Data. First, the probability density is calculated using 1000 a-posteriori pseudo
experiments (black dots). Afterwards, the test statistic is calculated for the
observed data (blue vertical line). The p-value is the integral of the probability
density starting at the value of the observed data (shaded blue area). For
comparison, the red line indicates the corresponding 𝜒2 test statistic.

The training of the classifiers depends entirely on the simulated samples. Therefore, it is
of crucial importance to ensure good modeling of the observables used for the training in
data. In order to be able to give a quantitative measure of the quality of the description, a
Goodness-of-Fit (GoF) test is performed. In this method, a test statistic is constructed
using the so-called “saturated” model, which is the generalization of the Chi-square test
statistic. More information about the GoF test and the saturated model can be found in
Refs. [252, 256].

First, this test statistic is evaluated in observed data. Additionally, the test statistic is
evaluated in a posteriori pseudo experiments, which yields the probability density for the
test statistic given the statistical model. This strategy allows to quantify the description of
the simulated samples in data by providing a p-value. The p-value is the probability to
observe the value of the test statistic calculated in observed data or a larger value given
the probability density in the statistical model. Consequently, large p-values represent
good agreement between the observed data and the simulated samples, while small values
indicate a poor description of the observed data. The procedure is illustrated for an
exemplary observable in Fig. 8.3. The modeling of observables with a p-value below 5 % is
considered too poor. Therefore, these observables are not considered further in the analysis.
This test is used to validate both one-dimensional distributions and the correlation between
each pair of observables. Only observables passing this GoF test are used to train the
ANNs. The summary of the GoF test for the final set of observables used for training can
be found in Appendix E.1.

The final set of inputs for the ANNs are quantities related to the characteristic physics of
the processes of interest. This includes kinematic variables such as the average transverse
momentum of b-tagged jets, but also more sophisticated observerables like the output of
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Figure 8.4: Schematic depiction of the ANN architecture. Each event is associated
with one of the target classes. They contribute information about the physics
of the processes with information such as the properties listed on the left-hand
side of the illustration. Each event is categorized as one of the target classes
listed on the right-hand side.

the Matrix Element Method (MEM) classifier [257]. Additionally, the output of boosted
decision trees dedicated to the reconstruction of the ttH, tHq, tHW and tt systems are
included in the ANN. The complete list of observables used for the training of the ANNs
can be found in Tab. D.7. These well-described observables are the foundation of the ANN
training.

The target of these multi-classification networks is to assign a given event to a specific
process class. Each of the classes corresponds to physics processes that are of special
interest in the analysis phase space. The classes can be grouped in Higgs-related (ttH, tHq,
tHW) and tt-related classes (ttmb, tt + 2b, tt + cc, tt + lf). Consequently, each network
assigns the respective events to one of these seven categories. Figure 8.4 illustrates the
setup of the ANNs. Events are attributed to the process class with the highest ANN output
𝑦.

The hyperparameters of the architecture of the networks are listed in Tab. D.5. The
parameters are chosen such that the separation power of the different nodes is good while
ensuring that there is no overtraining on the training sample. During the training, the
events of the different samples are weighted such that the relative frequency of the different
classes is equal. This ensures that the network does not simply attribute the events to the
category with the highest occurrence, e.g. tt + lf.

Figure 8.5 shows the metrics of the ANN in the ≥ 4j, 3t region. The loss function indicates
a smooth training and, more importantly, no overtraining on the training sample. The
confusion matrix indicates a good separation for the tHq and tHW processes. This is
expected since the b-tag requirement matches the diagrams for tH production. Furthermore,
the confusion matrix indicates a good categorization for the tt + lf class. This is also by
construction since the relatively low b-tag requirement should filter most of the ttH(bb)-like
events and should thus be less sensitive to signal-like processes. Due to the low b-tag
multiplicity, observables in this analysis region contain information related to especially
tt + lf-like events, which leads to a good separation of this class and the others.
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Figure 8.5: ANN metrics in the ≥ 4j, 3t category. The loss function (left) shows
a smooth decline of the loss for both training and validation sample, thus
indicating no overtraining. The confusion matrix (right) shows large values on
the diagonal axis, indicating a good separation in the different output nodes.
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Figure 8.6: Ranking of the input features in the ≥ 4j, 3t ANN. The 𝑥-axis shows
the mean of the absolute Shapley values of 10 000 events. The different colors
of the bars indicate the dependence of the given category class on the respective
input feature. Large values indicate a high importance.
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Figure 8.7: Shapley values for the tt + lf node in the ≥ 4j, 3t region. The values
are calculated with 10 000 events. The 𝑦-axis shows the input features of the
ANN in the ≥ 4j, 3t region. The 𝑧-axis indicates low values (blue) or high
values (red) of the respective input feature. The 𝑥-axis shows the Shapley
metric. The frequency of a given Shapley value is indicated by the line width
at the corresponding position.

The classes related to tt production in association with heavier objects such as bottom
quarks, charm quarks and the Higgs boson show a high degree of confusion with other classes.
This is expected by construction. As mentioned above, the relatively low b-tag requirement
depletes this analysis region of most of the tt + bb and ttH(bb) events. The classification
of the tt + cc category is especially challenging due to the high mistag probability of charm
quarks. Additionally, the kinematic range of the charm quarks is much closer to the
additional light-flavor jets than to the much heavier b-jets. This leads to a high confusion
of the tt + cc and tt + lf classes.

When using ANNs in a statistical analysis, it is crucial to ensure that the neural network
indeed learns the underlying physics of a process class. Two methods to calculate the
importance of the input features are used in this analysis. On the one hand, a Taylor
expansion of the ANN is performed as proposed in Ref. [258]. In this method, the ranking of
each node is based on the first-order derivatives of each class with respect to the individual
input features. On the other hand, the ranking is performed with the Shapley metric [259].
This method originated in game theory and calculates the importance of an input feature
in the ensemble by calculating the Shapley metric with and without a given observable,
thus gauging the impact on the ANN. Both measures show a very similar ranking of the
input features. In the following, the Shapley values are discussed in more detail.

Figure 8.6 shows the ranking based on Shapley values for the ANN in the ≥ 4j, 3t category.
Overall, the importance of the different observables to the different process classes is
reasonable. For example, the most important input feature for the neural network is the
average b-tag score of the jets, which is most important to the tH, tt + lf and tt + cc
classes. Due to the topology of these processes, they are expected to have no more than
three b-tagged jets and more light-flavor jets which ideally have a small b-tagging score.
Therefore, the average b-tag score in these classes should be smaller than e.g. for the tt + bb
process. Figure 8.7 illustrates the dependency of the Shapley values on the input features
for the tt + lf node. Small values of the average b-tag score lead to high Shapley values,
and vice versa. As was just explained, this matches perfectly with the expectation and the
impact of this observable on the classification of events in the tt + lf node indicated by the
Shapley metric is reasonable. The importance ranking also shows the poor separation of
the ttH and tt + cc classes. There are very few input features with a large impact on these
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Figure 8.8: ANN metrics in the ≥ 4j, ≥ 4t category. The loss function (left) shows
a smooth decline of the loss for both training and validation sample, thus
indicating no overtraining. The confusion matrix (right) shows large values on
the diagonal axis, indicating a good separation in the different output nodes.

classes. This in turn means that none of these variables yield a heightened sensitivity to
these classes, thus resulting in the small categorization efficiency indicated in Fig. 8.5.

Figure 8.8 shows the metrics of the ANN in the ≥ 4j, ≥ 4t region. Like the metrics for
the ANN in the ≥ 4j, 3t category, the loss function indicates a smooth training and no
overtraining on the training sample. The confusion matrix in this region shows excellent
identification efficiency for the tH nodes. This is due to the large differences in the topology
of these processes with respect to the other classes. For a similar reason, the tt + lf class
shows good categorization efficiency. However, much like in the ≥ 4j, 3t region, there is
a high degree of confusion with the tt + cc class, which can be understood following the
arguments in the previous discussion.

The tt + cc class shows a higher selection efficiency with respect to the ANN in the ≥ 4j, 3t
category. This is due to the fact that the mistag probability for c-jets is much higher
than for light-flavor jets, which in turn leads to a higher relative occurrence of tt + cc
events with respect to tt + lf events in the ≥ 4j, ≥ 4t region. This in turn allows for a
better separation between the tt + cc and tt + lf classes. On the other hand, the kinematic
characteristics of the tt + cc process are different to the heavier final states emerging from
the tt + bb and ttH(bb) processes, thus overall improving the tt + cc classification.

Since the ≥ 4j, ≥ 4t is enriched in ttH(bb), the identification efficiency for ttH(bb) is much
larger with respect to the ≥ 4j, 3t. On the other hand, the confusion matrix also shows
a large confusion of the ttH(bb) class with the tt + bb-related classes. As discussed in
Chap. 4, this is expected since the tt + bb process shares many of the kinematic properties
with the signal process, thus making it an irreducible background. Therefore, the ANN
reflects the underlying physics reasonably well.

Figure 8.9 shows the ranking of the input features based on the Shapley values. Much
like in the ≥ 4j, 3t ANN, the ranking indicates that the neural network indeed learns
features of the underlying physics of each category class. For example, the most important
observables for the ttH(bb) class are the output of a dedicated reconstruction BDT for the
ttH system and of the MEM. Both methods are designed specifically for identifying the
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Figure 8.9: Ranking of the input features in the ≥ 4j, ≥ 4t ANN. The 𝑥-axis shows
the mean of the absolute Shapley values of 10 000 events. The different colors
of the bars indicate the dependence of the given category class on the respective
input feature. Large values indicate a high importance.
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Figure 8.10: Shapley values for the ttH node in the ≥ 4j, ≥ 4t region. The values
are calculated with 10 000 events. The 𝑦-axis shows the input features of the
ANN in the ≥ 4j, ≥ 4t region. The 𝑧-axis indicates low values (blue) or high
values (red) of the respective input feature. The 𝑥-axis shows the Shapley
metric. The frequency of a given Shapley value is indicated by the line width
at the corresponding position.
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Figure 8.11: Calculation of the ratio observable in the ≥ 4j, ≥ 4t region. The ANN
is evaluated for each event. If an event is categorized as either ttH or ttmb,
i.e. has the largest output value in either of these classes, the ratio in Eq. 8.2
is calculated. The distribution of these values enter the final fit.

ttH system and, in the case of the MEM, to even distinguish between ttH(bb) and tt + bb
events as much as possible. Therefore, it is reasonable that both features have a high
impact on the identification of ttH(bb) events. This is also illustrated in Fig. 8.10. Large
values of these observables lead to high values in the ttH category and vice versa. Most of
the other observables describe information about b-tagged jets and their properties, such
as transverse momentum, mass or b-tag score. Given the final states of the processes of
interest, this ranking of the observables demonstrates an excellent representation of the
underlying physics.

As shown in Fig. 8.8, the confusion between the ttH and the tt + bb-related classes is high.
In order to yield a more powerful separation of these classes, the construction of likelihood
ratios based on the ANN outputs in these classes was investigated. The figures of merit
were the signal purity in each bin of the observable, the resulting sensitivity in the final fit,
the impact of the systematic uncertainties on the signal-strength modifier, the constraints
of the parameter estimation as well as bias tests with pseudo experiments using different
tt + bb hypotheses. The studies are summarized in Ref. [260].

In the end, the following ratio of ANN output values 𝑦 proved to yield the most stable and
most powerful results:

Ratio = 𝑦(ttH)
𝑦(ttH) + 𝑦(ttmb) + 𝑦(tt + 2b) . (8.2)

This ratio observable is constructed for events that are classified as either ttH or ttmb
in the signal-enriched ≥ 4j, ≥ 4t region. The workflow for the calculation is illustrated
in Fig. 8.11. The tests to validate the ratio observable are summarized in App. G. The
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main benefit of this ratio is the higher signal purity in each bin of the final distribution.
This allows for a smaller number of bins in the final fit with higher statistics, which in
turn stabilizes the shapes used to construct the previously-discussed shape uncertainties
that would otherwise suffer from larger statistical fluctuations. Overall, this improves the
sensitivity of the semileptonic analysis by approximately 30 % and makes the parameter
estimation more robust.

In the end, 13 event categories enter the final fit. In the ≥ 4j, 3t region, the distributions of
the seven output nodes of the ANN enter. In the ≥ 4j, ≥ 4t, the distributions of the tt + lf,
tt + cc, tHq, tHW and tt + 2b nodes as well as the distribution of the ratio observable
enter. The binning of these distributions has been chosen such that each bin has at least 15
background events and the relative statistical uncertainty of each bin is below 10 %, which
allows for meaningful statistical analysis. The following section will discuss the results of
the analysis.

8.3 Results
After discussing the strategy for the semileptonic (SL) channel in the previous sections,
the parameter estimation is presented. In order to ensure good scientific practice, analyses
using data provided by the CMS collaboration perform the parameter estimation with
observed data in the following steps. First, the agreement of the simulated samples and the
observed data is quantified. Subsequently, the pulls and constraints of the most important
nuisance parameters are analyzed. Finally, the results of the parameter estimation of the
signal-strength modifier are reviewed. At the time of writing this thesis, the SL analysis
is undergoing the final step in this workflow. Consequently, the final value of the signal
strength modifier 𝜇ttH is not known yet.

The discussion in this section reflects this situation. First, the aforementioned agreement
between simulation and observed data is reviewed before the nuisance parameter estimation
in the fit to observed data is discussed. Since the final value of the signal strength modifier
is not known yet, the final part of this section discusses the preliminary expected sensitivity
of ttH(bb) analysis in the SL channel, which is obtained using pseudo data corresponding to
the SM expectation for the signal and background processes. Unless stated otherwise, the
discussion is based on the combined SL statistical model, i.e. the simultaneous parameter
estimation in the ≥ 4j, 3t and ≥ 4j, ≥ 4t regions.

8.3.1 Distributions and Goodness-of-Fit test

As mentioned at the end of the previous section, a total of 13 categories enter the final
fit in the SL channel. The corresponding pre-fit and post-fit yields and distributions can
be found in App. H.1. The binning of the corresponding distributions has been carefully
optimized. Several of these categories have only one bin and thus only contribute the
information of the process yields to the parameter estimation. Specifically, this is the
case for the tt + lf, tt + cc and tt + 2b categories in both analysis regions, as well as the
ttH and ttmb in the ≥ 4j, 3t region. The distributions of all other categories employ
the binning scheme as explained at the end of Sec. 8.2, which provide more differential
information in the parameter estimation. This strategy provides the fit with a reasonable
amount of flexibility to mitigate differences between simulation and observed data, while
still providing sufficient sensitivity.

The inputs in the SL analysis with the highest sensitivity to the ttH(bb) signal are the
distributions of the ratio observable in the ≥ 4j, ≥ 4t region, which is shown in Fig. 8.12.
The average signal-to-background ratio S/B in this category is approximately 1:15. This
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Figure 8.12: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category ttH +
ttbb/b ratio observable category. Shown are the pre-fit (left) and post-
fit (right) distributions for 2016 (top), 2017 (middle), and 2018 (bottom).
The black points represent the observed data. The stacked distributions
correspond to the simulations for the respective processes. The uncertainty
band corresponds to the uncertainties in the full Run-II SL combination.
For better visibility, the signal template is scaled to the total background
contribution in the pre-fit figures (cyan line).
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Table 8.2: Goodness-of-Fit Test for the Final SL Statistical Model. Each block
corresponds to the statistical model for either the ≥ 4j, 3t region, the ≥ 4j, ≥ 4t
region or the combination of the both. The values are sorted by decreasing
p-values in each block, respectively.

Combination p value
≥ 4j, ≥ 4t (2016) 0.95
Combined (2016) 0.91
≥ 4j, 3t (2016) 0.66
≥ 4j, 3t (2017) 0.99
Combined (2017) 0.95
≥ 4j, ≥ 4t (2017) 0.87
≥ 4j, 3t (2018) 1.00
Combined (2018) 0.98
≥ 4j, ≥ 4t (2018) 0.92
≥ 4j, ≥ 4t (full Run-II) 0.99
Combined (full Run-II) 0.88
≥ 4j, 3t (full Run-II) 0.67

represents a significant improvement in the purity with respect to the whole ≥ 4j, ≥ 4t phase
space mentioned in Sec.8.2, where this ratio is 1:31. Moreover, the shape discrimination
between the signal and the background processes is much more pronounced. Both factors
illustrate the effectiveness of the neural-network-based classification. Furthermore, the size
of the uncertainty bands is reduced in the post-fit distributions, indicating that the fit is
sensitive enough to constrain some of the available degrees of freedom. The behavior of the
nuisance parameters is analyzed more thoroughly in the subsequent section. Overall, the
simulated predictions for the various processes agree well with the observed data points
within the uncertainties.

To further validate the description of the observed data in the scope of the statistical model,
Goodness-of-Fit (GoF) tests in the separate analysis regions and their combination are
performed as described in Sec. 8.2. The results are summarized in Tab. 8.2. All p-values
are found to be well above the 5 % threshold, demonstrating the excellent quality of the
description of the observed data in the scope of the statistical model.

8.3.2 Nuisance pulls and impacts

To further understand the behavior of the statistical model, the impacts of the individual
parameters on the value of the signal-strength inference is calculated. To calculate the
impact of a given nuisance parameter, the parameter is set to its ±1𝜎 boundaries. At each
point, the signal-strength modifier 𝜇 is re-estimated while keeping the nuisance parameter
of interest at the current value. The impact is the difference of the thus obtained signal
strength modifier and the nominal best estimate of 𝜇.

In order to formulate the expected behavior of the statistical model, the impacts are first
calculated using a pseudo data set constructed from the sum of the signal and background
predictions. The 20 parameters with the largest expected impact on the signal inference
are shown at the top half of Fig. 8.13. Overall, the ranking shows that uncertainties on
the tt + jets background and ttH signal processes are the most important parameters for
the estimation of 𝜇. The large impacts of the signal modeling parameters, such as the
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Figure 8.13: Impacts for the Full Run-II SL Analysis. Shown are the 20 parameters
with the largest impact on the signal inference in the fit to pseudo data
containing the signal process expected from the SM (top) and in the fit to
the observed data (bottom). The impacts, pulls and constraints are obtained
during the parameter estimation with the full Run-II statistical model for the
combined SL channel.
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uncertainty on the predicted inclusive cross section and the uncertainty on the final-state
radiation (FSR), are reasonable since these parameters have a direct influence on the
signal process itself. The tt + jets processes, and in particular the tt + bb process, share
most of the kinematic properties with the ttH(bb) signal. It is therefore plausible that
a modification of the tt + jets-related parameters can induce a change in the estimated
signal-strength modifier. Consequently, the ranking of the largest expected impacts on the
signal-strength inference is reasonable. The individual groups of parameters are discussed
in more detail in the following.

The most important theory uncertainties are related to the modeling of the tt + jets and
the ttH processes. The reason for the large impacts of the signal-modeling parameters
has already been discussed previously. The background parameters are mainly related to
the tt + bb process, which is expected to yield the final state that is the most similar to
the ttH(bb) signal process. It is therefore reasonable that the corresponding uncertainties
have large impacts on the signal inference between approximately 5–8 %. Additionally,
some of these parameters are constructed with large a priori uncertainties, for example
the additional 50 % uncertainty on the collinear gluon splitting. This allows for large
variations of the tt + bb process, which can lead to corresponding changes in the signal
process estimation. Therefore, the high position in the impact ranking of these parameters
in particular is to be expected.

Among the experimental uncertainties, parameters relating to the b-tagging algorithm, the
Jet Energy Scale (JES) and the Jet Energy Resolution (JER) have the highest expected
impact on the estimation of the signal strength. The selected SL final state contains at
least three b-tagged jets. Therefore, the analysis strategy relies heavily on the b-tagging
algorithm. Parameters that impact the measurement of b-tagged objects and thus influence
the reconstruction of the different processes entering the analysis are therefore expected to
have some impact on the signal inference. Among the b-tagging-related uncertainties, the
uncertainty on the purity of the tt + lf control region as well as the uncertainties on the
charm quark tagging have the highest impact. These parameters also have the largest a
priori uncertainty, which can range up to 30 % depending on the category and the processes.
These large uncertainties can lead to large variations of the processes. Therefore, it is
plausible that these uncertainties also have a large impact on the ttH(bb) measurement.
Similar is true for the JES and JER parameters. Moreover, these uncertainties model
migration effects of events passing the selections for the analysis phase space. These
migration effects can be asymmetric or even one-sided, which leads to the asymmetric
impacts that can be seen in Fig. 8.13.

Additionally, uncertainties originating from the limited size of the simulated samples are
listed among the parameters with the highest expected impacts on the signal inference.
All of these parameters modify bins in the distributions of the ratio observable shown in
Fig. 8.12. The bins in question are either the first one in the distribution or are situated at
the end of the spectrum. The first bins in the distributions of the ratio observables contain
by construction the largest number of simulated events. Therefore, a variation of the yield
in these bins is expected to impact the overall normalization of the different processes.
This in turn can have a large impact on the estimated value of the signal strength. On
the other hand, as shown in Fig. 8.12, the signal process is enriched at the end of the
spectrum. The modification of the events in this region therefore has a direct influence on
the signal-strength estimation. Therefore, the high impact of these parameters is plausible.

Finally, one of the most important nuisance parameters in the ttH(bb) measurement
is the freely-floating background normalization of the tt + bb process. This parameter
directly modifies the yield of the tt + bb process, the irreducible background in the ttH(bb)
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measurement. Consequently, the high placement in the impact ranking of this normalization
parameter is expected.

The impact ranking in the fit to observed data is shown in the lower half of Fig. 8.13
and is similar to the ranking obtained in the fit to pseudo data. This further validates
the compatibility of the simulated predictions for the relevant processes and the observed
data. The dominant theory uncertainties modify the tt + jets background processes and
the ttH signal process, which is compatible with the expected impacts. More specifically,
the most important theory uncertainties correspond to variations of the irreducible tt + bb
background process. As discussed above, this is expected since any variation of this process
has an effect on other processes with similar kinematic properties, such as the signal.
Therefore, these uncertainties are expected to have large impacts on the signal strength
estimation.

The nuisance parameters are pulled to values of up to 1𝜎, while the a priori values are
compatible within an a posteriori confidence interval of approximately 2𝜎. Such pulls
are well compatible within the variations expected during statistical inference. Some of
these nuisance parameters have a posteriori uncertainties as low as approximately 50 %. As
discussed previously, the contribution of the tt + jets background processes to the analysis
phase space is large. Therefore, the analysis is expected to be sensitive to these processes
to some extent. Furthermore, some of these parameters, such as the uncertainty on the
collinear gluon splitting, are constructed with a large a priori uncertainty to account for
the challenges in the computation of these predictions. Given the expected sensitivity
and the large a priori uncertainties, the constraints shown in Fig. 8.13 are reasonable and
are well-compatible with the expectation. The post-fit value of the tt + bb cross section
normalization of 1.40± 0.10 is well compatible with recent dedicated measurement of the
tt + bb process at the CMS experiment [253, 261].

The JES, JER and b-tagging parameters are the experimental uncertainties with the largest
impact on the signal inference. This is well-compatible with the behavior observed when
the impacts are calculated with a pseudo data set. As already discussed before, the high
impact of these uncertainties is highly plausible given the expected final state of the relevant
processes in this analysis. Similar to the theory uncertainties, the nuisance parameters
are pulled up to approximately 1𝜎 and are compatible with the expected values within
an a posteriori confidence interval of approximately 2𝜎. This is well within the expected
fluctuations common in statistical inference.

Finally, the remaining parameters with large impacts on the signal strength estimation
are related to the limited size of the simulated samples. Similar to the ranking established
using pseudo data, these uncertainties modify the content of bins in the distribution of the
ratio observable shown in Fig. 8.12. Moreover, the uncertainties with the largest impacts
are either related to the bins with the largest number of simulated events or to the bins at
the end of the spectrum, which are expected to have the largest number of signal events.
Due to the great importance of these bins in the estimation of the signal strength, the
large impact is reasonable.

Overall, the estimation of the nuisance parameters is compatible with the expected behavior.
The estimation of the signal-strength modifier is analyzed in the following section.

8.3.3 Parameter of Interest estimation

As already mentioned in the beginning of this section, the following discussion focuses
on the preliminary expected sensitivity of the analysis in the SL channel to the ttH(bb)
signal. The expected sensitivity is obtained using pseudo data constructed from the sum
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Figure 8.14: Estimated signal-strength modifiers 𝜇 in the SL channel. Shown are
the expected results for the signal-strength estimation in the SL channel for
the analyses of the data recorded in the individual years and their combination.
The three columns correspond to the total (blue), the statistical (red) and the
systematic uncertainty (black) in each measurement.

of the SM predictions for the signal and background processes. Figure 8.14 and Tab. 8.3
summarize the results of the signal-strength estimation for the individual years and the
full Run-II combination. The sensitivity to the ttH(bb) signal increases proportional to
the integrated luminosity.

In addition to the results obtained in this analysis, Tab. 8.3 shows the results of previous
ttH(bb) analyses using the 2016 (HIG-17-026 [133]) and the 2017 (HIG-18-030 [21]) data
sets, respectively. First, it is noticeable that the statistical uncertainties in the previous
analyses is much smaller than the values quoted for the corresponding measurements in the
scope of this thesis. This is due to the definition of the additional cross section uncertainties
for the tt + bb and tt + cc processes. In the previous analyses, these uncertainties were
modeled with an a priori uncertainty of 50 %. In this analysis, these normalizations are
estimated directly from the observed data. Therefore, they contribute to the statistical
uncertainty in the measurement while they were part of the systematic uncertainties
previously. Additionally, these parameters are the dominating sources of uncertainty in the
measurement. Consequently, the statistical uncertainty in the measurements in the scope
of this analysis are much larger than it was in previous iterations. This effect is further
discussed in Sec. 9.3

The original measurement of the 2016 data yielded a higher sensitivity to the ttH(bb)
process than in this iteration of the analysis. However, the quoted result also considers the
dileptonic channel and is thus expected to be more sensitive. Therefore, the measurement
described in HIG-17-026 will be compared in more detail to the full Run-II analysis reviewed
in Sec. 9.3. The analysis of the data recorded in 2017 in the SL channel yields a similar
sensitivity as the measurement for the same year of data taking presented in this thesis.
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Figure 8.15: Likelihood scans of 𝜇ttH and the tt + bb normalization uncertain-
ties. Shown are the likelihood scans of the freely-floating tt + bb normal-
izations (top) and the additional 50 % uncertainty on collinear gluon split-
ting (bottom) as a function of the signal-strength modifier 𝜇ttH, respectively.
A pseudo data set construction from the sum of the signal and background
processes is used for the parameter estimation. Additionally, the best fit value
(cross) as well as the 1𝜎 and 2𝜎 confidence intervals (dotted lines) are shown.
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92 8 ttH(bb) analysis in the semileptonic channel

Table 8.3: Results for the estimation of signal-strength modifier in SL Channel.
Shown are the results in the measurements in the individual years and their
combination. The two middle columns show the estimated central value for
𝜇 with the total uncertainty in the measurement (second column) and the
uncertainty due to the statistical inference only (third column). The significance
is reported in units of standard deviations. For comparison, the results from
previous measurements are shown [21, 133].

Stat+Syst Stat-Only Significance
obs (exp)

HIG-17-026† +0.72 +0.45/-0.45 +0.72 +0.24/-0.24 1.6 (2.2)
Combined SL (2016) +1.00 +0.57/-0.55 +1.00 +0.41/-0.40 (1.7)
HIG-18-030 (SL channel) +1.84 +0.62/-0.56 +1.84 +0.26/-0.26 3.3 (1.9)
Combined SL (2017) +1.00 +0.57/-0.53 +1.00 +0.38/-0.37 (1.9)
Combined SL (2018) +1.00 +0.52/-0.46 +1.00 +0.33/-0.32 (2.2)
Combined SL (Full Run-II) +1.00 +0.34/-0.30 +1.00 +0.21/-0.21 (3.3)

†: Quoted result obtained in fit of DL and SL channels

The full Run-II combination in the SL channel yields an expected significance of 3.3𝜎 with
respect to the background-only hypothesis. Consequently, this channel alone is expected
to be sensitive enough to claim evidence of the ttH(bb) process. Table 8.4 shows the
five parameters with the largest correlations to the signal-strength modifier. The order
of magnitude of the correlations in the fit to the observed data set with respect to the
expected correlations is similar. This again indicates the good quality of the description
of the observed data by the simulated events used in this analysis. Figure 8.15 shows the
likelihood scans of the two parameters with the largest correlations to the signal-strength
modifier as a function of 𝜇ttH. There is no unexpected behavior visible in the likelihood
scans. The correlations shown in Tab. 8.4 are indicated by the tilt in the contours of the
confidence intervals.

As expected, the parameters with the largest correlation to 𝜇ttH in the fit to the observed
data are related to the tt + bb process. The anti-correlation between the tt + bb cross
section normalization and the signal-strength modifier is understandable. Since the distri-
butions for the tt + bb and the signal process are much alike, a change in the background
process yield causes an anti-proportional response in the estimation of the signal-strength
modifier.

The positive correlation between the signal-strength modifier and the additional 50 %
gluon splitting uncertainty and the ISR tt + bb uncertainty is surprising at first. Since
these uncertainties modify the tt + bb background process, the naive expectation is an
anti-correlation to 𝜇ttH. To further investigate this, the fits to pseudo data constructed
from the signal and background predictions are re-performed. In these fits, the two
uncertainties under scrutinization are the only floating parameters apart from the signal-
strength modifier, respectively. In these tests, the correlation between the additional gluon
splitting uncertainty and 𝜇ttH is −59.8 %. The correlation between ISR tt + bb uncertainty
and the signal-strength modifier is −71.3 %. These values match the naive expectation.
The positive correlation in the full statistical model must therefore arise from the ensemble
of correlations among all nuisance parameters.
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Table 8.4: Largest correlation of the nuisance parameters and the signal-
strength modifier 𝜇ttH in the SL channel. Shown are the five parameters
with the largest absolute correlations to the signal-strength modifier in the
analysis of the full Run-II data set. For comparison, the correlations are shown
in the fit to observed data (Unblinded) and in the fit to pseudo data generated
from SM prediction (Blinded).

Parameter Correlation to 𝜇ttH in %
Unblinded Blinded

tt + bb XS normalization −40.1 −24.1
add. col. gluon splitting tt + 2b (50 %) 32.7 22.6
PS: ISR (tt + bb) 24.5 23.9
MC Stats: ≥ 4j, ≥ 4t, ratio obs. bin 15 (2018) −20.2 −11.5
MC Stats: ≥ 4j, ≥ 4t, ratio obs. bin 15 (2017) −15.7 −11.8

Additionally, two uncertainties due to the limited size of the simulated samples have large
correlations with the signal-strength modifier. These parameters affect the content of the
bins with the highest signal purity in the SL channel. Therefore, the large anti-correlation
is reasonable. Whenever the bin content is increased due to the systematic uncertainty,
the signal-strength modifier is used to mitigate the ensuing differences between simulation
and observed data.

After the discussion of the results in the SL channel, the contribution of this channel to
the full Run-II measurement of the full analysis phase space is reviewed in the following
chapter.
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9 Contribution to the combined ttH(bb)
analysis

The analysis in the semileptonic (SL) channel described in Chap. 8 is one of the input
channels for the full ttH(bb) analysis described in Ref. [137]. In this analysis, the SL
channel is combined with the analyses of the other tt decay channels introduced in Chap. 4,
specifically the fully-hadronic (FH) and the dileptonic (DL) channels. As already mention
in Sec. 8.3, the review of the ttH(bb) analysis is still ongoing at the time of writing this
thesis. Therefore, this chapter will briefly review the current preliminary results of the full
ttH(bb) combination and compare them to the observations discussed in Chap. 8. A more
thorough discussion of the full ttH(bb) analysis can be found in Ref. [137].

9.1 Distributions and Goodness-of-Fit Test
First, the post-fit distributions introduced in Sec. 8.3 are compared to the distributions
obtained when fitting all channels together. The comparison is shown in Fig. 9.1. Overall,
the post-fit distributions for the different processes are very similar between the SL-only
statistical model and the full ttH(bb) combination. The agreement between the observed
data and the simulated predictions of the different processes is equally good in both models.
This indicates that the parameter estimation in the SL channel already yields values
that are very close to the best possible estimation. Moreover, the uncertainty bands are
compatible within a few percent. This suggests that the main sensitivity for the systematic
uncertainties in the fully-combined ttH(bb) analysis originates from the SL channel. The
contribution of the different channels to the sensitivity of the full ttH(bb) analysis is further
analyzed in Sec. 9.3.

The agreement between the observed data and the simulation is further quantified with
the Goodness-of-Fit (GoF) test suit introduced in Sec. 8.2. The calculated p-values for
the different input channels are shown in Tab. 9.1. The values indicate that the observed
data is well-modeled in all channels. The smaller value for the full combination stems from
tensions between the SL and the FH channels. The analysis of the latter introduces a
sophisticated data-driven background estimation in order to control the QCD background,
which is the most dominant process in the FH analysis. As part of this technique, additional
parameters are introduced, which have been shown to impact the modeling parameters for
the tt + jets background processes. When combined with the other ttH(bb) channels, an
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Figure 9.1: Comparison of the ratio observable discriminant in the SL channel
in the ≥ 4j, ≥ 4t category. Shown are the post-fit distributions obtained
from the analysis in the SL channel (left) and when fitting all analysis channels
together (right) for 2016 (top), 2017 (middle), and 2018 (bottom). The param-
eter estimation is based on the full Run-II data set. The black points represent
the observed data. The stacked distributions correspond to the simulated
predictions for the relevant processes. The uncertainty band corresponds to the
set of uncertainties in the corresponding statistical model. The distributions of
the full ttH(bb) analysis are taken from Ref. [137].
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9.2 Nuisance pulls and impacts 97

Table 9.1: Goodness-of-Fit test for the full ttH(bb) combination. Shown are the
p-values calculated in the scope of the Goodness-of-Fit test for the individual
channels of the ttH(bb) analysis and combinations. Each statistical model
considers the full Run-II data set. Adapted from Ref. [137].

p value
Combined DL 1.00
SL ≥ 4j, ≥ 4t 0.99
Combined DL + FH 0.97
Combined SL 0.88
Combined DL + SL 0.79
SL ≥ 4j, 3t 0.70
Combined FH 0.63
Full ttH(bb) Combination 0.45
Combined SL + FH 0.42

interplay between the channels can be observed, which introduces tensions in the statistical
model. These tensions were studied in the scope of the ttH(bb) analysis, where it was
shown that the description of the observed data is still valid. This is also indicated by the
p-value, which implies compatibility of the statistical model and the observed data within
a 1𝜎 confidence interval. Such fluctuations are expected within a statistical data analysis.
The observed tensions in the full ttH(bb) combination are further discussed in Sec. 9.2.

Overall, both the distributions and the GoF indicate a good description of the observed
data within the different statistical models. In the following chapter, the estimation of the
nuisance parameters is analyzed in more detail.

9.2 Nuisance pulls and impacts
As shown in Sec. 8.3.2, a thorough study of the pulls of the nuisance parameters and
their impacts on the estimation of the value of the signal strength give more information
about the dominating effects that impact the signal strength inference. They are crucial to
validate the statistical model and to the interpretation of the result as a whole, which is
why they are further discussed in the following. Figure 9.2 compares the pulls and impacts
for the 20 nuisance parameters with the largest impacts on the signal-strength estimation
in the fit to observed data between the fit in the SL channel and the fully-combined fit
across all ttH(bb) channels. The most important parameters in both models are related to
the normalization of the tt + bb background process. The pulls and the constraints are
well-compatible with each other. The comparison also shows that the combined ttH(bb)
analysis can further restrict the uncertainties on the nuisance parameters compared to
capabilities of the estimation in the SL channel. For example, the relative improvement in
the uncertainty on the tt + bb normalization estimation is approximately 10 %. While this
shows that the main sensitivity on the most important systematic uncertainties mainly
originates from the SL channel, it also clearly illustrates that the estimation benefits from
considering the entire available phase space.

This is also demonstrated in the ranking of the nuisance parameters. In the SL channel, it
is dominated by experimental and theory uncertainties related to the signal and background
processes. The ranking in the full ttH(bb) measurement is mostly dominated by statistical
uncertainties, such as parameters that directly estimate the normalization of different
background processes and uncertainties due to the limited size of the simulated samples.
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Figure 9.2: Comparison of the largest impacts for the full Run-II analysis. Shown
are the 20 nuisance parameters with the largest impact on the signal inference
in the fit to the observed data. The impacts, pulls and constraints are obtained
during the parameter estimation with the full Run-II statistical model for the
combined SL channel (top) and the combination of all ttH(bb) channels (bot-
tom). Bottom figure adapted from Ref. [137].
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Additionally, the impact of some parameters decreased in the full ttH(bb) combination.
One prominent example is the final-state radiation (FSR) uncertainty on the ttH process,
which is on rank number seven in the SL ranking and has an impact of up to 0.06 on the
signal-strength estimation. In the full ttH(bb) measurement, the impact is reduced to
0.03, placing this uncertainty on rank number 16. The reduced impact of the theory and
experimental uncertainties points to a better control over these nuisance parameters in the
signal-strength inference in the estimation that considers the full available phase space.

Overall, the pulls and constraints on the different nuisance parameters are very similar
between the estimation in the SL channel and the full ttH(bb) combination. This indicates
that the SL channel has a significant contribution to the overall sensitivity in the full
ttH(bb) fit. However, there are also some prominent differences. New parameters that
originate in the other ttH(bb) channels are introduced, thus changing the ensemble of
parameters and therefore the impact ranking of the parameters. This manifests in two
effects. On the one hand, the new parameters can have a large impact on the signal
inference in the full ttH(bb) combination, such as the freely-floating parameters that are
part of the data-driven background estimation in the FH channel. On the other hand, the
estimation of the same parameters can be different between the statistical models in the
SL channel and the full ttH(bb) combination. One such difference is the estimation of the
initial-state radiation (ISR) uncertainty on the tt + bb process. The post-fit value in the SL
estimation is well compatible with the initial value, while it is pulled in the full ttH(bb) fit.
These differences originate from a change in the correlations between the parameters, which
is induced by the changes in the statistical model itself. In this particular example, it has
been shown that the large pull in the ISR uncertainty originates from an interplay between
the data-driven background estimation in the FH channel and the tt + jets modeling in
the SL channel [262]. This interplay causes the tension that was briefly mentioned in the
previous section during the discussion of the Goodness-of-Fit test results. In the scope of
the fully-combined ttH(bb) analysis, it has been shown that this large pull does not impair
the description of the observed data by the statistical model and has only a small effect on
the tt + bb estimation itself.

Consequently, the estimation of the nuisance parameters gives reasonable results and is
compatible with the results obtained in the SL analysis. In the following section, the
estimation of the signal-strength modifier 𝜇ttH is analyzed in more detail.

9.3 Inclusive ttH signal strength estimation
As already stated in Sec. 8.3, the step-wise procedure to fully understand the statistical
inference using observed data is still ongoing at the time of writing this thesis. Therefore,
the following discussion focuses on the preliminary expected sensitivity of the full Run-
II analysis, which is obtained using pseudo data corresponding to the sum of the SM
predictions for the signal and background processes. Figure 9.3 shows the estimation of
𝜇ttH in the different channels of the ttH(bb) analysis. The full combination yields the
most sensitive result. This is expected since this statistical model considers the full phase
space available and can thus exploit the largest amount of information. Consequently, the
contributions of each channel to the sensitivity are able to reduce both the statistical and
systematic uncertainties as much as possible.

The figure also gives a clear indication about the sensitivity the different channels contribute
to the analysis. The fully-hadronic channel has the highest amount of data available since
the branching ratio of the W bosons to quarks is the largest. Therefore, the statistical
uncertainties are small compared to the other channels. The high statistical precision of
this channel allows for the aforementioned data-driven background estimation technique,
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Figure 9.3: Signal-strength modifier estimation in the different ttH(bb) channels.
Shown are the (blinded) results for the signal-strength estimation in the ttH(bb)
analysis. The three columns correspond to the total (blue), the statistical (red)
and the systematic uncertainty (black) in each measurement, respectively.
Figure taken from Ref. [137]

which infers more information directly from the data without prior constraint terms as
introduced in Chap 6. As a consequence, the statistical precision degrades and is slightly
worse with respect to the precision seen in the SL channel. Since the collisions at the LHC
are performed with protons, there are many hadronic objects in the events. Therefore, it is
very difficult to reconstruct the ttH(bb) system in the FH channel. Hence, the systematic
uncertainty in the FH channel is largest.

The reconstruction efficiency of the DL channel is very high due to the two leptons in the
expected final state. Consequently, the systematic uncertainty is much smaller compared
to the uncertainty in the FH channel. However, the production of such events has the
lowest probability among the three ttH(bb) channels. Therefore, the statistical uncertainty
is the largest among the channels, which is the limiting factor for the contribution to the
total sensitivity of the DL channel.

The SL channel offers a compromise between the reconstruction efficiency and the production
probability. Therefore, it yields the smallest uncertainties and contributes the most to the
overall sensitivity. Consequently, it is the driving factor in the ttH(bb) measurement and
crucial for the parameter estimation.

Table 9.2 shows the comparison of the previous ttH(bb) measurements performed with the
2016 and 2017 data sets and the latest full Run-II measurement that additionally considers
the 2018 data set. The statistical uncertainties in the previous iterations are smaller than in
the corresponding measurements in the scope of the full Run-II analysis. This is due to the
parameterization of the normalization of the tt + bb and tt + cc processes. In the previous
iterations of the ttH(bb) measurement, the normalization of these processes was modeled
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Table 9.2: Comparison of the signal-strength estimation to previous measure-
ments in the ttH(bb) channel. Shown are the results from the three iterations
of the ttH(bb) analysis HIG-17-026 [133], HIG-18-030 [21] and HIG-19-011 [137]
on the same data sets. The values are sorted according to the integrated luminos-
ity and the input channels considered in the respective analysis. The two middle
columns display the central estimations for the signal-strength modifier as well
as the total uncertainty (second column) and the statistical contribution to the
uncertainty (third column). The last column displays the observed (expected)
significance of the measurement in units of standard deviations.

Parameter Stat+Syst Stat-Only Significance
HIG-17-026 +0.72 +0.45/-0.45 +0.72 +0.24/-0.24 1.6 (2.2)
HIG-19-011 DL+SL, 2016 +1.00 +0.48/-0.45 +1.00 +0.36/-0.35 (2.2)
HIG-18-030 +1.15 +0.32/-0.29 +1.15 +0.15/-0.15 3.9 (3.5)
HIG-19-011 Full Combination,
2016 + 2017

+1.00 +0.32/-0.29 +1.00 +0.20/-0.20 (3.5)

HIG-19-011 Full Combination,
Full Run-II

+1.00 +0.27/-0.23 +1.00 +0.15/-0.15 (4.4)

with an a priori uncertainty of 50 %. In the full Run-II analysis, the normalizations are
estimated in situ directly from the data. Therefore, the normalization parameters contribute
to the statistical uncertainty in the full Run-II measurement. Since these parameters are
among the leading uncertainties in the ttH(bb) measurement, the statistical uncertainty is
expected to increase significantly. The statistical component of the different measurements
is further decomposed in Tab. 9.3. The contribution to the uncertainty that originates
from the analyzed amount of data and the pure separation power of the discriminators
is smaller than it was in previous iterations of the ttH(bb) measurements. This is due to
refinements in the analysis strategy and the construction of the final observables, which
increased the statistical sensitivity of the full Run-II analysis.

Nevertheless, the overall sensitivity of the full Run-II analysis is comparable with the
sensitivity fo the previous iterations of the ttH(bb) measurement. As shown in Ref. [137],
this is mainly due to the new tt + bb simulation used for the full Run-II analysis. While
this simulation is expected to provide an improved description of the kinematic properties
of this background process, it also introduces larger uncertainties to the statistical model.
These effects are mitigated by the improvements in the analysis strategy, which allows for
a better control over the most relevant background process without loosing sensitivity.

101



102 9 Contribution to the combined ttH(bb) analysis

Table 9.3: Comparison of the statistical uncertainties in the signal-strength es-
timation. Shown are the contributions to the statistical uncertainty in the
different iterations of the ttH(bb) measurement. The values in the last column
are obtained by subtracting the contribution of the normalization parameters
from the total statistical uncertainty in quadrature.

Total Stat Normalization Other
HIG-17-026 0.24 – 0.24
HIG-19-011 DL+SL, 2016 0.35 0.27 0.22
HIG-18-030 0.15 – 0.15
HIG-19-011 Full Combination,
2016 + 2017

0.20 0.15 0.13

HIG-19-011 Full Combination,
Full Run-II

0.15 0.12 0.10
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10 Towards Differential Measurements in
ttH(bb)

After the description of the inclusive ttH(bb) analysis, a more involved measurement that
is possible with the available full Run-II statistics is reviewed in this chapter. The analysis
presented in Ref. [137] includes the first interpretation towards a differential measurement
in this channel within the Simplified Template Cross Section (STXS) framework. This
approach enables the direct comparison of cross sections in given bins of observables, as
is further discussed in Sec. 10.1, and allows for a direct comparison of predictions from
other models beyond the Standard Model (BSM). It is therefore a powerful tool that can
be used to formulate and test new theories.

This chapter discusses the STXS approach in the semileptonic (SL) ttH(bb) channel. First,
the general concept of the STXS measurements is introduced. Afterwards, the strategy
used in the SL channel is discussed in more detail. As previously stated in Chaps. 8 and 9,
the ttH(bb) analysis is still under final review at the time of writing this thesis. Therefore,
the final part of this chapter reviews the preliminary expected results and compares this
expected sensitivity with predictions obtained from an extension of the SM.

10.1 Introduction to Simplified Template Cross Sections
This section will give a short introduction to the STXS interpretation in ttH-related
analyses. First, the general concept of the technique is briefly introduced. Afterwards, the
definition that is used in the ttH(bb) analysis is shown. For a more complete overview of
STXS measurements and the studies required to formulate the final strategy, please refer
to Refs. [19, 29, 263].

The core concept of the STXS interpretation is to perform cross section measurements in
regions of certain observables, which are referred to as STXS bins in the following. The
definitions of these STXS bins are synchronized between the experimental measurement
and the theoretical calculation. This and the direct measurement of cross sections that are
independent of uncertainties related to theory calculations facilitate a direct comparison of
the observed values and predictions from different theories, which is illustrated in Sec. 10.4.

The implementation of the STXS interpretation is very similar to a likelihood-based
unfolding procedure. First, a property of interest is defined based on the model that is to
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Gen Reco

Figure 10.1: Exemplary Definition of STXS Bins. The figure illustrates the definition
of two exemplary regions of interest (bins) at truth-level (left) and after the
reconstruction (right). Figures taken from Ref. [263].

be tested. As already shown in Sec. 2.2, the transverse momentum 𝑝H
T of the Higgs boson is

expected to be sensitive to contributions arising from operators beyond the SM. Therefore,
it is the observable of interest in the context of the ttH production channel. The following
explanation is structured accordingly.

Figure 10.1 illustrates a simple example of such a definition. Here, the predicted spectrum
of 𝑝H

T is split into two STXS bins, one in the low-𝑝T and one in the high-𝑝T region. The
definition of the STXS bins is based on quantities of physics processes prior to the detector
simulation, which is the point that is closest to the theoretical calculation in the simulation
chain. This point is commonly referred to as the truth-level definition.

As shown in Fig. 10.1, the well-defined separation of the two regions at truth level
disappears after the detector simulation and they overlap. This behavior arises due to
detector acceptance effects and inefficiencies. The inversion of these smearing effects is
an ill-posed mathematical problem, thus rendering the direct extraction of the truth-level
information impossible. The STXS approach aims to revert these effects by propagating
the truth-level definition to the reconstruction after the detector simulation and finally
measuring the contribution of each STXS bin simultaneously. In essence, this enables the
inference of the truth-level properties while accounting for detector effects.

The STXS measurement in ttH analyses follows the same principles. The bins were defined
in a common effort from experts in different Higgs-boson-related topics in both experiment
and theory in the scope of the LHC Higgs Cross Section Working Group [29]. The definition
for the ttH channel is a further development of this scheme. It is designed to be sensitive
to current BSM theory predictions for the ttH process in a common framework with other
Higgs-boson analyses. This facilitates easy combination of different measurements with
common definitions in the experimental strategy and the theoretical predictions, which
allows to extract the maximum amount of information.

The bins are defined in two stages. First, the region of interest is limited to Higgs bosons
with a rapidity |𝑦H| < 2.5. Afterwards, the 𝑝H

T spectrum is divided into five STXS bins,
which are shown in Fig. 10.2. These STXS bins are the basis for the strategy in the SL
channel.

10.2 STXS Strategy in ttH(bb)
Detectors in particle physics are only able to detect stable particles that are able to traverse
to the sensitive regions used for the measurement. Consequently, information about highly
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Figure 10.2: Definition of STXS Bins in ttH-related Analyses. The figure shows

the five STXS bins used in ttH-related measurements. Additionally to the
categorization shown here, the rapidity of the Higgs boson is restricted to
|𝑦H| < 2.5. Figure taken from Ref. [30].

unstable, heavy particles like the Higgs boson or top quark, can only be inferred from
their decay products. The correct reconstruction of these heavy particles based on the
measured objects in the final state is one of the main challenges for experimental physicists.
Therefore, the correct reconstruction of the transverse momentum of the Higgs boson 𝑝H

T is
one of the most important aspects for the definition of the analysis strategy for the STXS
interpretation.

In the SL channel, events are assigned to one of the STXS bins based on the output of
dedicated Artificial Neural Networks (ANNs), which is schematically shown in Fig. 10.3.
The reconstruction is performed in two stages. First, the event classification used in the
inclusive measurement and described in Sec. 8.2 is performed. In each analysis region, only
events that are classified as one of the ttH-related classes are considered for the STXS
classification. In particular, this means that events in the ≥ 4j, ≥ 4t region introduced in
Sec. 8.2 which are classified as ttH or ttbb/b, and events in the ≥ 4j, 3t region classified as
ttH are used. These events are then further classified by additional ANNs (STXS ANNs)
in each analysis region.

Much like the ANNs used for the classification of the process class, the STXS ANNs
consider different properties of the individual objects and the event as a whole as input
features. Additionally, the outputs of multivariate analysis techniques are used, such as
the aforementioned Matrix Element Method (MEM) [257] and the event reconstruction
based on the jet assignment boosted decision trees (JABDT) [137]. The full list of input
features can be found in Tab. D.10. The quality of the description of these observables in
observed data is evaluated with the same method as described in Sec. 8.2. In particular,
the Goodness-of-Fit (GoF) test is performed for each observable and for the correlation
between all pairs of input features for each analysis region. The results of these tests are
summarized in App. F.1. Only observables with a p-value of above 5 % are considered for
the training of the STXS ANNs.

Both STXS ANNs aim to classify the events according to the aforementioned STXS bins
and assign a probability-like number for each of the classes for each event. Figure 10.4

107



108 10 Towards Differential Measurements in ttH(bb)

.

.

.

inclusive
ANN

STXS

ANN

[0,60[

[60,120[

[120,200[

[200,300[

[300,     [

0.5

0.2

0.15

0.14

0.01

0.5

0.625 x 0.5 0.3125

Figure 10.3: Classification for STXS Interpretation in the ≥ 4j, ≥ 4t Regions.
Events are first assigned to a process class with the ANN used for the inclusive
measurement (red). Signal-like events are then further categorized according
to the reconstructed transverse momentum 𝑝H

T (blue). The final observable is
constructed the product of the output values of both ANNs.
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Figure 10.4: Ranking of Input Features in STXS ANNs. Shown are the rankings
based on the Shapley metric for the ANNs in the ≥ 4j, 3t (top) and the
≥ 4j, ≥ 4t regions (bottom), respectively.
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Figure 10.5: Training Metrics of the STXS ANN in the ≥ 4j, 3t Region. Shown
are the loss function as a function of training epochs (left) and the confusion
matrix of the final ANN (right).

displays the ranking of the observables used for training based on the Shapley metric [259]
as introduced in Sec. 8.2 for the STXS ANNs. In both cases, the transverse momentum 𝑝H

T
obtained from the JABDTs related to the reconstruction of Higgs-boson-related topologies
are among the most important variables. Since the task of the STXS ANNs is the
classification according to 𝑝H

T, this ranking is reasonable. The prior reconstruction of
the events under the tHq, tHW and ttH hypotheses combines information of multiple
observables, which is expected to yield good estimates for 𝑝H

T. A high ranking of these
estimates is therefore to be expected. The other observables used for the training of
the ANNs are related to other properties of the event, such as the distance between two
(b-tagged) jets, the reconstructed mass of the Higgs boson and the sum of the transverse
momenta of all jets. These properties yield further information about the event and
especially about the reconstructed Higgs boson candidate. Consequently, they are expected
to be important in the classification of the correct STXS bin, which makes the ranking of
the input features plausible.

Figures 10.5 and 10.6 show the training metrics for the STXS ANNs in the two SL analysis
regions, respectively. In both cases, no overtraining is observed. The reconstruction
efficiency implied by the confusion matrices is equally well in both categories. Both
networks indicate a large amount of confusion in the STXS bins below 𝑝H

T ≤ 200 GeV as
well as between neighboring classes. In light of the list of input features, this behavior is
plausible. The observables used as inputs for the STXS ANNs are expected to be similar
for similar, i.e. neighboring, 𝑝H

T regions, and become more distinctive for regions that
are further apart. For example, the distance between two b-tagged jets is expected to
decrease with increasing 𝑝H

T since the Higgs boson decay products become more collimated.
Another good example to understand the confusion between neighboring STXS bins is
the average transverse momentum of the b-tagged jets. Since the Higgs boson decays into
bottom quarks, the emerging jets are naturally expected to have a larger 𝑝T on average
with increasing 𝑝H

T. Consequently, the values of these observables are expected to be
more distinct between the very low- and very high-𝑝H

T, whereas the difference between the
neighboring STXS classes are less pronounced. Therefore, the observed classification power
is reasonable.
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Figure 10.6: Training Metrics of the STXS ANN in the ≥ 4j, ≥ 4t Region. Shown
are the loss function as a function of training epochs (left) and the confusion
matrix of the final ANN (right).

The final observable entering the parameter estimation is the distribution of the STXS
ANN output values weighted by the corresponding network used for the initial process
classification. Consequently, this metric contains information about the quality of both the
initial process classification and the final assignment to a given STXS bin. The treatment
of the output values in the background-related nodes is the same as in the inclusive analysis.
This yields powerful discriminators suitable for the simultaneous cross section measurement
of the 𝑝H

T regions with good control over the background processes contributing to the
analysis phase space. These categories are the basis for the final evaluation, which is
discussed in the subsequent section.

10.3 Results
This chapter summarizes the results of the final parameter estimation of the STXS measure-
ment. As mentioned at the end of the previous section, the statistical inference considers
the five STXS-related ANN categories and the background categories. Consequently, the
inference for the cross section measurement evaluates eleven categories in the ≥ 4j, 3t and
ten categories in the ≥ 4j, ≥ 4t region. In principle, the analysis strategy is the same as
the strategy for the inclusive measurement, which was described in Sec. 8.1. The expected
yield 𝜆𝑖 in histogram bin 𝑖 introduced in Sec. 6 is modified to enable the simultaneous
measurement of the different STXS bins:

𝜆𝑖 =
∑︁

𝑗

𝜎𝑗 · 𝑠ttH
𝑖,𝑗 (𝜃) + 𝑏𝑖(𝜃), (10.1)

where the signal contribution in bin 𝑖 for each STXS bin 𝑗 is multiplied with a corresponding
parameter 𝜎𝑗 . This new definition of the expected process yields is used in the construction
of the test statistic 𝑞𝜇. The construction itself as well as the underlying principles of the
parameter estimation are the same as discussed previously.

The measurements presented in Secs. 8.3 and 9.3 interpret the results in terms of the
signal strength modifier 𝜇. While this method is advantageous for the direct comparison of
parameters, it is likely to suffer from theoretical calculations. Consequently, whenever there
is an update of the calculation of the ttH(bb) process and the corresponding uncertainties,
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the measurement of the signal strength modifier has to be repeated. Additionally, two
measurements are not comparable if they do not employ the same underlying theory
calculations.

Therefore, the STXS measurement presented in this thesis is performed as a direct measure-
ment of the cross section. To this end, uncertainties related to the theoretical calculation
of the ttH process are removed from the statistical model, specifically

• the previously-introduced rate and shape parameters modeling effects arising from
the renormalization and factorization scales as well as the PDF set and

• the shape uncertainties modeling the effects arising from additional initial (ISR) and
final state radiation (FSR).

Additionally, the measures to improve the stability of the statistical model introduced in
Sec. 8.1 are also applied to the STXS classifiers.

This measurement of the cross section enables a direct comparison of the predictions from
different theory calculations, which is illustrated in Sec. 10.4. The following sections first
review the details of the cross section measurement in the scope of the STXS framework.
In order to illustrate the different challenges in this measurement, the discussion focuses on
the first STXS category with 𝑝H

T ∈ [0, 60[ GeV and the last STXS bin with 𝑝H
T ≥ 300 GeV.

At the time of writing this thesis, the process of analyzing the observed data is still
ongoing. The results presented in this chapter reflect the current status and the discussion
follows the same structure used in Chap. 8. Specifically, the comparison of observed
data and the simulated samples except for the signal processes and the estimation of the
nuisance parameters in the fit to observed data are discussed. In these comparisons, the
parameter estimation is performed with the full statistical model, i.e. considering the signal
contributions. The estimation of the cross sections in the different STXS bins is still under
scrutiny. Consequently, the results expected in the scope of the SM are discussed in the
latter part of this section.

10.3.1 Distributions and Goodness-of-Fit
The complete overview of the distributions used in the cross section measurement can
be found in App. H.2. Figure 10.7 shows the final discriminant for the first STXS bin in
the ≥ 4j, ≥ 4t region. Since the STXS classification is performed after the initial process
assignment by the neural network described in Sec. 8.2, the separation between the STXS
bins and the background processes is on a similar level as in the inclusive ttH(bb) analysis.
Moreover, the pre-fit distributions in particular show the separation between the different
STXS classes. The distribution for the first STXS bin is enriched at large discriminant
values. This is expected since this metric is specifically designed to be sensitive to this
particular STXS bin. The discrimination to the other STXS classes increases gradually
with rising 𝑝H

T, i.e. the distribution for the second STXS bin is also enriched at large values,
whereas the distribution for the last STXS bin peaks at smaller values of the discriminant.
This behavior is also reflected in the number of events categorized into this ANN output.
Events that belong to the first STXS bin on truth level have the largest contribution to
this observable, whereas events originating from the last STXS category have the smallest
yield. This is very similar to the observations made in the discussion of the STXS ANN
confusion matrices in Sec. 10.2. The separation power between neighboring STXS bins is
small and increases with large differences in 𝑝H

T. Therefore, the distributions are fully in
line with the expected characteristics.

Figure 10.8 displays the distributions for the category with the highest sensitivity to the
last STXS bin. In principle, the features discussed for the discriminant for the first STXS
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Figure 10.7: Discriminants in the SL channel in the ratio observable times STXS
ANN output for the first STXS bin category. Shown are the pre-fit
(left) and post-fit (right) distributions for 2016 (top), 2017 (middle), and
2018 (bottom). The black points represent the observed data. The stacked
distributions correspond to the simulations for the respective processes. The
uncertainty band corresponds to the uncertainties in the full Run-II SL com-
bination. For better visibility, the signal templates are scaled to the total
background contribution in the pre-fit figures (colored lines).
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Figure 10.8: Discriminants in the SL channel in the ratio observable times STXS
ANN output for the last STXS bin category. Shown are the pre-fit
(left) and post-fit (right) distributions for 2016 (top), 2017 (middle), and
2018 (bottom). The black points represent the observed data. The stacked
distributions correspond to the simulations for the respective processes. The
uncertainty band corresponds to the uncertainties in the full Run-II SL com-
bination. For better visibility, the signal templates are scaled to the total
background contribution in the pre-fit figures (colored lines).
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Table 10.1: Goodness-of-Fit p-values for the statistical model used for the cross
section measurement. Shown are the p-values for the individual SL analysis
categories and their combination. Each block corresponds to either one of
the years of data taking or the full Run-II luminosity. The values are sorted
according to the p-values in each block, respectively.

Combination p Values
≥ 4j, ≥ 4t (2016) 0.99
Combined (2016) 0.96
≥ 4j, 3t (2016) 0.87
Combined (2017) 0.98
≥ 4j, ≥ 4t (2017) 0.97
≥ 4j, 3t (2017) 0.88
≥ 4j, 3t (2018) 1.00
Combined (2018) 0.98
≥ 4j, ≥ 4t (2018) 0.87
≥ 4j, ≥ 4t (full Run-II) 1.00
Combined (full Run-II) 0.94
≥ 4j, 3t (full Run-II) 0.85

bin are also valid here. The observable shows a good separation of the STXS classes and
the background processes. Moreover, the previously discussed separation between the
individual STXS bins follows the behavior that is highlighted in the confusion matrices.
Additionally, the coarse binning of the distributions indicates that the number of events in
the category is much smaller than for the discriminant in the first STXS bin. Given the
spectrum of the 𝑝H

T discussed in Chap. 2 and Sec. 5.3, this is in line with the expected
behavior. Overall, all STXS categories display a reasonable compatibility of the simulated
samples and the observed data within the uncertainties.

This compatibility is further quantified with the Goodness-of-Fit (GoF) method as in-
troduced in Sec. 8.2. The resulting p-values are listed in Tab. 10.1 and further indicate
excellent compatibility between the simulated samples and the observed data within the
statistical model used for the cross section measurement.

10.3.2 Nuisance parameter pulls and impacts

The impact of the nuisance parameters on the cross section inference in the respective STXS
bins is calculated as described in Sec. 8.3.2. Figure 10.9 shows the 20 nuisance parameters
with the largest impact on the inference of the cross section for the first STXS bin. The
expected ranking is defined by performing the parameter estimation with a pseudo data
set which corresponds to the SM expectation, i.e. the sum of the signal and background
simulations. The signal inference for the first STXS bin is expected to be dominated by
modeling uncertainties on the tt + jets backgrounds as well as experimental uncertainties
and uncertainties due to the limited number of simulated events. These parameter groups
are discussed in more detail in the following.

Since the tt + jets processes are the most important background processes in the ttH(bb)
measurement, a large impact of the corresponding modeling parameters is reasonable. In
particular, most of the high-ranking parameters are related to the modeling of the tt + bb
process, such as the uncertainties on the renormalization and factorization scales, the
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Figure 10.9: Impacts in the first STXS bin for the full Run-II SL combination.
Shown are 20 nuisance parameters with the largest impact on the signal
inference in the fit to a pseudo data set corresponding to the SM (top) and to
the observed data (bottom). The post-fit pulls and constraints are shown in
the middle panel. The right-hand side panel indicates the magnitude of the
impact on the signal inference of the corresponding parameter.
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ME-PS matching, the underlying event simulation and additional gluon splitting effects.
This behavior is to be expected since this is an irreducible background in the ttH(bb)
analysis.

Among the experimental uncertainties, different sources of the Jet Energy Scale (JES) and
Jet Energy Resolution (JER) have the largest impact on the cross section inference in the
first STXS bin. Since these uncertainties model variations in the energy measurement of
the reconstructed jets, they can cause migrations of events in and out of the analysis phase
space. These migration effects are expected to be most pronounced for jets with transverse
momenta of the order of the lower limit in the jet selection as introduced in Sec. 4.3, which
is 30 GeV. Furthermore, many of the JES and JER uncertainties are large for small values
of the transverse momentum of reconstructed jets, as shown in Ref. [198]. Due to its
definition in the low-𝑝H

T region, the first STXS bin is the category that is the most likely
to contain such lower-energy jets with respect to the other STXS regions. Therefore, it
is plausible that the signal inference in the first STXS bin is susceptible to effects by the
JES and JER. Additionally, it is notable that most of these uncertainties are strongly
constrained. This is due to the limited number of simulated events in the corresponding
varied distributions, an effect that has been observed and documented in the ttH(bb)
analyses presented in Refs. [21, 133, 137]. Additionally, the b-tagging uncertainty modeling
the effects of the tt + lf contamination in the heavy-flavor control region used for deriving
the b-tagging scale factors for heavy-flavor jets is expected to have a large impact. This
contamination increases in the low-energy regime since additional heavy-flavor jets are less
likely in this region. Of all STXS bins, the first is expected to be the most sensitive to
this kinematic range. Therefore, the large impacts of the parameters modeling the tt + lf
contamination in the derivation of the b-tagging scale factors is reasonable.

Finally, the last group of uncertainties that are among the 20 parameters with the largest
impact on the signal inference for the first STXS bin are related to the limited size of the
simulated samples. These parameters vary the content of the bins to large discriminant
values of the 2016 and 2017 distributions for the category dedicated to the first STXS
bin in the ≥ 4j, ≥ 4t region. As already discussed in the previous section, these bins are
expected to be especially enriched in events attributed to the first STXS bin. Consequently,
it is reasonable that parameters that cause a variation in these particular high-sensitivity
bins have a large impact on the inference of the cross section in the first STXS bin.

Although the magnitude of the impacts of the different nuisance parameters is different, the
list of uncertainties is generally similar to the list shown for the inclusive ttH(bb) analysis.
Given the distribution of 𝑝H

T introduced in Secs. 2 and 5.3, this is expected since most
of the ttH(bb) events should be located in the first three STXS bins. Consequently, the
inclusive ttH(bb) analysis is dominated by the effects in the low-𝑝H

T regime, which is why
the general ranking of the impacts is comparable.

The bottom illustration of Fig. 10.9 shows the impact ranking in the fit to observed
data. Overall, the ranking and the order of magnitude of the impacts agree well with
the expectation, which indicates the good compatibility of the simulated samples and the
observed data already observed in the previous section. The uncertainties on the modeling
on the tt + jets processes that were expected to have a large impact on the signal inference
for the cross section in the first STXS bin show the same behavior in the fit to observed
data. Additionally, the freely-floating normalization parameters for the tt + bb and the
tt + cc processes are now among the 20 parameters with the largest impact. This behavior
arises from the reduced constraints on these parameters with respect to the expected values,
which is approximately 25 % for the tt + bb and 10 % for the tt + cc normalization. The
increased parameter range for these uncertainties leads to a corresponding larger impact
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on the signal inference, which is shown in the figure. As discussed in Sec. 8.3.2, a large
impact of the freely-floating normalization parameter is to be expected when considering
the final states of these processes.

The ranking in the fit to observed data includes fewer experimental uncertainties than
expected. This is due to the fact that the parameter estimation yields tighter constraints on
these parameters with respect to the expectation. Smaller constraints impede the impact
of these uncertainties on the signal inference, which is why the magnitude of the impacts is
smaller. Consequently, they are not among the 20 parameters with the largest impact.

Finally, the number of uncertainties related to the limited size of the simulated samples
among the 20 parameters with the largest impact on the signal inference is larger than
expected. This feature arises from the diminished impacts of the experimental uncertainties.
While the magnitude of the impacts for these parameters decreases in the fit to observed
data with respect to the expected values, the impact of the uncertainties on the limited size
of the simulated samples is comparable with their expected impact on the signal inference.
As a result, these uncertainties are among the 20 parameters with the largest impact on
the cross section measurement in the first STXS bin. Similar to the discussion for the
expected impacts of the uncertainties, the parameters that are now part of the top-ranking
uncertainties modify the yield in the high-sensitivity bins of the category most-enriched in
events attributed to the first STXS bin. Consequently, the large impact of these parameters
on the signal inference is reasonable.

Generally, the size of the impacts and the post-fit constraints on the respective parameters
are compatible with the expected values. Additionally, the post-fit estimations for the
different parameters are compatible with the expected values within approximately two
standard deviations, which indicates a reasonable degree of compatibility. This further
validates the simulated samples and the statistical model used for the parameter estimation.

The upper part of Fig. 10.10 shows the expected impact ranking for the last STXS bin.
Similar to the first STXS bin, uncertainties related to the modeling of the tt + jets processes
are expected to have a large impact on the cross section measurement in the last STXS
bin. Additionally, the final-state radiation (FSR) uncertainties on the tt + bb and tt + cc
processes are among the 20 parameters with the largest impact. The probability for
emissions in the final state is proportional to the energy of the particles. Therefore, it is
reasonable that the FSR uncertainties for the most dominant background processes have a
large impact on the measurement in the last STXS bin, which is expected to be sensitive
to effects at high energies by construction. Furthermore, the PDF shape uncertainty for
the tt + bb process has an impact of approximately 10 % on the signal inference. This is
plausible since this parameter adds a degree of freedom to the modeling of the most signal-
like background process, which is reflected in a corresponding correlation of approximately
9 %.

Compared to the measurement of the first STXS bin, there are fewer JES and JER
uncertainties among the parameters with the largest impact on the inference in the last
STXS bin. As discussed before, many of the JES and JER uncertainty sources decrease in
size as a function of the reconstructed jet 𝑝T [198]. Consequently, it is not surprising that
fewer of these parameters have a large impact on the signal inference in the last STXS bin.
Indeed, many of these uncertainties that are expected to be among the 20 parameters with
the largest impact on the measurement are specifically constructed for reconstructed jets
with large |𝜂| values. As shown in Fig. 10.4, some of the most important observables for
the classification of events into the last STXS bin are related to the tHq hypothesis, which
employs information of such jets. Therefore, the ranking of these parameters shown in the
upper part of Fig. 10.10 is reasonable.
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Figure 10.10: Impacts in the last STXS bin for the full Run-II SL combination.
Shown are 20 nuisance parameters with the largest impact on the signal
inference in the fit to a pseudo data set corresponding to the SM (top) and
to the observed data (bottom). The post-fit pulls and constraints are shown
in the middle panel. The right-hand side panel indicates the magnitude of
the impact on the signal inference of the corresponding parameter.
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Finally, uncertainties arising from the limited size of the simulated samples are expected
to have a large impact on the measurement in the final STXS bin. Compared to the
measurement in the first STXS bin, the fraction of such parameters among the 20 parameters
with the greatest impact is larger. This is plausible considering the distributions in the
categories dedicated to the last STXS bin as shown in Fig. 10.8. The binning of these
distributions is much coarser, reflecting the smaller number of events expected for the
high-𝑝H

T region. As a result, the statistical inference in the last STXS bin is more susceptible
to parameters that model the statistical fluctuations in this region, thus explaining their
large impact.

The lower part of Fig. 10.10 displays the 20 parameters with the largest impact on the
measurement in the last STXS bin in the fit to observed data. Compared to the expected
ranking of the uncertainties, the fraction of JES- and JER-related parameters decreased
and more modeling uncertainties for the tt + jets background processes are ranked high.
This can be explained by the stringent constraints placed on the experimental uncertainties,
as previously discussed in the review of the impacts on the measurement in the first STXS
bin. The parameters that migrated into the list of the 20 uncertainties with the largest
impact on the measurement are related to the dominant tt + jets background processes,
which is reasonable as discussed previously. In general, the constraints and the size of
the impacts for the different parameters agree well with the expected values. The post-fit
estimations of the uncertainties agree with the expectation within approximately two
standard deviations, which again indicates good agreement of the simulated samples and
the observed data.

As shown in Chap. 9, the consideration of the dileptonic and fully-hadronic tt decay modes
increases the sensitivity of the inclusive ttH(bb) measurement. The same is true for the
cross section measurement in the scope of the STXS framework, which is indicated in the
comparisons of the impacts shown in Figs. 10.11 and 10.12. For this comparison, the STXS
measurement presented in Ref. [137] is modified to enable the interpretation in terms of a
direct measurement of the cross section as explained in Sec. 10.1. The post-fit estimations
for the different parameter values in the SL channel are compatible with the estimation in
the full ttH(bb) measurement within one standard deviation, which further validates the
previously discussed measurements. Furthermore, the overall ranking of the parameters
is similar to the previously presented results in the SL channel. Therefore, the previous
explanations are also applicable to the fully-combined ttH(bb) measurement.

The order of magnitude of the impacts in the fully-combined ttH(bb) measurement is smaller
than in the SL fits. Furthermore, the fraction of uncertainties related to the limited size of
the simulated samples is larger with respect to the fit using the combined statistical model
in the SL channel. This indicates that the additional information provided by the other
decay channels improves the control over the theoretical and experimental uncertainties
in the fully-combined ttH(bb) measurement, thus making the parameters related to the
limited number of events available for the parameter estimation more important. This
effect is especially evident for the measurement in the last STXS bin, which is completely
dominated by these uncertainties.

Overall, the impact of the nuisance parameters on the measurement as well as their post-fit
estimations and constraints are reasonable, thus indicating that the statistical models in
the SL channel and the fully-combined ttH(bb) measurement are capable of describing the
observed data. The following section will focus on the expected sensitivity of the cross
section measurement.
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Figure 10.11: Comparison of the impacts computed for observed data in the first
STXS bin. Shown are 20 nuisance parameters with the largest impact on
the signal inference in the fit to the observed data in the statistical model
for the full Run-II SL (top) and the full ttH(bb) combination (bottom). The
post-fit pulls and constraints are shown in the middle panel. The right-hand
side panel indicates the magnitude of the impact on the signal inference of
the corresponding parameter.
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Figure 10.12: Comparison of the impacts computed for observed data in the last
STXS bin. Shown are 20 nuisance parameters with the largest impact on
the signal inference in the fit to the observed data in the statistical model
for the full Run-II SL (top) and the full ttH(bb) combination (bottom). The
post-fit pulls and constraints are shown in the middle panel. The right-hand
side panel indicates the magnitude of the impact on the signal inference of
the corresponding parameter.
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Figure 10.13: Expected sensitivity of the cross section measurement. The uncer-
tainties are extracted in a fit to pseudo data corresponding to the full Run-II
SL combination (left) and the full ttH(bb) measurement (right).

10.3.3 Cross section measurement

As already mentioned in the beginning of this section, the following discussion focuses
on the preliminary expected sensitivity obtained in a fit to pseudo data corresponding
to the SM predictions of the signal and background processes. Figure 10.13 shows the
expected cross sections in the respective STXS bins and the corresponding uncertainties in
the parameter estimation. All measurements are dominated by the statistical uncertainty,
which is expected given the small ttH production cross sections in the individual STXS
bins. The measurement of the first STXS bin in the SL channel shows a large contri-
bution of the systematic uncertainty. This is in line with the behavior observed for the
impacts of the nuisance parameters, which showed a large influence of both theoretical and
experimental uncertainties on the inference in this STXS bin. The contributions of the
systematic uncertainties decreases in the following STXS bins, before it increases again in
the measurement in the last bin. The cross section inference in the third and forth STXS
bin are expected to be the most precise measurements in the SL channel.

The right-hand side of Fig. 10.13 shows the measurement using the full ttH(bb) combination.
The additional information provided by the DL and FH decay channels is expected to
greatly improve the sensitivity in all STXS bins. This improvement is most pronounced
in the measurement of the first and last bins, where the contributions of the systematic
uncertainties decrease by up to 40 %. This is due to the same behavior as previously
discussed in the comparison of the impacts of the nuisance parameters on the signal
inference. The additional information provided by the other decay channels improves the
control over the systematic uncertainties, thus improving the measurement. The statistical
uncertainties improve by up to 30 % in the STXS bins with the smallest production
probability with respect to the results obtained in the SL channel. This is the expected
behavior as the full ttH(bb) phase space yields more data for the analysis, thus improving
the statistical precision. A comparison with Fig. H.48 in App. H.2 indicates that the
largest improvement in the full combination is expected to originate from the DL channel.
Following the discussion in Chap. 9, this behavior is reasonable due to the high signal
purity in this channel. The addition of the FH channel decreases the contributions of
both the statistical and the systematic uncertainties by approximately 10 %. The expected
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sensitivity of this measurement is comparable with preliminary results published by the
ATLAS collaboration presented in Ref. [264].

Currently, the only available STXS measurement for the ttH production channel within the
CMS collaboration analyzed events where the Higgs boson decays into two photons, which
is presented in Ref. [265]. The precision of this measurement is between 52 % and 126 %,
depending on the exact STXS bin. In particular, the uncertainties in the high-𝑝H

T bins are
especially large compared to the expected results presented in this thesis. Consequently,
a combination of the analyses presented in Ref. [265] and in this thesis could potentially
increase the sensitivity of future measurements significantly.

This STXS measurement is the first statistical analysis that provides details about 𝑝H
T in

the ttH(bb) channel in the CMS collaboration. Apart from the tests of the SM discussed
so far in this chapter, this also allows for powerful tests of BSM theories. The subsequent
section will discuss the potential contribution to such tests that the ttH(bb) analysis can
provide.

10.4 Comparison with the Standard Model Effective Field
Theory

As already discussed in Chap. 2, the ttH production channel is potentially sensitive to
BSM contributions. To this end, the predictions of the Standard Model Effective Field
Theory (SMEFT) are compared to the expected cross section measurements in the scope of
the STXS framework reviewed in the previous section. As already discussed, the full ttH(bb)
combination yields the highest precision for the cross section measurements. Therefore, the
results obtained in full combination are used to gauge the potential sensitivity of the ttH(bb)
channel to the different SMEFT operators at next-to-leading-order QCD perturbation
theory: the chromomagnetic dipole moment 𝒪𝑡𝐺, the effective gluon-Higgs coupling 𝒪𝜙𝐺

and the shift in the top-Higgs Yukawa coupling 𝒪𝑡𝜙. The comparison is performed using
the simulated samples described in Sec. 5.3 in two schemes.

In the individualized scheme, the three operators of interest introduced in Chap. 2 are
considered individually, while the contributions of the other operators are neglected. The
results are shown in Fig. 10.14. The constraints on the contributions of the three SMEFT
operators in this scheme from other measurements are already strong, which is indicated
by the uncertainty bands in the corresponding colors. The simulated predictions for the
individual SMEFT operators are compatible with the corresponding SM prediction. As
discussed in Ref. [69], this is driven by the high precision of other Higgs-related analyses,
such as the gluon fusion production channel. While the ttH(bb) channel is indeed sensitive
to the BSM contributions, the current expected sensitivity of the measurement in the
STXS framework is too small to constrain the contributions in this scheme.

In the marginalized scheme, the contributions of all SMEFT operators are considered by
using the marginalized likelihood for the parameter estimation as described in Ref. [69].
The comparison of the predictions in this approach to the cross section measurement in the
ttH(bb) analysis are shown in Fig. 10.15. Since the posterior correlations of contributions
of the different operators are not known for the event simulation, the other operators
are fixed to their central values for the calculation of the uncertainties for the individual
contributions. Consequently, the parameter estimation considers the contribution of all
SMEFT operators simultaneously, resulting in larger confidence interval compared to the
individualized scheme. Additionally, the central values in this approach are larger, thus
increasing the contribution of the individual SMEFT operators. This is especially apparent
in the high-𝑝H

T bin, where the deviation from the corresponding SM prediction is most
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Figure 10.14: Comparison to the SMEFT predictions using the individual
scheme. The STXS measurement corresponds to the expected sensitiv-
ity obtained in the full ttH(bb) combination. The values used to generate
the SMEFT predictions and the uncertainties indicated by the vertical bars
are listed in Tab. 5.7.

pronounced. The 𝑝H
T spectrum indicates especially large variations due to the shift in

the top-Higgs Yukawa coupling and the monochromatic dipole moment. This is in good
agreement with the expected behavior as presented in Ref [17].

Overall, the expected precision of the cross section measurement in the ttH(bb) analysis is
comparable with the current sensitivity of the parameter estimation presented in Ref. [69].
In particular, the measurement of the high-𝑝H

T region is expected to further contribute
to the sensitivity to these SMEFT operators. This is in line with the recently-published
discussion presented in Ref. [18], where the authors show that especially analyses targeting
the H→ bb decay channel in the boosted regime are sensitive to contributions originating
from the chromomagnetic dipole and the modified top-Higgs Yukawa coupling. The results
shown in Fig. 10.15 confirm this claim. Consequently, the ttH(bb) channel can contribute to
the sensitivity in future iterations of analyses aiming to measure the SMEFT contributions.

After this preliminary test of the potential constraining power of the ttH(bb) analysis,
future dedicated measurements in this channel are of special interest in the search for
BSM physics. Contrary to the results at truth-level shown here, this requires the full
simulation chain common in high-energy physics. Moreover, a statistical model with a
proper parameterization of the SMEFT effects needs to be constructed, which will enable
dedicated parameter estimations similar to the results presented in this thesis. Such
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Figure 10.15: Comparison to the SMEFT predictions using the marginalized
scheme. The STXS measurement corresponds to the expected sensitiv-
ity obtained in the full ttH(bb) combination. The central values for the three
SMEFT operators in this scheme and thus their nominal predictions is the
same in this scheme. The values used to generate the SMEFT predictions
and the uncertainties indicated by the vertical bars are listed in Tab. 5.7.

measurements pose challenges that are yet to be addressed and are beyond the scope of
this thesis.

125





11 Projected expected sensitivity of the
ttH(bb) measurement at the HL-LHC

After discussing the current state of the analysis in Part II and the first steps towards
differential measurements in Chap. 10, it is intuitive to investigate the future of the ttH(bb)
analysis. In the scope of this thesis, the expected sensitivity of the ttH(bb) analysis was
projected to future data sets, in particular at the HL-LHC. The future scenarios considered
in this study are listed in Tab. 11.1.

The initial values for the interpolation are based on the ttH(bb) analysis using the data
set recorded in 2016 with 35.9 fb−1 described in Ref. [133]. The studies contributed to the
formulation of the European strategy for particle physics and are summarized in Refs. [33,
266]. The following sections will briefly discuss these results. First, the assumptions and
scenarios of the projection studies are discussed. Afterwards, the results of the study are
discussed and compared with the current sensitivity of the ttH(bb) analysis achieved at
the end of Run-II of the LHC.

11.1 Projection scenarios and assumptions
As already mentioned, the starting point for the projection is the ttH(bb) analysis with
the dataset recorded in 2016 with the CMS detector. This implies that no improvements

Table 11.1: Future data sets considered for the sensitivity projection. The pro-
jections are performed by scaling the expected event yields and uncertainty
constraints to the respective integrated luminosity 𝐿int.

Future Dataset Integrated Luminosity 𝐿int in fb−1

Initial dataset (2016) 35.9
Full LHC Run-II† 100
Full LHC Run-III 300
First runs of HL-LHC 1000
Full HL-LHC 3000

†: Value corresponds to luminosity expected prior to LHC Run-II, does not correspond to
final luminosity achieved after Run-II
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Table 11.2: Uncertainty scaling in the projection scenarios. Scaling of the systematic
uncertainties relative to the 2016 data analysis under the scenarios S1 and S2.
The value 𝑅int is the ratio of the assumed 𝐿int with respect to 35.9 fb−1. The
scenarios are further defined in the text. Taken from [266].

Source S1 S2
b tag HF/LF (stat) same 1/

√
𝑅int

b tag HF/LF (others) same same
lepton ID/iso same 1/

√
𝑅int (floor 0.5)

lepton trigger same 1/
√
𝑅int

JER; JES, flavor components;
JES, resolution components

same 1/
√
𝑅int (floor 0.5)

JES, pileup components same same
JES, absolute components same 1/

√
𝑅int (floor 0.3)

JES, relative components same 1/
√
𝑅int (floor 0.2)

JES, time components; JES,
method components

same 1/
√
𝑅int

luminosity same 1%
theory uncertainties same halved

incl. tt cross-section
(renorm./fact. scales, PDF)
incl. ttH cross-section
(renorm./fact. scales, PDF)
𝜇R/𝜇F scales
(ME generator)
PS ISR/FSR/matching
underlying event
pileup
PDF (shape contribution)

tt + HF background norm (add.
50% cross-section uncertainty)

same halved

MC stat. none none

in the analysis strategy since then are covered within the study. The projection is later
compared to the full Run-II result of the ttH(bb) analysis discussed in Part II to validate
this assumption.

In the scope of the projection studies, experts in both experimental and theoretical physics
formulated two scenarios to estimate the physics potential of the CMS detector:

Run-2 systematic uncertainties (S1): The performance of the CMS detector and the
accuracy of the theoretical predictions are assumed to stay constant. This scenario is used
as a conservative baseline.

YR systematic uncertainties (S2): Theoretical uncertainties are halved to account for
more accurate calculations and techniques. The experimental uncertainties are scaled
as a function of the square root of the integrated luminosity 𝐿int until the uncertainties
reach a defined minimum value. This accounts for the improved statistical sensitivity of
experimental measurements in e.g. dedicated control regions. The floor values are chosen
according to the expected performance of the physics objects with the upgraded CMS
detector at the HL-LHC summarized in Sec. 3.4 and presented in more detail in Ref. [80].
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Figure 11.1: Expected significance on 𝜇ttH as a function of the integrated lumi-
nosity. The expected significance of the ttH(bb) measurement is shown in
units of Gaussian standard deviations. The solid lines show the results for the
two scenarios considered in this projection study. The dashed lines indicate
the significance required to claim evidence (3𝜎) and an observation (5𝜎) of
ttH(bb).

In both scenarios, the uncertainty due to the limited number of simulated events is neglected,
assuming sufficiently large samples in future iterations of the analysis. The assumptions
for both scenarios are summarized in Tab. 11.2. Technically, the prior uncertainty that
enters the test statistic used for the statistical inference is scaled as depicted in the table.
More details can be found in Ref. [266].
The following section discusses the expected sensitivity for these scenarios.

11.2 Projected sensitivity
The expected sensitivity is studied in terms of expected significance and the corresponding
uncertainty on the ttH(bb) signal strength modifier 𝜇ttH as defined in Sec. 8.1. Figure 11.1
shows the expected significance for 𝜇ttH as a function of the integrated luminosity. The
significance grows continuously with increased luminosity, signifying the rising sensitivity
due to the larger amount of data. Both scenarios agree well up to approximately 300 fb−1.
Beyond this point, the optimistic scenario S2 projects a higher sensitivity. This is expected
due to the reduction of the prior systematic uncertainties in this scheme that becomes
dominant with increased luminosity. Both scenarios predict an observation of the ttH(bb)
process with approximately 200 fb−1, which corresponds to slightly more than the data
recorded at the CMS experiment during Run-II of the LHC. Both scenarios indicate a
high sensitivity to the ttH(bb) process at the time of the HL-LHC. This will enable future
analyses to perform more sophisticated measurements of e.g. differential distributions,
which will in turn yield more insight and sensitivity to predictions of the Standard Model
and beyond.
To gain a deeper understanding of the evolution of the sensitivity as a function of the
integrated luminosity, the uncertainty in the measurement of 𝜇ttH is discussed next. The
total uncertainty is split into groups according to the following sources:
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Table 11.3: Projected contributions of the different uncertainty groups to the
total uncertainty in the estimation of 𝜇ttH. All values are given in
percent relative to 𝜇ttH = 1. Table taken from Ref. [266]

S1 S2
Source 35.9 fb−1 300 fb−1 3000 fb−1 35.9 fb−1 300 fb−1 3000 fb−1

Total 48.7 20.4 11.1 46.1 17.6 7.3
Stat 26.7 9.3 2.9 26.7 9.3 2.9
Sig. Theory 10.8 9.3 8.7 5.0 4.5 4.4
Bkg. Theory 28.6 10.3 4.1 25.6 9.6 3.5

Add. tt + HF XS 14.6 2.6 0.8 16.5 3.1 0.7
Exp 17.4 8.7 4.2 16.6 6.7 2.6

Luminosity 1.6 1.8 1.8 0.5 0.7 0.8
B tagging 12.0 6.1 2.8 10.8 4.4 1.6
JES 10.9 4.5 1.6 11.3 4.4 1.6

Stat: the statistical uncertainty of the fit;

Sig. Theory: all ttH(bb)-related theory uncertainties, specifically on the inclusive produc-
tion cross section;

Bkg. Theory: all theory uncertainties related to the tt background processes, namely: par-
ton shower (PS) initial-state radiation (ISR)/final-state radiation (FSR)/ME-PS matching,
underlying event, pileup, shape contributions of the 𝜇R/𝜇F scales in the matrix element (ME)
calculation and the PDF set, effects on the inclusive cross section (renormalization/factor-
ization scales, PDF) and tt + HF background normalization (additional 50 % cross section
uncertainty);

add tt + HF XS: the subgroup of the background theory uncertainty that contains the
additional 50 % tt + HF background normalization uncertainty parameters, i.e. for the
tt + bb, tt + 2b, tt + b and tt + cc normalizations, respectively;

Exp: uncertainties related to the experimental setup. This group is further divided into
the following subgroups:

Luminosity: the luminosity uncertainty;

b-tagging: all sources of uncertainties related to the b-tagging of heavy-flavor, light-
flavor and charm-flavor jets;

JES: all Jet Energy Scale (JES) uncertainties;

The projected uncertainties are shown in Fig. 11.2. Table 11.3 lists the values for a subset of
these projections. Since the discriminants are the same in both scenarios, the contributions
of the statistical uncertainties to the sensitivity are the same. They approximately fall
with 1/

√
𝐿int which is also the expected behavior for Poisson statistics.

The theoretical uncertainties on the background prediction (Bkg. Theory) has the largest
contribution to the total expected uncertainty at 35.9 fb−1. This behavior is mainly
driven by the tt + HF normalization parameters, which are constructed with a large prior
uncertainty. The tt + HF background consists of the irreducible background processes for
the ttH(bb) measurement. Since the distinction between the processes is very difficult, large
uncertainties on the background processes are expected to have a sizable impact on the
ttH(bb) measurement. Therefore, the large contribution to the total uncertainty is to be
expected. In both scenarios, the contributions of the background theory uncertainties are
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Figure 11.2: Expected uncertainties on the ttH(bb) signal-strength modifier as
a function of the integrated luminosity. Shown are the total expected
uncertainty as well as the contributions of the respective groups of uncertainty
sources for the conservative Run-2 systematic uncertainties (S1) (top) and
the optimistic YR systematic uncertainties (S2) (bottom) scenarios. Figures
taken from Ref. [33].
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Figure 11.3: Expected uncertainty on 𝜇ttH as a function of the tt + HF normal-
ization uncertainties. Shown is the total expected uncertainty on the 𝜇ttH
estimation as a function of the prior uncertainty assigned to the tt + HF nor-
malization in the optimistic scenario S2 at 35.9 fb−1 (left) and 3000 fb−1 (right).
Figures taken from supplementary material of Ref. [266].

strongly decreasing with an increasing amount of luminosity. This is reasonable since the
increased statistical precision allows for a more powerful measurement of the background,
thus constraining the uncertainties and limiting the influence on the signal inference.

It is noticeable that the contribution of the background theory uncertainty group is very
similar between the scenarios, despite the reduction of the a priori uncertainties in scenario
S2 by a factor of two. To further understand this effect, the projection was performed
as a function of the prior uncertainty on the tt + HF normalization. The results are
summarized in Fig. 11.3. The study showed that already at 35.9 fb−1, a reduction of the a
priori uncertainty by a factor of ten leads to a relative improvement in the total post-fit
uncertainty on 𝜇ttH of 8 %. The projection for 3000 fb−1 indicates a relative improvement
of 3 %. Consequently, a mere reduction of the a priori uncertainty on the modeling of the
irreducible background improves the sensitivity on the ttH(bb) measurement only by a
little, which necessitates improvements in the modeling of these processes. This was one of
the main inspirations for the changes in the analysis strategy which are implemented in
the full Run-II analysis described in Part II.

The experimental uncertainties have a sizable contribution to the total uncertainty of
the 𝜇ttH measurement. At 35.9 fb−1, this group is dominated by the b-tagging and JES
uncertainties. This is very reasonable since the event selection and signal discrimination
depends heavily on the b-tagging. In both scenarios, these uncertainties decrease with
increased statistical precision and thus growing constraining power of the different processes
involved in the analysis. The contribution of the b-tagging uncertainties decreases faster
in S2, indicating that the improved performance expected for the CMS detector has
the potential to improve the sensitivity of the analysis. The contribution of the JES
uncertainties is very similar between the scenarios. This suggests that the enhanced
performance of the detector will not be able to improve the sensitivity with the strategy
for the JES uncertainties used in these projection studies. This necessitates a more refined
parameterization of these sources of uncertainty, which is yet to be defined. The projection
also clearly shows the increasing relative importance of the luminosity uncertainty. While it
only contributes little at 35.9 fb−1, it is one of the dominant experimental uncertainties at
the full HL-LHC statistical precision. Since this source of uncertainty cannot be constrained
in situ in any cross section measurement by construction, it is essential to improve the
precision by dedicated measurements. This is indicated by S2, which shows that the
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contribution of the luminosity uncertainty can be reduced by further reducing the a priori
uncertainty entering the ttH(bb) analysis.

Finally, the theory uncertainties on the signal prediction contribute to the total expected
uncertainty on the ttH(bb) measurement. Much like the luminosity uncertainty, these
uncertainties have a direct impact on the signal inference and can therefore not be con-
strained in situ. Consequently, the signal theory uncertainties gain relative importance
as the statistical power of the analysis increases. At the end of the HL-LHC, this group
of parameters is expected to be the dominant source of uncertainty in the ttH(bb) mea-
surement. This clearly illustrates the importance of more precise theory calculations and
simulations of the ttH(bb) process.

The impact of individual sources of uncertainty on the ttH(bb) measurement is shown in
Figs. 11.4 and 11.5 at 35.9 fb−1 and 3000 fb−1, respectively. This quantity is calculated
as described in Sec. 8.3.3. Each nuisance parameter is set to its ±1𝜎 post-fit confidence
interval value. At each of these points, the signal strength is re-estimated. Finally, the
impact is the difference between the global best-fit estimation of 𝜇ttH and the re-estimated
values. The ranking of the nuisance parameters generally reflects the effects discussed
above for the different uncertainty groups. At 35.9 fb−1, the uncertainty with the largest
impact on the signal inference by far is the additional 50 % cross section uncertainty on the
tt + bb process. Since this process is the irreducible background to the signal process, it is
reasonable that a large uncertainty that changes the tt + bb yield causes some ambiguity
when measuring the yield of a similar processes such as the ttH(bb) process. Whenever
the background yield is modified, the signal yield has to be updated as well to mitigate the
ensuing differences.

The impact ranking changes at 3000 fb−1. The most important change with respect to
the projected impacts at 35.9 fb−1 is the reduction of the impact of the additional cross
section uncertainties on the tt + HF background processes in both scenarios. This is due
to the increased amount of data, which allows a precise measurement of the yield of these
processes. Consequently, the constraints on the additional cross section uncertainties are
strong, limiting their impact on the signal inference. Moreover, the parameters with the
highest impacts on 𝜇ttH are related to the calculation of the inclusive cross section of
ttH. As already mentioned in the discussion of the contributions to the total expected
uncertainty on 𝜇ttH by the respective uncertainty groups, these uncertainties cannot be
constrained in situ during the fit. On the other hand, the other parameters are constrained,
which reduces their impact on the measurement. Therefore, the relative importance of
the uncertainties on the inclusive ttH cross section increases. This effect becomes more
pronounced with higher luminosities and is most prominent at 3000 fb−1. As previously
discussed, this shows the importance of future improvements of the calculations for the
ttH process in order to gain more sensitivity in future ttH(bb) measurements.

In scenario S1, most of the parameters with the highest expected impact are related to
the b-tagging procedure and the modeling of the tt + jets background processes. This is
very close to the behavior at 35.9 fb−1, which is expected since the uncertainty model in
S1 stays the same. While some of the constraints on the nuisance parameters certainly
benefit from the improved statistical precision, the underlying prior uncertainties do not
change. Therefore, it is reasonable that uncertainty sources that are not benefiting from
increased number of events, such as the b-tagging or background model parameters, have
a high impact at both luminosities.

Contrary to this behavior, only the group of these nuisance parameters with the largest
prior uncertainties are ranked high in S2. This is due to the reduction of the a priori
uncertainties in this scenario, which becomes stronger with increasing luminosity especially
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Figure 11.4: Top 20 parameters with the largest projected impact on the 𝜇ttH
estimation at 35.9 fb−1. Shown are the 20 parameters with the largest
projected impact on 𝜇ttH at 35.9 fb−1 in scenario S1 (top) and S2 (bottom),
respectively. All impacts were calculated with pseudo data generated from
the sum of the signal and background predictions.
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Figure 11.5: Top 20 parameters with the largest projected impact on the 𝜇ttH
estimation at 3000 fb−1. Shown are the 20 parameters with the largest
projected impact on 𝜇ttH at 3000 fb−1 in scenario S1 (top) and S2 (bottom),
respectively. All impacts were calculated with pseudo data generated from
the sum of the signal and background predictions.
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for the b-tagging parameters. This enables the fit to place stronger constraints on these
uncertainties, which in turn limits the impact on the signal inference. This impact ranking
clearly indicates which sources of uncertainty are in need of improvements beyond the
estimation used in this projection. On the theory side, the uncertainties on the inclusive ttH
cross section at NLO and the next-to-next-to-leading-logarithmic (NNLL) parton shower
uncertainties for the tt + jets prediction are among the most important parameters. Apart
from calculations at higher orders, especially the latter uncertainties will benefit from more
sophisticated simulation techniques, such as more precise calculations of the inclusive tt
pair production or dedicated predictions for the tt + jets processes. Such improvements
are expected to yield a better description of the shape in the final observable for these
processes, which cannot be fully accounted for in the scope of this projections. On the
experimental side, the uncertainties on the b-tagging procedure for c-jets and the JES are
expected to have the largest impact on the 𝜇ttH measurement. While these uncertainties
will certainly benefit from the improved detector performance in the future, it is crucial to
develop new techniques to reduce these uncertainties.

Overall, all studies point to a high sensitivity of the future ttH(bb) analysis. This will
open new avenues for more sophisticated measurements, such as differential measurements.
Moreover, the increased statistical precision will allow the simultaneous measurement of
the signal and important background processes. This was already started in the full Run-II
ttH(bb) analysis described in Part II and will give valuable input for future calculations of
these processes. All of this will allow for more stringent tests of theory predictions from
the Standard Model or future models that have yet to be defined.

As mentioned at the beginning of the chapter, the basic assumption of these projection
scenarios is that the analysis strategy of the measurement does not change. However, as new
techniques and technologies are developed over time, the analysis strategy is continuously
updated to exploit the resulting new possibilities. In fact, many of the improvements in the
ttH(bb) analysis strategy have been developed in the scope of this thesis, as was already
discussed in Part II. The following section briefly summarizes the improvements between
the analysis of the data recorded in 2016 and the full Run-II analysis and compares the
current sensitivity with the sensitivity projected in the course of this study.

11.3 Comparison to the full Run-II analysis
The main differences between the setup used in the analysis of the data recorded in 2016
and the full Run-II analysis setup are listed in Tab. 11.4. First, the definition of the analysis
phase space changed. The ttH(bb) analysis of the 2016 data set described in Ref. [133],
which is the base for the projection studies, only considered events where the tt system
decays in at least one lepton. In the full Run-II analysis, all tt decay channels are used.
The consideration of all tt decay modes increases the sensitivity of the full Run-II analysis
by approximately 10 %.

The differences in the baseline selections mainly arise from the improved b-tagging algorithm.
After the projection studies were finished, the algorithm was updated twice. During each
update, the change in the selection efficiency was quantified using the ratio of signal events
over the square root of background events (S/

√
B), which quantifies the signal yield in

terms of the expected statistical fluctuations of the background processes and can thus
be used as a proxy for the sensitivity of the final categorization. The projection baseline
analysis employed the combined secondary vertex (CSVv2) algorithm [267], which was
based on a neural-network approach. This technique was superseded by its successor
DeepCSV [268], which used more information about the tracks of charged particles and
included more layers in its architecture than its predecessor. This improved the S/

√
B
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11.3 Comparison to the full Run-II analysis 137

Table 11.4: Differences between the projection baseline and the full Run-II anal-
ysis. The table summarizes the main differences between the initial analysis
for the projection and the full Run-II analysis that have a potential impact on
the sensitivity to the ttH(bb) signal.

Topic Baseline for Projections Full Run-II Analysis
Input Channels for the
Analysis

Dileptonic and Semileptonic
Channels

Dileptonic, Semileptonic and
Full-Hadronic Channels

Categorization 4 jets, 5 jets, ≥ 6 jets (≥ 4 jets, 3 b-tags), (≥ 4 jets,
≥ 4 b-tags)

b-tagging Algorithm Combined Secondary Ver-
tex (BDT) [267]

DeepJet (DNN) [120, 202]

Simulated Events Old underlying event tune Updated underlying event
tune

tt + bb Simulation Part of inclusive tt NLO simu-
lation (first add. b-jet at ME)

Dedicated NLO tt + bb sim-
ulation (both add. b-jets at
ME)

Network Training Sam-
ple

Dedicated 2016 simulation Combination of simulations for
2016, 2017 and 2018

Network Architecture
per Category

Up to four Hidden Layers with
100 nodes each

Four Hidden Layer with up to
2048 nodes each

Network Classification Classification into ttH(bb),
tt + 2b, tt + b, tt + bb,
tt + cc, tt + lf

Classification into ttH(bb),
tt + 2b, ttbb/b, tt + cc,
tt + lf, tHq, tHW

Uncertainty Definition Latest uncertainty definition
in 2017

Latest uncertainty definition
in 2020

Fitted Observables Distributions of ANN outputs Distributions of ANN outputs,
ratio observable

Treatment of Back-
ground Normalization
uncertainty

a-priori uncertainty of 50 %
for tt + bb, tt + 2b, tt + b and
tt + cc, respectively

Freely-floating parameters for
tt + bb and tt + cc, additional
50 % uncertainty for tt + 2b

in the signal-enriched category by approximately 18 % [21]. Afterwards, the b-tagging
algorithm was updated to the latest current standard in the CMS experiment, which is
the DeepJet tagger [120]. This improved the S/

√
B again by approximately 30 % in the

signal-enriched categories [137]. This improvement in sensitivity allowed for a different
categorization, which is based on the number of b-tagged jets instead of the number of jets.
This increased the number of events per category without significantly losing sensitivity to
the ttH(bb) signal process, which has proven to stabilize the uncertainty estimation.

Furthermore, the accuracy of the tt + bb background process simulation was improved. In
the 2016 analysis, the tt + bb description was based on an inclusive NLO tt simulation in
the five-flavor scheme introduced in Sec. 2.3. While the tt pair production is modeled very
precisely in this sample, only the first additional b-jet is part of the matrix element (ME)
calculation. All other additional jets originate from the parton shower (PS), which means
that the corresponding observables like the 𝑝T of the jets had only NNLL accuracy. As
already introduced in Sec. 5.1.2, the full Run-II analysis relies on a dedicated NLO tt + bb
sample in the four-flavor scheme, where the additional b-jets are both generated directly at
matrix element (ME) level. This simulation is expected to describe the kinematic properties
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better than the NNLL simulation. This change in the kinematic properties leads to a
higher tt + bb contribution in the signal-enriched categories, thus degrading the purity of
the final observables. This effect leads to a loss in sensitivity of approximately 10 % [137].
Additionally, the neural network architecture and training paradigm was updated. As
described in Part II, the full Run-II analysis considers dedicated simulated samples for
each year, respectively. As previously mentioned, the total number of events available for
training and the stability of the training are improved by using events from the simulated
samples for all three years simultaneously. The increased number of training events also
allowed for a more complicated network architecture. In the end, the signal efficiency in
the signal-enriched category increases by approximately 3 %. Furthermore, the selection
efficiency of the background processes is improved by up to 130 %. This in turn helps to
constrain the uncertainties on the backgrounds in the analysis, which helps improving the
final signal inference.
Finally, the statistical model itself was updated for the full Run-II analysis. In general,
both analyses used the latest recommendations from the dedicated expert groups within
the CMS collaboration at the time, which are updated regularly. The main differences
relevant for the ttH(bb) measurement impact the following groups of uncertainties:
Sig. Theory: The full Run-II analysis additionally considers ISR, FSR, 𝜇R and 𝜇F uncer-
tainties for the ttH processes, which were previously not part of the statistical model.
JES Uncertainties: The recommendation was updated by the corresponding group of
experts, reducing the number of uncertainty sources from 26 to eleven.
tt + heavy flavor Modeling: The parameterization of the tt + heavy flavor processes was
changed in order to fully exploit the improved tt + bb simulation. Most importantly, the
a priori uncertainty on the additional tt + heavy flavor cross sections was removed and
the normalizations are inferred directly from the data. This means that the additional
tt + heavy flavor cross section parameters are part of the statistical uncertainty in the full
Run-II fit model, which was already discussed in Sec. 9.3
Additionally, the full Run-II analysis exploits a dedicated likelihood ratio observable, which
further increases the sensitivity of the analysis by approximately 30 % [137, 260] and was
introduced in Sec. 8.2.
Figure 11.6 compares the significance projected by the two scenarios S1 and S2 with the
values obtained in the course of the full Run-II analysis. For every luminosity value, the
(expected) full Run-II significance exceeds both the conservative S1 and the optimistic S2
scenario. Consequently, the improvements in the analysis strategy that were discussed
previously had an impact greater than what was conceivable at the time of the analysis
of the 2016 data set. This is especially true when considering the difficulties that were
introduced, such as the higher contribution of the irreducible background in the analysis
phase space or the simultaneous fit of the signal and the largest backgrounds. These
changes were only possible by the improvements in the discriminators and uncertainty
model, which were rewarded with a much better sensitivity.
Table 11.5 compares the contributions of the uncertainty sources in the optimistic S2
scenario with the full Run-II analysis. In the following discussion, it is important to note
that the projected luminosity for the end of Run-II is lower than the true luminosity
recorded at the CMS experiment. Therefore, the improvement visible in Tab. 11.5 stems
in part from the difference in the number of events. However, there are also features that
are independent of the improved statistical precision.
The statistical uncertainty in the full Run-II analysis is slightly smaller than the projected
value at 100 fb−1. However, when considering the increased statistical precision using
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Figure 11.6: Comparison of the projected significance in the ttH(bb) measure-
ment and the sensitivity of the full Run-II analysis. Shown are the
projected significances for scenarios S1 and S2 as well as the values obtained in
the scope of the Full Run-II analysis, respectively. The dashed lines indicate
the thresholds for evidence (3𝜎) and observation (5𝜎).

Table 11.5: Comparison of the uncertainty contributions to the total precision
in the 𝜇ttH estimation. Shown are the contributions of the individual
sources of uncertainty to the sensitivity. All values are given in percent. The
table compares projected values in scenario S2 at 100 fb−1 with the values
obtained in the full Run-II analysis. For better comparability, the projected
values were scaled by

√︁
100 fb−1/137.5 fb−1, which is the naively expected

gain in sensitivity due to improved statistical precision without consideration
of correlations. The values were obtained from pseudo data containing the
expected signal and background contributions.

Source S2
@ 100 fb−1

Scaled S2
@ 137.5 fb−1

Full Run-II Analysis
(blinded)

Total 28.8 24.6 24.0
Stat 16.0 13.6 15.3
Sig. Theory 4.7 4.0 8.9
add. tt + heavy flavor XS† 8.6 7.3 11.5
Bkg. Theory 16.0 13.6 9.3
Exp 10.8 9.2 6.7

JES 7.4 6.3 3.9
Luminosity 1.0 0.9 1.6
B tagging 7.0 6.0 4.8

MC uncertainty – – 8.9

†: Parameterization in fits different
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the naive scaling of the uncertainty, the statistical uncertainty in the full Run-II analysis
seemingly deteriorated with respect to the value expected within the projection scenario
S2. This is expected due to the change in the parameterization of the analysis. Since the
tt + heavy flavor normalization parameters are part of the statistical uncertainty in the
full Run-II analysis, the contribution of this source of uncertainty to the total uncertainty
increased. In fact, given the large contribution of the tt + heavy flavor normalization
uncertainties, it is remarkable that the difference is not more pronounced. This indicates
that the discrimination power of the final observables has increased, which is the expected
outcome from the improved training of the Artificial Neural Network (ANN) as well as the
newly-introduced ratio observable used in the final fit.

The contribution of the signal theory uncertainties is larger than the expected value in the
projection scenario. This is due to the assumption in the S2 scenario that new calculations
for the ttH process will half the uncertainties. However, there have been no improvements in
the accuracy of the predictions for the ttH process since the projection study was published.
Therefore, it is expected that the contribution of the signal theory uncertainties in the full
Run-II analysis are approximately twice as large as the values predicted by scenario S2,
which is indeed the case.

The contribution of the additional tt + heavy flavor normalization uncertainties is slightly
increased in the full Run-II analysis with respect to the projected value. Much like with
the signal theory uncertainties, the a priori uncertainties on these parameters were halved
in scenario S2. However, the precision of the cross section calculations stayed the same.
Therefore, one would naively expect a factor of approximately two between the projected
value and the contribution in the full Run-II uncertainty. Additionally, the a priori
uncertainties on these parameters were removed in the full Run-II analysis. As shown in
Sec. 11.2, the exact a priori uncertainty on the tt + heavy flavor normalization parameters
has only a small effect on the total expected uncertainty on 𝜇ttH. Consequently, one would
expect to see a small additional effect originating from the removal of the a priori uncertainty.
However, this is not the case. The contribution of the tt + heavy flavor normalization
parameters is approximately 30 % larger than what is projected in the S2 scenario, which
is well below the expectation. This again indicates the improved discrimination of signal
and background processes, which yields a more powerful background estimation.

The contribution of the background theory uncertainties is larger in the S2 projection
scenario than in the full Run-II analysis. This is in part due to the fact that the additional
tt + heavy flavor cross section uncertainties are part of the background theory group in
the projection study while they are moved to the statistical uncertainties in the full Run-II
measurement. However, even after subtracting the contribution of the tt + heavy flavor
parameters, the contribution of the background uncertainty group in the projection study is
larger than what is seen in the full Run-II analysis. Additionally, the a priori uncertainties
in this group of uncertainties were halved in the S2 scenario, which means that one would
naively expect that the projected contribution is much smaller than the value measured in
the full Run-II analysis. This improvement must therefore originate from the improved
sensitivity of the discriminators and the changes in the uncertainty parameterization, which
result in tighter constraints on the uncertainties and thus limit their impact on the signal
inference.

The contribution of the experimental uncertainties is much smaller in the full Run-II
analysis than in the projection scenario. This effect originates mainly from the JES and
b-tagging uncertainties. The full Run-II analysis deploys an improved paramterization of
the JES uncertainty sources that gain sensitivity by combining the different years. The
b-tagging uncertainties profit from the improved detector performance due to upgrades
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such as the new pixel detector that was implemented in 2017 explained in Sec. 3.2.2.
Additionally, the b-tagging efficiency was improved by deploying powerful algorithms such
as the DeepJet tagger. These improvements exceed the originally estimated upgrades
and thus reduce the contribution of these uncertainty sources to the total uncertainty on
𝜇ttH. The contribution of the luminosity uncertainty to the total precision is increased
in the full Run-II analysis. The parameterization is based on new measurements of the
luminosity recorded at the CMS experiment and yields the most realistic uncertainties
to date. However, they are still far from the estimated precision of the luminosity at the
HL-LHC, which is used in the projection scenario S2. As discussed in Sec. 11.2, there is
still room for future improvements here, from which the ttH(bb) analysis will benefit.

Finally, the relative contribution of the uncertainties due to the limited number of simulated
events to the total uncertainty on 𝜇ttH is approximately 40 %. Consequently, this group of
uncertainties has one of the largest contributions to the total uncertainty. Therefore, the
assumption that the uncertainties on the size of the simulated samples will be negligible in
future analyses is not fulfilled in the full Run-II analysis, which is a shortcoming of the
projection studies.

Before finally evaluating the validity of the projection studies, it is important to compare
the impacts of the individual parameters on the ttH(bb) measurement. Figure 11.7 shows
the 20 parameters that are expected to have the largest impacts on the 𝜇ttH estimation for
the projection scenario S2 and the full Run-II analysis, respectively. Overall, the underlying
sources of uncertainties are similar. The cross section normalization uncertainties for
tt + bb and tt + 2b as well as the cross section uncertainty on ttH due to a variation of
the strong coupling 𝛼s in the 𝜇R and 𝜇F scales and the PDF set are ranked high in both
the projection scenario and the full Run-II analysis. Additionally, the full Run-II impact
lists many parameters related to the background estimation in the fully-hadronic input
channel. Since this channel was not considered in the projection, these parameters cannot
be compared.

In both rankings, theory uncertainties due to the renormalization and factorization scales,
as well as initial state and final state radiation are among the parameters with the highest
impacts on the ttH(bb) measurement. However, the exact sources of uncertainties are
slightly different. While the projected impact ranking is mainly dominated by tt + lf-related
parameters, the full Run-II ranking shows many uncertainties related to the tt + bb process.
This is due to the changes in the tt + bb simulation, which is expected to model this
background process more accurately. However, the uncertainties of this simulation are
larger, particularly the shape uncertainty arising from the renormalization scale 𝜇R in the
calculation of the matrix element. Since the kinematic properties of the tt + bb background
process, and thus the shape in the final discriminator, is very similar to the signal process,
an increase in the a priori uncertainty can have a larger effect on the signal strength
estimation. Additionally, as shown before, the discriminators in the full Run-II analysis
are more sensitive to both the ttH(bb) signal and the tt + bb background. Consequently,
these parameters are ranked higher in the full Run-II analysis than in the projection.

The ranking of the projected impacts shows several experimental uncertainties, mostly
related to the b-tagging and the JES parameterization. This is not the case in the full Run-
II impact ranking, which shows two b-tagging parameters and three JES uncertainties. This
indicates again the improvements in the parametrization of the experimental uncertainties
and the improved b-tagging efficiency. These improvements are beyond the underlying
expectations of the projection studies, which is why the ranking between the cases is
different.
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Figure 11.7: Comparison of the parameter impacts between the projection study
and the full Run-II analysis. Shown are the 20 parameters that are
expected to have the largest impact on the signal-strength estimation for
the YR systematic uncertainties (S2) scenario (top) and the full Run-II
analysis (bottom). The impacts are calculated using pseudo data corresponding
to the Standard Model predictions for the signal and background processes
corresponding to the respective integrated luminosities.
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Overall, the results predicted in the optimistic S2 scenario are close to the full Run-II results.
However, the improvements in the analysis strategy yield a higher sensitivity that goes
beyond a mere improvement of the statistical sensitivity. The more powerful discriminants,
the improved techniques and algorithms and the newest uncertainty parameterization
culminate in a sensitivity that exceeds the expectations. This will lay the foundation
for future improvements, which will surely go beyond what is conceivable today. These
improvements will open the way to even more sophisticated tests of the Standard Model
that will give us even more insights into the fundamental mechanisms of particle physics.
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12 Conclusion

In the absence of significant deviations between observed data and the predictions made by
the Standard Model of particle physics (SM), the search for New Physics is still ongoing.
The observation of a particle with properties compatible with the predicted Higgs boson in
2012 marks the start of a large-scale campaign for probing the Higgs sector to construct
stringent tests of the SM and contributions from physics beyond (BSM).

This thesis presented the analysis of the ttH(bb) channel in the semileptonic final state
using the full Run-II data set recorded at the CMS experiment. It was shown that the
ttH(bb) analysis is of special interest due to its direct access to the top-Higgs Yukawa
coupling and the possible sensitivity to BSM effects. Due to the large contribution of the
tt + jets processes and the irreducible tt + bb process in particular, a classification based
on the output of multiclass Artificial Neural Networks (ANNs) was chosen as analysis
strategy. These networks were trained with observables describing the underlying physics
obtained from simulated samples and enhance the sensitivity to the ttH(bb) signal.

It was shown that the statistical model used for the inclusive ttH(bb) measurement is
capable of describing the observed data well. Furthermore, the expected and observed
estimations for the systematic uncertainties have been interpreted and discussed. The
observed values are well-compatible with observations made in previous measurements in
the ttH(bb) channel as well as other analyses. The parameters with the largest impact
on the signal strength estimation are related to the modeling of the tt + jets backgrounds
and particularly to the tt + bb process, as well as uncertainties related to the b-tagging
method and the limited size of the used simulated samples, which is compatible with the
expectation. At the time of writing this thesis, the final estimation of the signal strength
modifier is still under revision. Therefore, the expected sensitivity to the ttH(bb) signal
evaluated with simulated data with a signal strength of one was discussed. The expected
sensitivity in the semileptonic channel is +0.34/−0.30, which corresponds to an expected
significance of 3.3𝜎 compared to the background-only hypothesis.

Furthermore, the contribution of the semileptonic channel to the analysis presented in
Ref. [137] has been discussed. It was shown that the semileptonic analysis is the driving
factor in the combined ttH(bb) measurement, which also profits from the contributions from
the dileptonic and the fully-hadronic channels. The expected sensitivity in this analysis
is compatible with the values obtained in previous ttH(bb) measurements at the CMS
experiment when the corresponding data sets recorded in 2016 and 2017 are evaluated.
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148 12 Conclusion

The unprecedented amount of data allowed for the first ttH cross section measurement
as a function of the transverse momentum of the Higgs boson 𝑝H

T in the context of the
Simplified Template Cross Section (STXS) framework in the ttH(bb) channel at the CMS
experiment. Similar to the inclusive ttH(bb) measurement, the cross section estimation in
the low-𝑝H

T region is sensitive to systematic uncertainties related to the tt + jets modeling
and experimental uncertainties. Contrary to this, the uncertainties with the largest impact
on the cross section measurement in the high-𝑝H

T region are mainly related to the limited
size of the simulated samples and the modeling of the tt + bb process. The expected
sensitivities of the cross section measurement using all ttH(bb) channels range between
56–107 % and are mostly dominated by statistical uncertainties.

Additionally, the first feasibility study of the potential sensitivity to effects described in
the Standard Model Effective Field Theory (SMEFT) was discussed. The study compared
the expected contributions of the three dimension-six operators at NLO QCD in the
scope of the currently available constraints presented in Ref. [69] to the sensitivity of the
cross section measurement in the ttH(bb) channel. The study indicated that the ttH(bb)
analysis with the currently available sensitivity could potentially add constraining power
to estimations in the marginalized scheme. This is especially true for effects originating
from the monochromatic dipole moment 𝒪𝑡𝐺 and the modified top-Higgs Yukawa coupling
𝒪𝑡𝜙 in the high-𝑝H

T regions, where these operators yield an effect of approximately 120 %,
corresponding to an excess of little over one standard deviation with respect to the SM
prediction and the sensitivity for this particular STXS bin. The large sensitivity to these
operators in particular is in good agreement with the results presented in Ref. [18].

Finally, the projected sensitivity used for the formulation of the European strategy for
particle physics presented in Ref. [33] was discussed in detail. These projections predict a
sensitivity of 7 % (11 %) in an optimistic (conservative) scenario for a data set of 3000 fb−1,
which corresponds to the expected amount of data at the end of the High Luminosity Large
Hadron Collider (HL-LHC). Similar to the observations made in the analysis of the full
Run-II data set, the systematic uncertainties that are expected to have the largest impact
on the signal strength estimation are related to the modeling of the signal process and the
tt + jets background processes. The sensitivity predicted in the scope of the projection
studies for the then-expected Run-II data set was compared to the sensitivity obtained
in the real full Run-II analysis. The expected sensitivity exceeds the projected value in
the optimistic scenario by approximately 7 %, which is attributed to the improvements in
the analysis strategy. This indicates that future analyses might reach sensitivities that are
lower than the projected 7 %, which will enable even more sophisticated measurements in
the ttH(bb) channels.

In summary, future ttH(bb) analyses will have the opportunity to perform measurements
with increasingly differential information and will be able to probe the available phase
space in far more detail. Here, the high-𝑝H

T regime in particular shows high sensitivity
to interesting new physics prospects, which are already available for comparison using
tools such as the SMEFT framework. However, such measurements involve challenges
that are yet to be addressed, such as the full description of all contributing operators in
the simulation, the arising new interference effects with background processes and the
construction of suitable statistical models for the final inference of the higher-dimensional
contributions. Furthermore, the studies show that the description of the tt + jets and the
tt + bb process in particular is crucial for the ttH(bb) measurement. In order to improve
the sensitivity, a better control and description of these leading background processes
is needed, which necessitates more dedicated studies such as the analysis presented in
Ref. [25]. Overall, the physics perspective in the ttH(bb) channel will become even more
interesting with an increased amount of data, and is sure to inspire new measurements.
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A Trigger paths for the SL channel

Table A.1: Trigger paths for the SL channel. Multiple triggers within the same run
period are combined with a logical OR.

Trigger paths Run era
Single-muon channel

HLT_IsoMu24_v* 2016 B-H
HLT_IsoTkMu24_v* 2016 B-H
HLT_IsoMu27_v* 2017 B-F
HLT_IsoMu24_v* 2018 A-D
Single-electron channel

HLT_Ele27_WPTight_Gsf_v* 2016 B-H
HLT_Ele32_WPTight_Gsf_L1DoubleEG_v*
AND ele32DoubleL1ToSingleL1Flag_v*

2017 B-F

HLT_Ele28_eta2p1_WPTight_Gsf_HT150_v* 2017 B-F
HLT_Ele32_WPTight_Gsf_v* 2018 A-D
HLT_Ele28_eta2p1_WPTight_Gsf_HT150_v* 2018 A-D
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Figure B.1: Closure check for the number of jets before applying any b-tagging selection for
2016, 2017 and 2018 (from left to right) for the ttH, tt + bb, tt + cc and tt + lf
(from top to bottom) processes. The black line shows the distribution before
applying the b-tagging SF. The blue line shows the distribution after applying
the b-tagging SF and the red line shows the distribution after applying the
b-tagging SF as well as the normalization scale factor. As expected the red
distribution matches the black one.
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Figure B.2: Closure check for HT of the event before applying any b-tagging selection for
2016, 2017 and 2018 (from left to right) for the ttH, tt + bb, tt + cc and tt + lf
(from top to bottom) processes. The black line shows the distribution before
applying the b-tagging SF. The blue line shows the distribution after applying
the b-tagging SF and the red line shows the distribution after applying the
b-tagging SF as well as the normalization scale factor. As expected the red
distribution matches the black one.
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Figure B.3: Closure check for b-tagging value of all jets before applying any b-tagging
selection for 2016, 2017 and 2018 (from left to right) for the ttH, tt + bb, tt + cc
and tt + lf (from top to bottom) processes. The black line shows the distribution
before applying the b-tagging SF. The blue line shows the distribution after
applying the b-tagging SF and the red line shows the distribution after applying
the b-tagging SF as well as the normalization scale factor. These plots show
that the application of the b-tagging normalization scale factor does not change
the shape of the corrected b-tagging distribution.
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Figure B.4: Closure check for pseudo rapidity of all jets before applying any b-tagging
selection for 2016, 2017 and 2018 (from left to right) for the ttH, tt + bb, tt + cc
and tt + lf (from top to bottom) processes. The black line shows the distribution
before applying the b-tagging SF. The blue line shows the distribution after
applying the b-tagging SF and the red line shows the distribution after applying
the b-tagging SF as well as the normalization scale factor. These plots show
that the application of the b-tagging normalization scale factor does not change
the shape of the pseudo rapidity distribution of the jets.
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C Details on the systematic uncertainties

Table C.2: Inclusive cross-section uncertainties due to the renormalisation and factorisation
scales on the signal (top) and the background (bottom) processes. Uncertainties
in the same column for two different processes (different rows) are treated as
correlated. Values are taken from Ref. [138, 139, 158, 161, 162].

Process Scales(ttH) in % Scales(tHq) in % Scales(tHW) in %

ttH +5.8/-9.2
tHq +6.5/-14.9(1)

tHW +4.9/-6.7

Process Scales(tt) in percent Scales(t) % Scales(V) in % Scales(VV) in %

tt +2.4/-3.5
single t (2) +3.1/-2.1
W + jets ±3.8
Z + jets ±2
tt + W +25.5/-16.4
tt + Z +8.1/-9.3
Diboson ±3
(1): includes flavour-scheme dependence
(2): only dominant 𝑡 channel considered
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Table C.3: Inclusive cross-section uncertainties due to the PDF+𝛼s on the signal (top) and
the background (bottom) processes for different initial states. Uncertainties for
the same initial state (same column) for two different processes (different rows)
are treated as correlated. Values are taken from Ref. [138, 139, 158, 161, 162].

ggttH in % qbtHq in % gbtHW in %

ttH 3.6
tHq 3.7
tHW 6.3

gg in % qq̄ in % gq in %

tt ±4.2
single t (1) ±2.8
W + jets −0.4/+0.8
Z + jets ±0.2
tt + W ±3.6
tt + Z ±3.5
Diboson 5
(1): only dominant 𝑡 channel considered

Table C.4: Luminosity uncertainty per year. In the fits for the individual years, the lumi-
nosity uncertainty is implemented as shown in the first row. For the combined
fit corresponding to 137.5 fb−1, the uncertainties are partially correlated as
recommended in Ref. [269]

Year 2016 in % 2017 in % 2018 in %

Uncorrelated 2016 2.2 0.0 0.0
Uncorrelated 2017 0.0 2.0 0.0
Uncorrelated 2018 0.0 0.0 1.5

Correlated between 2017 and 2018 0.0 0.6 0.2
Correlated between all years 0.6 0.9 2.0
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D Architecture of ANNs
D.1 Inclusive ttH(bb) measurement

Table D.5: Hyperparameters of Network Architecture.
≥ 4j, 3t ≥ 4j, ≥ 4t

Optimizer Adagrad (learning rate = 0.01)
Loss function categorical cross-entropy
Number of input variables 8 21
Hidden Layers 4
Nodes per Hidden Layer [2048,182,1024,64] [1024,2048,512,512]
Node Activation leakyelu
Output Node activation Softmax
L2 regularisation 10−5 10−5

L1 regularisation 10−5 10−5

Dropout Percentage 0.5 0.5
early stopping min epochs 50 50
batchsize 2048 4096
trainable parameters 644 797 3 437 063

Table D.6: Number of Training Events for Network Training.
≥ 4j, 3t ≥ 4j, ≥ 4t

events for training 3 786 298 1 248 927
events for validation 420 699 138 769
events for testing 420 699 138 769

events per process
ttH 2 654 442 1 170 335
tHq 253 217 107 151
tHW 148 823 36 707
ttbb/b 210 572 45 017
tt + 2b 62 936 5910
tt + cc 177 024 10 995
tt + lf 699 983 11 581
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Table D.7: Input variables used in the ANNs in the SL channels in each category. Variables
used in a given category are denoted by a “+” and unused variables by a “−”.

Variable Definition ≥ 4j, 3t ≥ 4j, ≥ 4t

MEM matrix element method discriminant + +
⟨b-tag score⟩ average b-tagging value (DeepJet) of all jets + +

⟨b-tag score(tagged)⟩ average b-tagging value (DeepJet) of all tagged jets − +
b-tag score (jet #3) third highest b-tagging value (DeepJet) amongst all jets − +

mean((b-tag score − ⟨b-tag score⟩)2) mean of squared difference between the b-tagging values
(DeepJet) of jets and the average b-tagging value of all
jets

+ −

BLR (transformed) = log
[︀

BLR
1−BLR

]︀
transformed likelihood ratio discriminating between
events with 4 b-quark jets and 2 b-quark jets

− +⟨︀
Δ𝜂jets⟩︀ average Δ𝜂 between two jets − +⟨︀

Δ𝜂jets(tagged)
⟩︀

average Δ𝜂 between two b-tagged jets − +⟨︀
mjets(tagged)

⟩︀
average mass of tagged jets − +⟨︀

mjets⟩︀ average mass of jets + −
m(min(Δ𝑅jets(tagged))) mass of pair of two b-tagged jets closest in Δ𝑅 − +⟨︀

𝑝jets
T

⟩︀
average 𝑝T of all jets − +⟨︀

𝑝jets
T (tagged)

⟩︀
average 𝑝T of all tagged jets − +

𝑝T(min(Δ𝑅jets(tagged))) sum 𝑝T of pair of closest b-tagged jets − +∑︀
𝑝jets

T sum of all jet 𝑝T + −∑︀
𝑝jets

T (tagged) sum of all b-tagged jet 𝑝T − +
N(Jets) number of reconstructed jets − +

b-tag score(bt) b-tagging value (DeepJet) of b-jet of top quark decay
from reconstruction of tHW system with JA-BDTs

+ +

𝑝T(t)+𝑝T(H)+𝑝T(Wb)
𝐻T+𝑝T(𝑀𝐸𝑇 )+𝑝T(lep) transverse momentum fraction assigned to the tHW pro-

cess divided by the sum of all transverse momenta in the
event from reconstruction of tHW system with JA-BDTs

− +

|𝜂lep+jets| |𝜂| of forward jet from reconstruction of tHq system with
JA-BDTs

− +

m(tlep) reconstructed mass of leptonically decaying top quark of
ttH system with JA-BDT

− +

Reconstruction BDT (tHq) output value of JA-BDT for reconstruction of tHq system + +
Reconstruction BDT (ttH) output value of JA-BDT for reconstruction of ttH system + +
Reconstruction BDT (tt) output value of JA-BDT for reconstruction of tt system − +

D.2 STXS cross section measurement

Table D.8: Hyperparameters of Network Architecture for STXS cross section
measurement.

≥ 4j, 3t ≥ 4j, ≥ 4t
Optimizer Adagrad(learning rate = 0.01)
Loss function categorical cross-entropy
Number of input variables 12 16
Hidden Layers 4 3
Nodes per Hidden Layer [2048,2048,512,1024] [2048,2048,64]
Node Activation leakyelu
Output Node activation Softmax
L2 regularisation 1× 10−5 1× 10−5

L1 regularisation 1× 10−5 1× 10−5

Dropout Percentage 0.5 0.5
early stopping min epochs 50 50
batchsize 2048 1024
trainable parameters 5 802 501 4 362 629
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Table D.9: Number of Training Events for Network Training for STXS cross
section measurement.

≥ 4j, 3t ≥ 4j, ≥ 4t
events for training 297 355 199 306
events for validation 74 338 49 826
events for testing 74 338 49 826

events per process
𝑝H

T ≤ 60 60 425 39 552
60 ≤ 𝑝H

T ≤ 120 112 765 72 628
120 ≤ 𝑝H

T ≤ 200 106 675 71 645
200 ≤ 𝑝H

T ≤ 300 58 958 41 190
300 ≤ 𝑝H

T 32 870 24 117

Table D.10: Input features for the STXS network. Listed are all observables used for
the training of the ANNs for the cross section measurement.

Variable Definition ≥ 4j, 3t ≥ 4j, ≥ 4t

MEM matrix element method discriminant + +⟨︀
𝑝jets

T

⟩︀
average 𝑝T of all jets + +⟨︀

𝑝jets
T (tagged)

⟩︀
average 𝑝T of all b-tagged jets + +⟨︀

ΔRjets(tagged)
⟩︀

average Δ R of all b-tagged jets + +⟨︀
mjets(tagged)

⟩︀
average mass of all b-tagged jets − +

𝑝T(min(Δ𝑅jets(tagged))) sum 𝑝T of pair of closest b-tagged jets − +
ttH reco Δ𝑅(H) Δ𝑅 of Higgs decay products from reconstruction of ttH

system with JA-BDTs
+ +

ttH reco mH reconstructed mass of Higgs from reconstruction of ttH
system with JA-BDTs

− +

ttH reco log(𝑝H
T) logarithm of 𝑝T of the reconstructed Higgs from recon-

struction of ttH system with JA-BDTs
− +

ttH reco log(m(tlep)) logarithm mass of leptonically decaying top quark from
reconstruction of ttH system with JA-BDTs

− +

tHq reco 𝑝H
T 𝑝T of Higgs from reconstruction of tHq system with JA-

BDTs
+ +

tHq reco log(𝑝H
T) log of 𝑝T of Higgs from reconstruction of tHq system with

JA-BDTs
+ +

tHq reco
log(min

(︀
𝑝H dec prod

T,1 , 𝑝H dec prod
T,2

)︀
) log of 𝑝T of softer Higgs decay product from reconstruction

of tHq system with JA-BDTs
+ +

tHq reco log(mH) log of mass of Higgs from reconstruction of tHq system
with JA-BDTs

+ −

tHW reco 𝑝H
T 𝑝T of Higgs from reconstruction of tHW system with

JA-BDTs
+ +

tHW reco log(𝑝H
T) log of 𝑝T of Higgs from reconstruction of tHW system

with JA-BDTs
+ +

tHW reco Δ𝑅(H) Δ𝑅 of Higgs decay products from reconstruction of tHW
system with JA-BDTs

− +

tHW reco log(mH) log of mass of Higgs from reconstruction of tHW system
with JA-BDTs

+ −
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E Input feature validation
E.1 GoF Summary
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Figure E.5: Summary of GoF Tests in 1D in ≥ 4j, 3t. The figure shows the p values
calculated for the ≥ 4j, 3t ANN input features for 2016 (top), 2017 (middle)
and 2018 (bottom) data. The red horizontal line at 5 % indicates the exclusion
limit for the validation. Observables showing a p value below the threshold are
excluded from the analysis and are not considered further.181
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Figure E.6: Summary of GoF Tests in 1D in ≥ 4j, ≥ 4t. The figure shows the
p values calculated for the ≥ 4j, ≥ 4t ANN input features for 2016 (top),
2017 (middle) and 2018 (bottom) data. The red horizontal line at 5 % indicates
the exclusion limit for the validation. Observables showing a p value below the
threshold are excluded from the analysis and are not considered further.
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Figure E.7: Summary of GoF Tests in 2D in ≥ 4j, 3t. The figure shows the p values
calculated for the correlations of the ≥ 4j, 3t ANN input features for 2016 (top),
2017 (middle) and 2018 (bottom) data. Observables with correlations showing
a p value below the 5 % threshold are excluded from the analysis and are not
considered further.
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Figure E.8: Summary of GoF Tests in 2D in ≥ 4j, ≥ 4t. The figure shows the p
values calculated for the correlations of the ≥ 4j, ≥ 4t ANN input features
for 2016 (top), 2017 (middle) and 2018 (bottom) data. Observables with
correlations showing a p value below the 5 % threshold are excluded from the
analysis and are not considered further.
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F Input feature validation for the cross section measurement
F.1 GoF Summary
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Figure F.9: Summary of GoF Tests in 1D STXS in ≥ 4j, 3t. The figure shows
the p values calculated for the ≥ 4j, 3t ANN input features for 2016 (top),
2017 (middle) and 2018 (bottom) data. The red horizontal line at 5 % indicates
the exclusion limit for the validation. Observables showing a p value below the
threshold are excluded from the analysis and are not considered further.186
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Figure F.10: Summary of GoF Tests in 1D STXS in ≥ 4j, ≥ 4t. The figure shows
the p values calculated for the ≥ 4j, ≥ 4t ANN input features for 2016 (top),
2017 (middle) and 2018 (bottom) data. The red horizontal line at 5 % indicates
the exclusion limit for the validation. Observables showing a p value below
the threshold are excluded from the analysis and are not considered further.
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Figure F.11: Summary of GoF Tests in 2D STXS in ≥ 4j, 3t. The figure shows the
p values calculated for the correlations of the ≥ 4j, 3t ANN input features
for 2016 (top), 2017 (middle) and 2018 (bottom) data. Observables with
correlations showing a p value below the 5 % threshold are excluded from the
analysis and are not considered further.
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Figure F.12: Summary of GoF Tests in 2D STXS in ≥ 4j, ≥ 4t. The figure shows
the p values calculated for the correlations of the ≥ 4j, ≥ 4t ANN input
features for 2016 (top), 2017 (middle) and 2018 (bottom) data. Observables
with correlations showing a p value below the 5 % threshold are excluded from
the analysis and are not considered further.
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Table G.11: Comparison of the S/
√

B of the discriminant distributions. The first
row shows the number of bins of the final distributions based directly on the
ttH and ttmb nodes (middle column) and using the ratio observable as defined
in Eq. (8.2) in the ≥ 4j, ≥ 4t region. All years of data taking are considered.
The subsequent rows show the largest values for the S/

√
B metric. The final

row displays the average S/
√

B of the bins.
DNN output Ratio Observable∑︀

years Bins 87 56

highest S/
√

B 2.46 1.60
second S/

√
B 1.89 1.60

third S/
√

B 1.56 1.51
forth S/

√
B 1.45 1.41

fifth S/
√

B 1.14 1.27⟨
S/
√

B
⟩

0.50 0.83

G Additional tests for the ratio observable
This section briefly summarizes the tests performed to validated the ratio observable
introduced in Sec. 8.2. All tests are based on the parameter estimation using the test
statistic introduced in Chap. 6 in a fit to pseudo data corresponding to the SM prediction,
which is referred to as the Asimov data set in the following. The following metrics are used
to validate the impact of this observable on the final sensitivity:

• comparison of the signal-over-square-root-of-background ratio (S/
√

B) in the bins of
the final distributions

• parameter estimation of the signal strength modifier 𝜇ttH

• computation of the expected significance with respect to the hypothesis excluding
the ttH(bb) process (background-only hypothesis)

• comparison of the impacts on the signal inference as explained in Sec. 8.3.2

• comparison of the constraints placed on the nuisance parameters

• bias tests with different tt + bb hypotheses in Asimov data and dedicated pseudo
experiments generated from the corresponding statistical model.

These tests are further discussed in the following. The results presented in this section were
used to finalize the strategy employed for the semileptonic ttH(bb) analysis. However, the
statistical model was further optimized since then. Specifically, the binning of the distribu-
tions used in the final statistical model is coarser. Additionally, the purity uncertainties
for the heavy- and light-flavor b-tagging scale factors as well as the charm-quark-related
b-tagging uncertainties are decorrelated between 2016 and the other years in the final
statistical model to account for the upgrade of the pixel detector in 2017. Therefore, the
results presented in this section do not match exactly with the results presented in Sec. 8.3.
However, the differences between the versions are small and the observations presented in
this section are applicable to the final version of the analysis.

Tab. G.11 shows the comparison of the S/
√

B metric, which quantifies the compatibility of
the signal contribution in a given bin with statistical fluctuations expected for the sum
of the background yields. The distributions constructed from the ttH and ttmb nodes,
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Table G.12: Comparison of the expected sensitivity to the signal strength mod-
ifier of statistical models with and without the ratio observable.
Shown are the post-fit estimations for 𝜇ttH together with the total (second col-
umn) and the statistical uncertainty (third column). The last column displays
the expected significance with respect to the background-only hypothesis.

Fitted Observables Stat+Syst Stat-Only Significance
Pure ANN output 1.0 +0.37/-0.35 1.0 +0.21/-0.21 2.9
Ratio Observable (ttH + ttmb
merged in both analysis regions)

1.0 +0.33/-0.29 1.0 +0.21/-0.21 3.6

Ratio Observable (ttH + ttmb
merged in ≥ 4j, ≥ 4t)

1.0 +0.32/-0.29 1.0 +0.21/-0.20 3.7

respectively, have two bins with significantly larger S/
√

B values. However, the distributions
of the ratio observable yield larger S/

√
B on average, which means that these distributions

have more bins with a higher signal purity in total.

Tab. G.12 shows the expected sensitivity obtained using distributions of the separate ANN
nodes or the ratio observables. The total uncertainty in the parameter estimation decreases
by approximately 14 % when using the ratio observable in both analysis regions or only in
the ≥ 4j, ≥ 4t category. The statistical uncertainty is the same in all statistical models
used for the signal inference. However, since the models using the ratio observables consider
fewer bins for the parameter estimation, the discrimination power of the distributions of
the ratio observable must be larger. This is in line with the behavior observed in the
discussion of the S/

√
B metric. The improvement of the total uncertainty in the parameter

estimation must therefore originate from a better control over the systematic uncertainties.
The largest expected significance is obtained using the ratio observable in the ≥ 4j, ≥ 4t
region.

Fig. G.13 shows a comparison of the ranking based on the impact of the nuisance parameters
on the signal inference. Overall, the signal-strength estimation in the model based on
the ratio observable is less susceptible to the nuisance parameters, which is indicated by
the smaller order of magnitude of the impacts compared to the statistical model based
directly on the ANN discrimination. Moreover, the number of systematic uncertainties
among the 30 parameters with the largest impact is smaller in the estimation based on
the ratio observable. The ranking is dominated by uncertainties modeling the effects of
the limited size of the simulated samples as well as modeling uncertainties on the signal
processes and the dominant tt + jets background. Given the previously-discussed large
discrimination power of the distribution of the ratio observable, the large impact of the
parameters directly modifying the corresponding bin contents is reasonable. Moreover,
the high placement of the modeling uncertainties in the impact ranking is plausible and
expected, as discussed in Sec. 8.3.2. Consequently, the impact ranking indicates a better
control over the systematic uncertainties other than those related to the limited size of the
simulated samples, thus reducing their impact on the signal inference.

Table G.13 shows the comparison of the constraints extracted from the estimation of the
nuisance parameters. The constraints show a reduction of up to 45 %, which originates
from the coarser binning of the distributions of the ratio observable. The reduction of
the constraints indicates a greater flexibility of the statistical model, which is desired to
facilitate the mitigation of differences between the simulated samples and observed data.
Moreover, the usage of fewer bins can help to avoid spurious constraints of the parameters
that can arise from the statistical fluctuation of the distributions used to construct them.
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Figure G.13: Comparison of impacts of nuisance parameters on signal inference.
Shown are the rankings based on the impacts of the nuisance parameters
on the signal inference in a statistical model based directly on the ANN
discriminant distributions (top) and the ratio observable in the ≥ 4j, ≥ 4t
region (bottom).
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Table G.13: Comparison of the parameter constraints originating from the pa-
rameter estimation of 𝜇ttH. Shown are the 15 parameters with the largest
relative difference of the constraints estimated using a statistical model based
directly on the ANN discriminants (second column) and the ratio observable
in the ≥ 4j, ≥ 4t (third column). The relative difference in the last column is
calculated with respect to the values in the second column.

Parameter Pure ANN Discr. Ratio Observable Difference Rel. Difference

CMS_effTrigger_m_2018 +0.673
−0.67

+0.976
−0.974

+0.303
−0.304 0.45

CMS_eff_m_2018 +0.673
−0.671

+0.977
−0.974

+0.303
−0.303 0.45

CMS_effTrigger_e_2018 +0.666
−0.671

+0.968
−0.964

+0.302
−0.293 0.45

CMS_btag_lfstats1_2018 +0.679
−0.649

+0.948
−0.96

+0.269
−0.31 0.44

CMS_eff_e_2018 +0.656
−0.67

+0.945
−0.951

+0.289
−0.281 0.43

CMS_btag_lfstats2_2018 +0.635
−0.604

+0.838
−0.834

+0.203
−0.23 0.35

CMS_btag_hfstats1_2018 +0.586
−0.648

+0.808
−0.817

+0.223
−0.169 0.32

CMS_btag_hfstats2_2018 +0.576
−0.606

+0.791
−0.764

+0.215
−0.158 0.32

CMS_scaleHEM1516_j +0.613
−0.36

+0.839
−0.387

+0.226
−0.027 0.22

CMS_res_j_2018 +0.277
−0.268

+0.306
−0.302

+0.029
−0.034 0.12

CMS_ttHbb_HDAMP_ttbb +0.656
−0.655

+0.699
−0.752

+0.043
−0.097 0.11

CMS_scaleHF_j_2018 +0.369
−0.414

+0.393
−0.461

+0.025
−0.047 0.09

CMS_scaleEC2_j_2018 +0.4
−0.37

+0.444
−0.395

+0.044
−0.025 0.09

CMS_btag_lfstats1_2017 +0.502
−0.492

+0.537
−0.541

+0.035
−0.049 0.08

CMS_eff_m_2017 +0.498
−0.5

+0.54
−0.541

+0.042
−0.041 0.08

However, a coarser binning of the distributions of the ANN discriminants in the ttH and
ttmb node also results in a larger contribution of the background processes in the individual
bins and therefore to a loss in sensitivity to the ttH(bb) process. The statistical model
based on the ratio observable is able to profit from the positive effects of usaging fewer
bins without losing sensitivity to the signal strength modifier, which is generally desirable.

The stability of the signal strength estimation is estimated by performing the fit to pseudo
data that is generated based on the Asimov data set considering the statistical fluctuations
expected from Poisson statistics. Two sets of pseudo experiments are tested. The first
set uses the tt + bb processes as it is predicted in the simulation. The second set tests
employs a tt + bb prediction that is increased by 30 %, which corresponds to the latest
measurements of the tt + bb process [253, 261] and is expected to yield a more realistic
test scenario. The injected ttH(bb) signal strength used for the generation of the pseudo
experiments is one. The results are shown in Tab. G.14. The injected signal strength
value of one is covered within the 68 % confidence interval in the mean estimated signal
strength in both sets of pseudo experiments. The same is true for the parameter estimation
performed with the statistical model based on the ratio observable. However, the central
values of the estimated signal strength is much closer to the true injected value used for the
generation of the pseudo experiments. This indicates that the signal strength estimation
in the statistical model employing the ratio observable is more stable under statistical
fluctuation.
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Table G.14: Comparison of the signal strength estimation in fits to pseudo data.
Shown are the mean values of the estimated signal strength in fits to 400
pseudo experiments generated from the statistical model specified in the first
column. Additionally, the signal strength estimation is performed with different
tt + bb hypotheses as indicated by the corresponding rows. For convenience,
the estimation in a fit to the Asimov data set is shown in the third column.

Statistical Model tt + bb Hypothesis Fit to Asimov Fit to pseudo data

Pure ANN discr. tt + bb (4FS) 1.00± 0.36 0.73± 0.33
tt + bb (4FS) ×1.3 1.00± 0.41 0.67± 0.37

Ratio Observable tt + bb (4FS) 1.00± 0.30 0.85± 0.28
tt + bb (4FS) ×1.3 1.00± 0.34 0.82± 0.31

To further quantify the stability, the bias 𝑏 in the signal strength estimation is calculated
for each pseudo experiment following

𝑏 = 𝜇post-fit − 𝜇injected

𝜎post-fit
𝜇

. (12.1)

The injected signal strength 𝜇injected is one and 𝜎post-fit
𝜇 denotes the uncertainty on the

estimated signal strength modifier. Consequently, this metric is zero if the parameter
estimation works perfectly. The distributions of this quantity in the fits to the different sets
of pseudo experiments are shown in Fig. G.14. The ideal value of zero is not compatible
within the 68 % confidence interval in the parameter estimations using the statistical model
based directly on the ANN discriminants. In the parameter estimation employing the ratio
observable, the ideal value is indeed compatible within the 68 % interval. Moreover, the
mean value of the expected bias in the signal strength estimation decreases by 23 % in the
fit to pseudo experiments based on the nominal tt + bb prediction and by 28 % in the fits
to the scaled tt + bb scenario. Additionally, the mean expected bias values between the
two sets of pseudo experiments are compatible within the uncertainty of gaussian fit, which
is not the case in the statistical model based directly on the ANN discriminants. This
further indicates that the parameter estimation employing the ratio observable is more
robust against statistical fluctuation, which is why this statistical model is used in the
semileptonic ttH(bb) analysis.
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Figure G.14: Distribution of the bias in fits to pseudo data. The 𝑥-axis shows the
bias defined in Eq. (12.1). The pseudo data is generated from the statistical
model based directly on the ANN discriminants (top) and the ratio observable
in the ≥ 4j, ≥ 4t region (bottom). Two sets of tt + bb hypotheses are tested,
where the tt + bb hypothesis implemented in the corresponding statistical
model is used as it is (left) or scaled by 30 % (right). The estimations for
the mean bias and the standard deviation of the respective distribution are
extracted from a gaussian fit (blue line) to the distributions.
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H Supplementary results
H.1 Inclusive ttH(bb) analysis
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Figure H.15: Discriminants in the SL channel in the ≥ 4j, 3t category ttH node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal template is
scaled to the total background contribution in the pre-fit figures (cyan line).
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Figure H.16: Discriminants in the SL channel in the ≥ 4j, 3t category tHq node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal template is
scaled to the total background contribution in the pre-fit figures (cyan line).
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Figure H.17: Discriminants in the SL channel in the ≥ 4j, 3t category ttbb/b
node category. Shown are the pre-fit (left) and post-fit (right) distributions
for 2016 (top), 2017 (middle), and 2018 (bottom). The black points represent
the observed data. The stacked distributions correspond to the simulations
for the respective processes. The uncertainty band corresponds to the uncer-
tainties in the full Run-II SL combination. For better visibility, the signal
template is scaled to the total background contribution in the pre-fit figures
(cyan line).
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Figure H.18: Discriminants in the SL channel in the ≥ 4j, 3t category tt + 2b
node category. Shown are the pre-fit (left) and post-fit (right) distributions
for 2016 (top), 2017 (middle), and 2018 (bottom). The black points represent
the observed data. The stacked distributions correspond to the simulations
for the respective processes. The uncertainty band corresponds to the uncer-
tainties in the full Run-II SL combination. For better visibility, the signal
template is scaled to the total background contribution in the pre-fit figures
(cyan line).
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Figure H.19: Discriminants in the SL channel in the ≥ 4j, 3t category tt + cc node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal template is
scaled to the total background contribution in the pre-fit figures (cyan line).

201



202 12 Appendix

0.2 0.3 0.4 0.5 0.6 0.7 0.8

2−10

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s 

ex
pe

ct
ed

 /(
bi

n 
w

id
th

)

data
+lftt

 (4FS)b+btt
V+jets
tHq (SM)

signal x 559
c+ctt

t
+Vtt

tHW (SM)

private WorkCMS  (13 TeV)-136.3 fb

 ttlf node prefit 
 4 jets 3 tags ≥ SL 

0.2 0.3 0.4 0.5 0.6 0.7 0.8

ANN Discriminant

0.5

1

1.5

M
C

 B
ac

kg
ro

un
d

da
ta

0.2 0.3 0.4 0.5 0.6 0.7 0.8

2−10

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s 

ex
pe

ct
ed

 /(
bi

n 
w

id
th

)

data
c+ctt

t
+Vtt

tHW (SM)

+lftt

 (4FS)b+btt

V+jets

tHq (SM)

private WorkCMS  (13 TeV)-136.3 fb

 ttlf node postfit 
 4 jets 3 tags ≥ SL 

0.2 0.3 0.4 0.5 0.6 0.7 0.8

ANN Discriminant

0.8

0.9

1

1.1

1.2

to
ta

l M
C

da
ta

0.2 0.3 0.4 0.5 0.6 0.7 0.8

2−10

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s 

ex
pe

ct
ed

 /(
bi

n 
w

id
th

)

data
+lftt

 (4FS)b+btt
V+jets
tHq (SM)

signal x 651
c+ctt

t
+Vtt

tHW (SM)

private WorkCMS  (13 TeV)-141.5 fb

 ttlf node prefit 
 4 jets 3 tags ≥ SL 

0.2 0.3 0.4 0.5 0.6 0.7 0.8

ANN Discriminant

0.5

1

1.5

M
C

 B
ac

kg
ro

un
d

da
ta

0.2 0.3 0.4 0.5 0.6 0.7 0.8

2−10

1−10

1

10

210

310

410

510

610

710

E
ve

nt
s 

ex
pe

ct
ed

 /(
bi

n 
w

id
th

)

data
c+ctt

t
+Vtt

tHW (SM)

+lftt

 (4FS)b+btt

V+jets

tHq (SM)

private WorkCMS  (13 TeV)-141.5 fb

 ttlf node postfit 
 4 jets 3 tags ≥ SL 

0.2 0.3 0.4 0.5 0.6 0.7 0.8

ANN Discriminant

0.8

0.9

1

1.1

1.2

to
ta

l M
C

da
ta

0.2 0.3 0.4 0.5 0.6 0.7 0.8

2−10

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

ex
pe

ct
ed

 /(
bi

n 
w

id
th

)

data
+lftt

 (4FS)b+btt
V+jets
tHq (SM)

signal x 645
c+ctt

t
+Vtt

tHW (SM)

private WorkCMS  (13 TeV)-159.7 fb

 ttlf node prefit 
 4 jets 3 tags ≥ SL 

0.2 0.3 0.4 0.5 0.6 0.7 0.8

ANN Discriminant

0.5

1

1.5

M
C

 B
ac

kg
ro

un
d

da
ta

0.2 0.3 0.4 0.5 0.6 0.7 0.8

2−10

1−10

1

10

210

310

410

510

610

710

810

E
ve

nt
s 

ex
pe

ct
ed

 /(
bi

n 
w

id
th

)

data
c+ctt

t
+Vtt

tHW (SM)

+lftt

 (4FS)b+btt

V+jets

tHq (SM)

private WorkCMS  (13 TeV)-159.7 fb

 ttlf node postfit 
 4 jets 3 tags ≥ SL 

0.2 0.3 0.4 0.5 0.6 0.7 0.8

ANN Discriminant

0.8

0.9

1

1.1

1.2

to
ta

l M
C

da
ta

Figure H.20: Discriminants in the SL channel in the ≥ 4j, 3t category tt + lf node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal template is
scaled to the total background contribution in the pre-fit figures (cyan line).
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Figure H.21: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category ttH +
ttbb/b ratio observable category. Shown are the pre-fit (left) and post-
fit (right) distributions for 2016 (top), 2017 (middle), and 2018 (bottom).
The black points represent the observed data. The stacked distributions
correspond to the simulations for the respective processes. The uncertainty
band corresponds to the uncertainties in the full Run-II SL combination.
For better visibility, the signal template is scaled to the total background
contribution in the pre-fit figures (cyan line).
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Figure H.22: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tHq node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal template is
scaled to the total background contribution in the pre-fit figures (cyan line).
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Figure H.23: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tHW
node category. Shown are the pre-fit (left) and post-fit (right) distributions
for 2016 (top), 2017 (middle), and 2018 (bottom). The black points represent
the observed data. The stacked distributions correspond to the simulations
for the respective processes. The uncertainty band corresponds to the uncer-
tainties in the full Run-II SL combination. For better visibility, the signal
template is scaled to the total background contribution in the pre-fit figures
(cyan line).
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Figure H.24: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tt + 2b
node category. Shown are the pre-fit (left) and post-fit (right) distributions
for 2016 (top), 2017 (middle), and 2018 (bottom). The black points represent
the observed data. The stacked distributions correspond to the simulations
for the respective processes. The uncertainty band corresponds to the uncer-
tainties in the full Run-II SL combination. For better visibility, the signal
template is scaled to the total background contribution in the pre-fit figures
(cyan line).
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Figure H.25: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tt + cc
node category. Shown are the pre-fit (left) and post-fit (right) distributions
for 2016 (top), 2017 (middle), and 2018 (bottom). The black points represent
the observed data. The stacked distributions correspond to the simulations
for the respective processes. The uncertainty band corresponds to the uncer-
tainties in the full Run-II SL combination. For better visibility, the signal
template is scaled to the total background contribution in the pre-fit figures
(cyan line).
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Figure H.26: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tt + lf
node category. Shown are the pre-fit (left) and post-fit (right) distributions
for 2016 (top), 2017 (middle), and 2018 (bottom). The black points represent
the observed data. The stacked distributions correspond to the simulations
for the respective processes. The uncertainty band corresponds to the uncer-
tainties in the full Run-II SL combination. For better visibility, the signal
template is scaled to the total background contribution in the pre-fit figures
(cyan line).
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Table H.15: Prefit (post-fit) yields in the ≥ 4j, 3t category in the ttH and tt + jets
nodes for the 2016 data set. The prefit uncertainties do not include freely-
floating parameters. The postfit uncertainties consider all nuisances in the
fit to observed data. The a posteriori signal yield is set to zero since the
corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process ttH tt + bb tt + 2b tt + cc tt + lf

tt + lf 2160 (1630) 1816 (1310) 2311 (1919) 8413 (6703) 26146 (21101)

tt + cc 1103 (1397) 731 (906) 1111 (1506) 3601 (4889) 4056 (5386)

tt + bb 2219 (2388) 1987 (2416) 2764 (3912) 2555 (3099) 2809 (3970)

single t 119 (100) 170 (144) 342 (307) 502 (446) 1014 (882)

V + jets 49 (43) 63 (53) 166 (151) 276 (248) 393 (348)

tt + V 73 (59) 30 (24) 60 (50) 129 (104) 46 (38)

Diboson 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)

tH 1 (1) 0.9 (0.9) 1 (1) 1 (1) 2 (2)

Total bkg. 5723 (5618) 4798 (4854) 6755 (7845) 15478 (15491) 34465 (31727)

± tot unc. ±1497 (±81) ±859 (±65) ±1279 (±97) ±3528 (±201) ±8328 (±356)

ttH 124 (0.0) 40 (0.0) 67 (0.0) 83 (0.0) 62 (0.0)

± tot unc. ±14 (±0.0) ±5 (±0.0) ±8 (±0.0) ±11 (±0.0) ±7 (±0.0)

Data 5579 4737 7940 15390 31803
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Table H.16: Prefit (post-fit) yields in the ≥ 4j, 3t category in the tH nodes for
the 2016 data set. The prefit uncertainties do not include freely-floating
parameters. The postfit uncertainties consider all nuisances in the fit to
observed data. The a posteriori signal yield is set to zero since the corresponding
signal strength is not known yet.

pre-fit (post-fit) yields

Process tHq tHW

tt + lf 7535 (5749) 2234 (1679)

tt + cc 1512 (1895) 1120 (1445)

tt + bb 2522 (3661) 1593 (1929)

single t 507 (432) 461 (405)

V + jets 172 (150) 301 (269)

tt + V 37 (30) 72 (57)

Diboson 0.0 (0.0) 0.0 (0.0)

tH 5 (5) 2 (2)

Total bkg. 12290 (11922) 5783 (5787)

± tot unc. ±3059 (±165) ±1249 (±84)

ttH 79 (0.0) 57 (0.0)

± tot unc. ±10 (±0.0) ±7 (±0.0)

Data 11866 5793
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Table H.17: Prefit (post-fit) yields in the ≥ 4j, ≥ 4t category in the ttH and
tt + jets nodes for the 2016 data set. The prefit uncertainties do
not include freely-floating parameters. The postfit uncertainties consider all
nuisances in the fit to observed data. The a posteriori signal yield is set to
zero since the corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process Ratio Observable (ttH, ttmb) tt + 2b tt + cc tt + lf

tt + lf 50 (37) 67 (50) 219 (165) 365 (284)

tt + cc 83 (96) 84 (102) 259 (322) 193 (243)

tt + bb 1070 (1235) 431 (589) 423 (487) 224 (317)

single t 29 (24) 18 (15) 26 (23) 22 (19)

V + jets 14 (12) 10 (9) 12 (10) 16 (15)

tt + V 31 (24) 10 (8) 13 (10) 4 (3)

Diboson 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)

tH 0.8 (0.7) 0.2 (0.2) 0.2 (0.2) 0.2 (0.2)

Total bkg. 1277 (1428) 620 (773) 953 (1018) 824 (882)

± tot unc. ±282 (±41) ±179 (±21) ±326 (±26) ±308 (±26)

ttH 87 (0.0) 16 (0.0) 19 (0.0) 9 (0.0)

± tot unc. ±14 (±0.0) ±3 (±0.0) ±3 (±0.0) ±2 (±0.0)

Data 1409 774 1025 890
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Table H.18: Prefit (post-fit) yields in the ≥ 4j, ≥ 4t category in the tH nodes
for the 2016 data set. The prefit uncertainties do not include freely-
floating parameters. The postfit uncertainties consider all nuisances in the
fit to observed data. The a posteriori signal yield is set to zero since the
corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process tHq tHW

tt + lf 67 (47) 38 (25)

tt + cc 58 (72) 53 (63)

tt + bb 298 (393) 335 (360)

single t 26 (22) 29 (25)

V + jets 14 (11) 19 (17)

tt + V 7 (5) 16 (12)

Diboson 1 (1) 0.0 (0.0)

tH 2 (1) 0.5 (0.5)

Total bkg. 474 (552) 490 (503)

± tot unc. ±127 (±16) ±117 (±14)

ttH 20 (0.0) 20 (0.0)

± tot unc. ±3 (±0.0) ±3 (±0.0)

Data 532 522
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Table H.19: Prefit (post-fit) yields in the ≥ 4j, 3t category in the ttH and tt + jets
nodes for the 2017 data set. The prefit uncertainties do not include freely-
floating parameters. The postfit uncertainties consider all nuisances in the
fit to observed data. The a posteriori signal yield is set to zero since the
corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process ttH tt + bb tt + 2b tt + cc tt + lf

tt + lf 3354 (2470) 2681 (1970) 4481 (3675) 12669 (10264) 37362 (32179)

tt + cc 1646 (2321) 1067 (1477) 2083 (3227) 5283 (8002) 5852 (8715)

tt + bb 2927 (3427) 2534 (3200) 4538 (6777) 3195 (4078) 3560 (5431)

single t 191 (151) 228 (210) 595 (557) 764 (696) 1574 (1434)

V + jets 50 (39) 78 (62) 219 (194) 300 (260) 517 (430)

tt + V 105 (86) 43 (34) 93 (78) 169 (139) 65 (54)

Diboson 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)

tH 4 (4) 2 (2) 5 (5) 4 (4) 5 (5)

Total bkg. 8276 (8498) 6634 (6957) 12013 (14512) 22383 (23442) 48935 (48249)

± tot unc. ±1839 (±177) ±1301 (±119) ±2396 (±244) ±5530 (±639) ±13097 (±1442)

ttH 147 (0.0) 47 (0.0) 100 (0.0) 101 (0.0) 75 (0.0)

± tot unc. ±16 (±0.0) ±5 (±0.0) ±11 (±0.0) ±14 (±0.0) ±10 (±0.0)

Data 8484 6826 14689 23447 48112
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Table H.20: Prefit (post-fit) yields in the ≥ 4j, 3t category in the tH nodes for
the 2017 data set. The prefit uncertainties do not include freely-floating
parameters. The postfit uncertainties consider all nuisances in the fit to
observed data. The a posteriori signal yield is set to zero since the corresponding
signal strength is not known yet.

pre-fit (post-fit) yields

Process tHq tHW

tt + lf 10156 (7871) 2751 (1981)

tt + cc 2102 (2924) 1502 (2121)

tt + bb 3323 (5051) 1967 (2522)

single t 681 (594) 633 (568)

V + jets 202 (169) 347 (295)

tt + V 57 (47) 107 (85)

Diboson 0.0 (0.0) 8 (7)

tH 10 (10) 6 (5)

Total bkg. 16532 (16666) 7320 (7586)

± tot unc. ±4563 (±480) ±1616 (±193)

ttH 95 (0.0) 65 (0.0)

± tot unc. ±12 (±0.0) ±7 (±0.0)

Data 16490 7672
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Table H.21: Prefit (post-fit) yields in the ≥ 4j, ≥ 4t category in the ttH and
tt + jets nodes for the 2017 data set. The prefit uncertainties do
not include freely-floating parameters. The postfit uncertainties consider all
nuisances in the fit to observed data. The a posteriori signal yield is set to
zero since the corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process Ratio Observable (ttH, ttmb) tt + 2b tt + cc tt + lf

tt + lf 96 (51) 129 (73) 374 (229) 710 (462)

tt + cc 139 (194) 169 (236) 479 (674) 360 (524)

tt + bb 1588 (2023) 712 (1030) 612 (762) 378 (558)

single t 53 (47) 34 (30) 47 (37) 43 (35)

V + jets 11 (10) 12 (10) 15 (12) 16 (14)

tt + V 46 (37) 16 (13) 22 (17) 10 (8)

Diboson 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)

tH 2 (2) 0.8 (0.8) 0.8 (0.7) 0.5 (0.5)

Total bkg. 1936 (2364) 1073 (1392) 1551 (1731) 1517 (1601)

± tot unc. ±451 (±70) ±334 (±57) ±593 (±80) ±599 (±75)

ttH 121 (0.0) 23 (0.0) 25 (0.0) 12 (0.0)

± tot unc. ±20 (±0.0) ±4 (±0.0) ±5 (±0.0) ±2 (±0.0)

Data 2348 1389 1737 1585
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Table H.22: Prefit (post-fit) yields in the ≥ 4j, ≥ 4t category in the tH nodes
for the 2017 data set. The prefit uncertainties do not include freely-
floating parameters. The postfit uncertainties consider all nuisances in the
fit to observed data. The a posteriori signal yield is set to zero since the
corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process tHq tHW

tt + lf 116 (62) 48 (25)

tt + cc 90 (122) 77 (108)

tt + bb 453 (643) 458 (509)

single t 40 (33) 39 (35)

V + jets 16 (14) 18 (15)

tt + V 13 (10) 23 (18)

Diboson 0.0 (0.0) 1 (0.8)

tH 3 (3) 2 (2)

Total bkg. 730 (887) 665 (712)

± tot unc. ±207 (±29) ±166 (±25)

ttH 27 (0.0) 25 (0.0)

± tot unc. ±4 (±0.0) ±4 (±0.0)

Data 887 707
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Table H.23: Prefit (post-fit) yields in the ≥ 4j, 3t category in the ttH and tt + jets
nodes for the 2018 data set. The prefit uncertainties do not include freely-
floating parameters. The postfit uncertainties consider all nuisances in the
fit to observed data. The a posteriori signal yield is set to zero since the
corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process ttH tt + bb tt + 2b tt + cc tt + lf

tt + lf 4698 (3719) 3736 (2960) 6787 (5591) 20638 (17095) 62390 (55879)

tt + cc 2213 (3228) 1420 (2100) 2952 (4655) 8386 (12899) 9505 (14815)

tt + bb 4199 (5193) 3255 (4579) 6272 (9715) 5118 (6557) 5734 (9214)

single t 253 (231) 324 (317) 910 (862) 1236 (1128) 2448 (2362)

V + jets 58 (55) 112 (105) 317 (314) 466 (440) 879 (808)

tt + V 170 (152) 53 (45) 126 (115) 240 (215) 110 (100)

Diboson 0.0 (0.0) 0.0 (0.0) 20 (18) 0.0 (0.0) 0.0 (0.0)

tH 6 (6) 3 (3) 7 (7) 6 (6) 9 (9)

Total bkg. 11597 (12583) 8902 (10109) 17390 (21278) 36091 (38339) 81075 (83186)

± tot unc. ±2384 (±222) ±1682 (±174) ±3379 (±291) ±8428 (±838) ±19854 (±1865)

ttH 212 (0.0) 65 (0.0) 146 (0.0) 165 (0.0) 126 (0.0)

± tot unc. ±24 (±0.0) ±8 (±0.0) ±18 (±0.0) ±24 (±0.0) ±16 (±0.0)

Data 12381 10334 21061 38389 83192
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Table H.24: Prefit (post-fit) yields in the ≥ 4j, 3t category in the tH nodes for
the 2018 data set. The prefit uncertainties do not include freely-floating
parameters. The postfit uncertainties consider all nuisances in the fit to
observed data. The a posteriori signal yield is set to zero since the corresponding
signal strength is not known yet.

pre-fit (post-fit) yields

Process tHq tHW

tt + lf 13359 (11092) 4252 (3203)

tt + cc 2628 (3917) 2097 (3067)

tt + bb 4337 (7137) 2770 (3638)

single t 877 (816) 916 (848)

V + jets 284 (265) 542 (493)

tt + V 74 (66) 145 (125)

Diboson 0.0 (0.0) 14 (12)

tH 14 (14) 8 (8)

Total bkg. 21572 (23308) 10744 (11394)

± tot unc. ±5220 (±493) ±2102 (±236)

ttH 129 (0.0) 94 (0.0)

± tot unc. ±17 (±0.0) ±11 (±0.0)

Data 23452 11245
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Table H.25: Prefit (post-fit) yields in the ≥ 4j, ≥ 4t category in the ttH and
tt + jets nodes for the 2018 data set. The prefit uncertainties do
not include freely-floating parameters. The postfit uncertainties consider all
nuisances in the fit to observed data. The a posteriori signal yield is set to
zero since the corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process Ratio Observable (ttH, ttmb) tt + 2b tt + cc tt + lf

tt + lf 126 (78) 216 (139) 687 (461) 1379 (970)

tt + cc 167 (238) 226 (344) 757 (1127) 641 (986)

tt + bb 2200 (2893) 1121 (1655) 993 (1249) 620 (997)

single t 60 (53) 52 (49) 87 (73) 81 (75)

V + jets 14 (13) 21 (20) 28 (27) 37 (33)

tt + V 67 (61) 22 (21) 33 (29) 19 (16)

Diboson 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 4 (3)

tH 3 (4) 1 (1) 1 (1) 1.0 (1.0)

Total bkg. 2637 (3339) 1660 (2228) 2586 (2967) 2782 (3081)

± tot unc. ±587 (±84) ±472 (±68) ±888 (±125) ±995 (±132)

ttH 168 (0.0) 37 (0.0) 43 (0.0) 23 (0.0)

± tot unc. ±29 (±0.0) ±7 (±0.0) ±9 (±0.0) ±4 (±0.0)

Data 3330 2205 2966 3105
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Table H.26: Prefit (post-fit) yields in the ≥ 4j, ≥ 4t category in the tH nodes
for the 2018 data set. The prefit uncertainties do not include freely-
floating parameters. The postfit uncertainties consider all nuisances in the
fit to observed data. The a posteriori signal yield is set to zero since the
corresponding signal strength is not known yet.

pre-fit (post-fit) yields

Process tHq tHW

tt + lf 164 (106) 76 (43)

tt + cc 120 (179) 110 (143)

tt + bb 610 (965) 653 (782)

single t 64 (55) 66 (57)

V + jets 21 (19) 28 (25)

tt + V 17 (15) 29 (26)

Diboson 1 (1) 2 (2)

tH 4 (4) 2 (3)

Total bkg. 1001 (1346) 966 (1081)

± tot unc. ±261 (±39) ±227 (±33)

ttH 39 (0.0) 37 (0.0)

± tot unc. ±7 (±0.0) ±6 (±0.0)

Data 1335 1045
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H.2 Cross section measurement
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Figure H.27: Discriminants in the SL channel in the ≥ 4j, 3t category ttH node
times the STXS ANN output for the first STXS bin category. Shown
are the pre-fit (left) and post-fit (right) distributions for 2016 (top), 2017
(middle), and 2018 (bottom). The black points represent the observed data.
The stacked distributions correspond to the simulations for the respective
processes. The uncertainty band corresponds to the uncertainties in the full
Run-II SL combination. For better visibility, the signal templates are scaled
to the total background contribution in the pre-fit figures (colored lines).
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Figure H.28: Discriminants in the SL channel in the ≥ 4j, 3t category ttH node
times the STXS ANN output for the second STXS bin category.
Shown are the pre-fit (left) and post-fit (right) distributions for 2016 (top),
2017 (middle), and 2018 (bottom). The black points represent the observed
data. The stacked distributions correspond to the simulations for the respec-
tive processes. The uncertainty band corresponds to the uncertainties in the
full Run-II SL combination. For better visibility, the signal templates are
scaled to the total background contribution in the pre-fit figures (colored
lines). 223
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Figure H.29: Discriminants in the SL channel in the ≥ 4j, 3t category ttH node
times the STXS ANN output for the third STXS bin category.
Shown are the pre-fit (left) and post-fit (right) distributions for 2016 (top),
2017 (middle), and 2018 (bottom). The black points represent the observed
data. The stacked distributions correspond to the simulations for the respec-
tive processes. The uncertainty band corresponds to the uncertainties in the
full Run-II SL combination. For better visibility, the signal templates are
scaled to the total background contribution in the pre-fit figures (colored
lines). 224
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Figure H.30: Discriminants in the SL channel in the ≥ 4j, 3t category ttH node
times the STXS ANN output for the forth STXS bin category.
Shown are the pre-fit (left) and post-fit (right) distributions for 2016 (top),
2017 (middle), and 2018 (bottom). The black points represent the observed
data. The stacked distributions correspond to the simulations for the respec-
tive processes. The uncertainty band corresponds to the uncertainties in the
full Run-II SL combination. For better visibility, the signal templates are
scaled to the total background contribution in the pre-fit figures (colored
lines). 225
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Figure H.31: Discriminants in the SL channel in the ≥ 4j, 3t category ttH node
times the STXS ANN output for the last STXS bin category. Shown
are the pre-fit (left) and post-fit (right) distributions for 2016 (top), 2017
(middle), and 2018 (bottom). The black points represent the observed data.
The stacked distributions correspond to the simulations for the respective
processes. The uncertainty band corresponds to the uncertainties in the full
Run-II SL combination. For better visibility, the signal templates are scaled
to the total background contribution in the pre-fit figures (colored lines).
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Figure H.32: Discriminants in the SL channel in the ≥ 4j, 3t category tHq node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines).
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Figure H.33: Discriminants in the SL channel in the ≥ 4j, 3t category tHW node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal template is
scaled to the total background contribution in the pre-fit figures (cyan line).
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Figure H.34: Discriminants in the SL channel in the ≥ 4j, 3t category ttbb/b
node category. Shown are the pre-fit (left) and post-fit (right) distribu-
tions for 2016 (top), 2017 (middle), and 2018 (bottom). The black points
represent the observed data. The stacked distributions correspond to the
simulations for the respective processes. The uncertainty band corresponds
to the uncertainties in the full Run-II SL combination. For better visibility,
the signal templates are scaled to the total background contribution in the
pre-fit figures (colored lines).
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Figure H.35: Discriminants in the SL channel in the ≥ 4j, 3t category tt + 2b
node category. Shown are the pre-fit (left) and post-fit (right) distribu-
tions for 2016 (top), 2017 (middle), and 2018 (bottom). The black points
represent the observed data. The stacked distributions correspond to the
simulations for the respective processes. The uncertainty band corresponds
to the uncertainties in the full Run-II SL combination. For better visibility,
the signal templates are scaled to the total background contribution in the
pre-fit figures (colored lines).
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Figure H.36: Discriminants in the SL channel in the ≥ 4j, 3t category tt + cc node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines).
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Figure H.37: Discriminants in the SL channel in the ≥ 4j, 3t category tt + lf node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines).
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Figure H.38: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category ratio
observable times the STXS ANN output for the first STXS bin
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines). 233
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Figure H.39: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category ratio
observable times the STXS ANN output for the second STXS bin
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines). 234
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Figure H.40: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category ratio
observable times the STXS ANN output for the third STXS bin
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines). 235
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Figure H.41: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category ratio
observable times the STXS ANN output for the forth STXS bin
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines). 236
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Figure H.42: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category ratio
observable times the STXS ANN output for the last STXS bin
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines). 237
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Figure H.43: Discriminants in the SL channel in the ≥ 4j, 3t category tHq node
category. Shown are the pre-fit (left) and post-fit (right) distributions for
2016 (top), 2017 (middle), and 2018 (bottom). The black points represent the
observed data. The stacked distributions correspond to the simulations for the
respective processes. The uncertainty band corresponds to the uncertainties
in the full Run-II SL combination. For better visibility, the signal templates
are scaled to the total background contribution in the pre-fit figures (colored
lines).
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Figure H.44: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tHW
node category. Shown are the pre-fit (left) and post-fit (right) distribu-
tions for 2016 (top), 2017 (middle), and 2018 (bottom). The black points
represent the observed data. The stacked distributions correspond to the
simulations for the respective processes. The uncertainty band corresponds
to the uncertainties in the full Run-II SL combination. For better visibility,
the signal templates are scaled to the total background contribution in the
pre-fit figures (colored lines).
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Figure H.45: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tt + 2b
node category. Shown are the pre-fit (left) and post-fit (right) distribu-
tions for 2016 (top), 2017 (middle), and 2018 (bottom). The black points
represent the observed data. The stacked distributions correspond to the
simulations for the respective processes. The uncertainty band corresponds
to the uncertainties in the full Run-II SL combination. For better visibility,
the signal templates are scaled to the total background contribution in the
pre-fit figures (colored lines).
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Figure H.46: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tt + cc
node category. Shown are the pre-fit (left) and post-fit (right) distribu-
tions for 2016 (top), 2017 (middle), and 2018 (bottom). The black points
represent the observed data. The stacked distributions correspond to the
simulations for the respective processes. The uncertainty band corresponds
to the uncertainties in the full Run-II SL combination. For better visibility,
the signal templates are scaled to the total background contribution in the
pre-fit figures (colored lines).
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Figure H.47: Discriminants in the SL channel in the ≥ 4j, ≥ 4t category tt + lf
node category. Shown are the pre-fit (left) and post-fit (right) distribu-
tions for 2016 (top), 2017 (middle), and 2018 (bottom). The black points
represent the observed data. The stacked distributions correspond to the
simulations for the respective processes. The uncertainty band corresponds
to the uncertainties in the full Run-II SL combination. For better visibility,
the signal templates are scaled to the total background contribution in the
pre-fit figures (colored lines).
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Figure H.48: Expected sensitivity for the cross section measurement in the com-
bination of the DL+SL channels. The uncertainties are extracted in a
fit to pseudo data corresponding to the full Run-II data set.
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