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Flexibility in consumption and production provided by distributed energy
resources (DERs) is a key to the integration of renewable energy sources
into the energy system. However, even for identical DERs, the flexibility
can vary widely, based on local constraints and circumstances. Therefore,
handcrafting models can be labor-intensive and automating the generation of
models could help increasing the volume of controllable flexibility in smart
grids. Depending on the underlying mechanism for controlling demand
side flexibility, there are various ways how an automation can be achieved.
In this paper, we discuss fundamental concepts relevant to the automated
generation of models for demand side flexibility, give an overview of different
approaches, and point out fundamental differences. The main focus lies on
model generation by means of machine learning techniques.
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1 INTRODUCTION

Renewable energy sources (RES) play a key role in the decarboniza-
tion of the energy system. However, they also pose new challenges.
One major challenge is balancing the supply and demand of electric-
ity, caused by the fluctuating nature of solar and wind power [44].
Another challenge is the integration of this decentral generation
into distribution grids, as the additional power feed-in can cause grid
congestions and voltage violations [30, 32]. In order to tackle these
issues economically, without simply installing more and more grid
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capacity wherever RES are installed, the former demand side must
partake in the effort of balancing electricity supply and demand, as
well as alleviating grid congestions and voltage violations.

Measures for influencing energy demand are generally covered
under the term demand side management (DSM) and include proce-
dures for direct and indirect control of distributed energy resources
(DERs) [36], i.e., storages, generators, and controllable loads. Control
is exercised by some demand side manager (DSMgr). Depending on
the regulatory framework and potential contractual agreements, ex-
amples for DSMgrs include distribution system operators (e.g., [11]),
virtual power plant operators, and regional or district automated
energy management systems (EMSs). In order to plan interventions
and perform this control, a DSMgr needs to know their available
courses of action, that is, models from which options to influence
DERs can be derived. Furthermore, these models of demand side
flexibility need to be increasingly detailed, the more accurate a
DSMgr wants to plan and control. The demand side, on the other
hand, is very heterogeneous, as individual providers of demand side
flexibility operate different DERs combined in different ways under
varying operational constraints. Consider different kinds of produc-
tion sites, office buildings, or residential homes for example. Crafting
new models by hand or configuring existing models for each site is
indeed possible, but labor intensive and needs at least some expert
knowledge. If, instead, the required models could be generated or
parameterized automatically, the acquisition of customized models
for the available flexibility would be simplified, potentially leading
to more overall usable demand side flexibility.

Before we further outline the prospects of automatically gen-
erating such models, let us first briefly discuss the term flexibility.
Demand side flexibility, or simply “flexibility” in the context of smart
grids generally either refers to the capability of influencing the op-
eration of DERs (in the sense of “being flexible”) or a description
of how DERs can be controlled (characterizing “how flexible” it
is) [31, 37]. One such description is a set of feasible load schedules.
A feasible load schedule is a schedule a DER or an ensemble of
DERs can reproduce, while satisfying all operational constraints.
Hence, the set of feasible load schedules details all choices a flex-
ibility provider can offer to an external entity, such as a DSMgr.
Understanding this set as flexibility is a simplification of the def-
initions found in [31, 37, 48, 56] and the same concept is applied
in [2, 3, 41], for instance.

Making demand side flexibility readily available is a key to the
integration of RES. With sufficient flexibility from energy storages
and demand, located at suitable positions in the distribution grid, the
curtailment of generation from RES can be reduced or even avoided
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Fig. 1. A black-box model. The function f is learned with the goal of ap-
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proximating given target values y for given inputs x.

by increasing demand and storing excess energy. Shortages, on the
other hand, can be dampened by decreasing demand and releasing
energy from storages. This coordinated control can be achieved
or incentivized with different approaches, e.g., the aforementioned
direct and indirect DSM measures. The automated generation of
models could help in increasing the volume of controllable flexibility
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in a smart grid, especially when detailed descriptions are desired, as
it would automate one of the most labor-intensive steps in integrat-
ing DERs into a coordination mechanism. Each model encodes the
flexibility of a set of DERs and provides the necessary information
for deriving operational choices. It may be generated by the associ-
ated flexibility provider themselves, i.e., the owner of the DERs, or
some other, external party. The approach of using generated models
is especially promising in combination with flexibility providers
who employ similar methods. If, for instance, the local, automated
EMS of a flexibility provider uses model-based reinforcement learn-
ing, it already has learned a model of the DERs’ dynamics, which
could be passed on.

There are different options for the automated generation of mod-
els, for instance preparing a comprehensive model by hand and
automating the parameterization, that is, using a grey-box approach.
Grey-box models are combinations of white-box and black-box
models [17]. While white-box models transparently describe the
dynamics of a system, black-box models approximate the system
output from a given input [17]. In other words, with a white-box
model it is possible to analyze and explain in detail how the output
is generated from the input. A black-box model, on the other hand,
has an unknown inner behavior so that only inputs and outputs
are known for certain. Such a black-box is depicted in Figure 1.
Black-box models are statistical models and learned from data [17].
In this paper we view flexibility providers and their DERs from a
black-box perspective and focus on machine learning, as this allows
for great versatility. Using supervised learning, the mapping f, i.e.,
the black-box model, is learned from given input and output data
(x,y). The goal is to find an f such that the model output f(x)
approximates the true output y with minimal error, e.g., || f(x) — y||.
Since the black-box models act as surrogates for the actual DERs or
hand-crafted models, they are also referred to as surrogate models,
in this paper.

With this paper, we aim to motivate and aid future research
on the automated generation of models for the flexibility of DERs
by means of machine learning techniques. There are various ap-
proaches for encoding flexibility in a learned model, i.e., many ways
to generate such a model [16]. Based on our previous work and
conducted review of general mechanisms for the exploitation of
flexibility [16], we present and distinguish different modeling op-
tions, putting our previous results in a broader context and creating
an overview of the different concepts and their associated use cases.
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Fig. 2. Questions to be answered in the process of developing an approach
for the automated generation of models for demand side flexibility.

Furthermore, in this paper, we outline and illustrate fundamental
differences between the approaches and point out important aspects
to be considered when conceiving new methods for the automated
generation of models for demand side flexibility.

Figure 2 outlines the fundamental questions discussed in this pa-
per and shows how they are connected from a general perspective.
Each question is associated to one step in the development of an
approach for the automated generation of models for demand side
flexibility and each answer influences the others. Starting point is
the selection of an exploitation approach, which is closely tied to
the specific use case and the specification of a control signal. The
questions are separated into two groups: a group of more general
considerations on the left and a group of considerations specific to
an exploitation approach on the right. Interconnections between the
individual questions of both groups do certainly exist and may be
relevant in specific cases, but are not depicted. The paper’s structure
is based on this distinction. In Section 2, related work is presented,
outlining the current state of research in the field. Afterwards, in Sec-
tion 3, the general questions are discussed: we show how a DSMgr
can exploit demand side flexibility, illustrate the consequences of
who generates the model and discuss the challenges of acquiring
data and detecting flexibility in observed data. Section 4 is dedi-
cated to use case specific consideration. It provides an overview of
modeling approaches using machine learning models and discusses
important aspects. Finally, the paper is concluded by Section 5.

2 RELATED WORK

The wish to automate model generation processes is not exclusive
to energy related topics. “Automated model generation (AMG)” is
investigated in, but not limited to, the context of integrated cir-
cuit verification and testing [26, 55]. The generated model, e.g., in
form of differential (algebraic) equations, replicates input-output
characteristics of complex circuits [55].

The generation of simulation models with “flexible structures”, in
the sense of constructing the model structure dynamically during the
generation process, is investigated in [26]. The generation process
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involves transforming the given data into a graph, specifying how
individual components from an existing “domain model component
library” are coupled, model instantiation, and model calibration [26].
Similar approaches are conceivable for the modeling of demand
side flexibility. However, in this paper we focus on the training of
machine learning models, instead of the utilization of predefined
components.

Automated model generation is also applied in energy related
fields. One example is given by [35], where a generic space heating
model representing an entire building as a single heating zone is
presented. The model has a fixed structure. In order to generate an
actual model for a building, the missing parameters are estimated
from the given input data. In [9] models for evaluating the perfor-
mance of heating, ventilation, and air-conditioning in buildings are
generated from data. The input data is given according to a custom
data model. From this data, a component-based system description
in the form of a network of components is derived. Model genera-
tion for district heating systems is explored in [19] and [18]. The
proposed generation process starts with the import of a given graph,
e.g., OpenStreetMap data. Subsequently, a heating network is cre-
ated based on the graph and parameterized. The generation process
can be influenced with a set of configurations, like the number of
connected buildings and probabilities for houses to be connected to
the network [19]. Another example for an automatically generated
thermal grid model is presented in [49].

Regarding DSM and flexibility, automated model generation is
closely related to the detection and quantification of (potential)
flexibility, as both derive information about flexibility from given
data. Flexibility may be subdivided into different categories (see
also [16]), such as energy flexibility and time flexibility [33, 34].
While energy flexibility means adaptability of power or running
time, time flexibility means the possibility to change the starting
time [33, 34]. In [33, 34], the (potential) energy and time flexibility of
a building of a chemical factory are derived from load consumption
time series by means of motif discovery. Motifs in this context means
reoccurring patterns in time [33, 38]. The results are statistics for
the length, power intensity, as well as the potential starting times.
Nevertheless, detecting and learning about flexibility in recorded
data is a challenging task, as discussed in Section 3.5.

Encoding the feasible set of DERs into surrogate models for the
purpose of communicating flexibility was first proposed in [6]. The
authors trained support vector data descriptions (SVDDs) to distin-
guish between feasible and infeasible load schedules. The basic idea
of SVDD is to enclose a given dataset with the smallest possible
sphere within a so-called feature space [53]. Given an SVDD model
of the feasible set and an arbitrary load schedule, the schedule can
be classified by checking whether it lies within the sphere or not. If
it lies outside, the schedule is infeasible. Projecting infeasible sched-
ules onto or into the sphere and calculating the pre-image, that is,
a potentially feasible schedule, within the data space is proposed
in [7, 8] and thoroughly investigated in [3]. This SVDD-based “re-
pair” mechanism has since been extended (e.g., [2, 43]). A similar
approach by the same authors makes use of Chi-shapes instead, that
is, polygons enclosing a dataset (similar to a convex hull) [4].

A classification-based approach to encode the feasible set is pro-
posed in [41] and further investigated in [40, 42]. It makes use of
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a cascade of classifiers to determine whether a schedule is feasible
or not. Each classifier evaluates a specific part of the load schedule
and the schedule is deemed feasible if all classifiers label their part
of the schedule as feasible [41]. Different types of classifiers may be
used, including support vector machines, one-class support vector
machines, and artificial neural networks (ANNs) [40, 41, 41].

Inspired by [6], we first proposed to model the flexibility of DERs
by encoding it into ANNSs in [13]. For this purpose, we conceived and
outlined different “usage patterns”, which could be used by a DSMgr
in order to derive control signals from a given ANN. The patterns are
evaluated in [12] and based on these results another, similar pattern
is proposed and investigated in [15]. Finally, a more systematic
approach to the topic is presented in [16], where opportunities
for the utilization of ANN-based surrogate models are identified.
Additionally, a more thorough evaluation of the idea of ANN-based
surrogate modeling is presented.

Data-driven models can also be found in the field of model pre-
dictive control. In [1] a review and case study of the ANN-based
optimization of heating, ventilation, and air conditioning system
is presented. The utilization of automatically generated hybrid au-
tomata is proposed in [50] and evaluated for a heat pump and a
boiler. In contrast to these works, which generate models for the
local, automated building energy management, in this paper, we fo-
cus on models used by some external entity in order exploit demand
side flexibility.

3 EXPLOITATION OF DEMAND SIDE FLEXIBILITY WITH
AUTOMATICALLY GENERATED MODELS

The first step towards the utilization of automatically generated
models for the exploitation of flexibility, i.e., the direct or indirect
control of DERs, is the selection of an existing or conception of a
new exploitation approach. A categorization of different approaches
found in the literature is presented in the following.

3.1 Approaches for the Exploitation of Demand Side
Flexibility

A variety of different approaches for the exploitation of flexibil-
ity can be identified, using different characteristics [16, 28, 31, 37].
In this paper, we make use of the classification proposed in [16],
which is based on [37]. In summary, five different categories of ap-
proaches for the exploitation of flexibility, also named “patterns”,
are distinguished [16]:

Direct exploitation: DERs are directly controlled by some
external entity. In order to be able to do so, the external
entity uses a predefined interface and may even be able to
request and collect information relevant to the DERs opera-
tion. As an example, consider an aggregator who controls
individual DERs using custom interfaces for different DERs
and flexibility providers.

Exploitation of abstracted flexibility: DERs are controlled
with the help of highly abstracted models, meaning the mod-
els are not specific to a fixed DER type, i.e., a generator or
a storage, but instead suitable to describe multiple types of
DERs or an entire ensemble of DERs. One example from
this category would be the curtailment of generation and
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shedding of load with a reduction or on/off signal. Another
example is the activation of automatic Frequency Restora-
tion Reserves, which is implemented via a setpoints.

Market-based exploitation: How DERs are operated is de-
cided by some market mechanism. Flexibility providers sub-
mit bids or requests to a market and receive the result after
market clearing. Examples are energy markets and balancing
energy markets.

Indirect Exploitation: Flexibility providers receive a signal
incentivizing them to change their behavior and reschedule
their DERs. Incentives are usually provided in the form of
price signals. Dynamic tariffs are an example for an indirect
exploitation approach.

State information-based exploitation: DERs are operated
based on some state information observed or received by
the flexibility provider. This exploitation pattern is usually
employed in decentralized or distributed approaches. One
exemplary application is the activation of the Frequency
Containment Reserve, which is coupled to the observed
power grid frequency.

The examples of Frequency Containment Reserve and automatic
Frequency Restoration Reserve show that multiple patterns can be
combined, as the monetary compensation for providing balancing
power is determined with the help of an auction (market-based ex-
ploitation). Based on this classification, we conducted an extensive
literature review, which is presented in [16], in order to identify
common modeling approaches for the exploitation of demand side
flexibility. It is important to note that the approaches are not lim-
ited to the automated generation of models. The result, which was
compiled from a total of 173 analyzed publications, is depicted in
Figure 3.

It shows the different classes of exploitation approaches (blue
boxes), the associated modeling approaches within this class (white
boxes), as well as different communication schemes, and relates
them in terms of their abstractness. Abstractness (x-axis) was judged,
based on the following two statements:

e “Abstraction is a process of generalization, removing restric-
tions, eliminating detail, removing inessential information
(such as the algorithmic details).” [54]

o “Abstract specifications have ‘more potential implementa-
tions’, moving to a lower level means restricting the number
of potential implementations.” [54]

On the y-axis, the approaches are grouped according to their
genericity: from specific to a single DER or type of DER to generic
approaches applicable to any DER.

Please note that Figure 3 does by no means capture every pos-
sible exploitation mechanism. Instead, it depicts and classifies the
approaches commonly found in the literature. Moreover, it is pos-
sible to devise exploitation mechanisms that do not fit into this
framework, simply by creating novel combinations of the depicted
elements. For a detailed discussion of each element, we refer to [16].
A short summary of the approaches is provided in the following [16]:

Precise model: Precise models are developed for each DER
or type of DER in order to closely describe their dynamics.
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Fig. 3. Common modeling approaches for each exploitation pattern.
Source: [16].

Classification of characteristics: DERs are assigned charac-
teristics, such as “shiftable”, “curtailable”, or “interruptible”,
and are modelled accordingly. Therefore, different DERs or
types of DERs may share identical models.

Parameterization of a common model: A communication
scheme in which flexibility providers describe their flexi-
bility to an external entity by determining and sending the
parameters of a predefined and commonly known model.

Intervals: Models are built around or from intervals, e.g., in-
tervals for power, energy, and ramping capacity.

Set of schedules: DERs and their flexibility are described by
a list of feasible load schedules. External entities simply
choose the most beneficial entry.

On/off: DERs can be stopped and started.

Imposed constraints: External entities restrict the operation
of DERs by setting operational constraints, e.g., a feed-in
limit. Usually only one limitation is active at a time for either
flow direction, that is, feed-in or consumption.

Requests and offers: A communication scheme in which flex-
ibility providers explicitly offer flexibility, e.g., on a market,
and/or external entities request the utilization of flexibility,
for instance based on a contract.

Data driven: Flexibility is exploited in a data-driven way, for
instance by learning a model and then using it to determine
control signals. This is one of the key approaches for the
automated generation of models.

Elasticities: Price-elasticities can be used to predict the reac-
tion of a flexibility provider to price changes. With the help
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of these predictions, different price signals can be evaluated
before selecting one.

Tariffs: Dynamic tariffs allow the adaptation of prices in order
to influence the demand side and exploit its flexibility indi-
rectly [37]. In the literature, the existence of dynamic tariffs
is frequently assumed, but rather rarely the investigated
subject.

Stigmergy: Stigmergy is a coordination approach making use
of anonymous and only indirect communication via the
manipulation of a shared environment [47]. In case of the
Frequency Containment Reserve, the electrical grid is the
shared environment and the observed information is the grid
frequency. Each reserve provider manipulates the frequency
by a tiny fraction via their load, but it is not possible for a
reserve provider to tell what others have contributed.

Exchange of individual state information: A communica-
tion scheme in which flexibility providers share their state
information, such as their planned load schedule. Other flex-
ibility providers can use this information and adapt their
own schedules in order to pursue a collective goal. In a dis-
tributed approach, flexibility providers are external entities
to each other.

These categories and general approaches are vital for the defi-
nition of procedures for the automated generation of models for
demand side flexibility. A selection of general concepts is presented
in Section 4. For now, let us assume, we know the pattern the ex-
ternal entity uses to exploit flexibility, what kind of model should
be generated, and which kind of data is required. The next step is
then model generation, which poses the questions of who should
generate the model, that is, the flexibility provider or the external
entity, and from where the necessary data should be sourced.

3.2 External Entities Generate Models from Observed Data

In case models should be generated by a DSMgr or any other external
entity, they must acquire the necessary data, before they are able
to do so. Data can be acquired in different ways: firstly, it may be
observed with the help of a (advanced) metering infrastructure.
The infrastructure measures energy usage and can provide this
information to the external entity, who stores the received individual
measurements or load profiles. This data may, however, include
inflexible power flows, which are not related to DERs. Secondly, the
flexibility provider could periodically send the latest dynamic DER
data to the external entity. Examples for dynamic data from DERs
are state information, such as the state of charge of a storage or the
operation status of a heat pump. The downside of this approach is
that the flexibility provider is at all times completely transparent to
the external entity. Lastly, sets of data may explicitly be requested
from the flexibility provider. If the exact date of measuring the data
does not matter in the intended exploitation approach, the data
could be partitioned, the partitions shuffled, and date information
removed, in order to obfuscate at least some behavioral patterns of
the flexibility providers DERs.

The process of model generation by an external entity and subse-
quent flexibility exploitation is depicted in Figure 4. After acquiring
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Fig. 4. An external entity collects data and generates a model (Step 1),
which is then used to derive control signals (Step 2). Based on [16].

a sufficient amount of data, using one or multiple of the options out-
lined above, the external entity generates the model. Which amount
of data is sufficient, strongly depends on the employed machine
learning model (see Section 4). The generated model is then stored
for later use. Whenever DERs need to be controlled, that is, periodi-
cally or in case a specified event is detected, the model is loaded and
used to derive control signals. Any type of signal, such as tariffs,
load schedules, or operational constraints, could be derived given a
suitable model (see Section 4). The signal, i.e., the “flexibility choice”,
is then sent to the EMS of the flexibility provider, which replans
and controls the DERs accordingly. A feedback mechanism may
optionally be implemented in order to detect discrepancies between
model output and actual flexibility. Discrepancies arise since the
models only approximate the real flexibility. Depending on the qual-
ity of the generated model, this approximation may be very rough.
As an example, consider an EMS receiving a load schedule from
an external entity. The EMS checks whether it can reproduce the
schedule by means of rescheduling the local DERs and sends back
the closest schedule it can achieve. The feedback can be collected to
improve the respective model and may trigger a replanning process,
in case the deviation is too large for the intended use.

3.3 Flexibility Providers Generate Models

Models may also be generated by the flexibility provider and sent
to the external entity. A major advantage is the reduced amount
of communicated data, as only the generated model needs to be
transferred, instead of the training data. Hence, this decentralized
model generation enables the utilization of additionally generated,
artificial data in order to improve model accuracy. There are also
privacy related implications: on the one hand, privacy is improved in
comparison to the centralized model generation, as the training data
is not directly available to the external entity. On the other hand, the
communicated model may be exploited to draw conclusions about
the dynamics and constraints of the DERs, and thus the behavior
and habits of the flexibility provider.
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Fig. 5. The automated EMS of a flexibility provider generates reusable
models A of the controlled DERs and communicates them to an external
entity, where they are stored for later use (Step 1). Whenever required,
control signals, that is, “flexibility choices”, are derived with the help of
the stored model and the received dynamic state variables (Step 2). Based
on [16].

The automated generation of models for flexibility is an espe-
cially promising concept if it is employed on multiple hierarchical
levels and makes use of similar models on each level. As an example,
consider a flexibility provider who optimizes the operation of DERs
with the help of model-based reinforcement learning. This means
that the flexibility provider has already trained a model of the DER
dynamics (see [51]). Such a model could be passed to an external
entity, that is, upward in the control hierarchy, and additional in-
formation or models may be provided to further facilitate signal
generation.

A decentralized model generation can be implemented in two
different ways: firstly, we can utilize reusable models, which only
need to be generated whenever there are changes to the DERs and
their operational constraints. For a model to be reusable, we must
be able to pass state variables, that is, dynamic data determining the
actual flexibility within the frame of theoretical flexibility given by
the model and its (static) parameters. Take a battery energy storage
system, for example. The amount of energy that can be charged or
discharged is determined by technical properties and its current
state, e.g., its nominal capacity and the state of charge. The nominal
capacity is a parameter and can be communicated upfront, as it
remains fixed, but the state of charge needs to be transmitted timely,
whenever flexibility needs to be assessed.

Figure 5 depicts the utilization of reusable models. Models are
generated by the EMS of the flexibility provider in such a way that
they remain valid as long as the underlying parameters remain
unchanged. As stated before, this can be achieved by generating
models in which state information can be incorporated dynamically.
Consider an ANN-based model which takes the state variables as
an input, for instance. The resulting models are sent to the external
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Fig. 6. The automated EMS of a flexibility provider generates state-specific
models A of the controlled DERs and communicates them to an external
entity. The models are immediately used to derive control signals. Based
on [16].

entity and stored for later use. In case the DER dynamics change,
e.g., when another DER is installed, the process is repeated.

Whenever flexibility is to be exploited, that is, when a given event
is detected or periodically, the stored models are loaded and the
flexibility providers are requested to send their current state infor-
mation. Using this data, control signals are generated and sent to
the flexibility providers’ EMSs, which in turn may provide feedback,
analogous to Figure 4 and the external model generation.

If the generated model encodes the current state of the DERs, it
is only valid in this exact state. In this sense, the model can only be
used once, as the next time flexibility needs to be assessed, the DERs
will likely be in another state. Therefore, new models need to be
generated and communicated for each single exploitation attempt.
An example for such a model is the set of feasible schedules encoded
into an SVDD (see [3]). The complete exploitation process is depicted
in Figure 6. Since all dynamic information is already encoded in the
model, it does not need to be transmitted separately. Furthermore,
there is no need to store the model, as every time a new one is
generated.

In comparison, single-use und reusable models have different ad-
vantages and disadvantages: while a reusable model only needs to be
generated once, it must be able to capture more complex dynamics,
since it needs to be valid for a wide range of different states. If the
model is learned from data, this means that training data from many
different states is needed. As a consequence, the training process
takes longer and needs more computational resources, since the
relationship of state and flexibility must be captured. This challenge
may also be reflected in model quality. In general, the reusable model
is likely to perform worse in a given state than a single-use model
trained to describe exactly this state (compare [16] and the results
of [16] and [3]). However, since the reusable model is not imme-
diately needed by the external entity, there is time for a thorough
training. Vice versa, the generation of the single-use model must
be fast (seconds to minutes), to be applicable on short notice. But,
since only a description of the current flexibility is needed, simpler
models and therefore fewer computational resources can suffice
for generating each individual single-use model. As an example,
compare again SVDDs generated from a few thousand samples [3]
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and ANNs generated from hundred thousands of samples over the
course of many training epochs [16].

3.4 Communication Channel

Receiving dynamic data from the EMS, sending control signals, and
receiving feedback requires communication between EMS and the
external entity. The external entity provides the necessary interfaces
for the exchange of information. Technical limitations regarding the
communication channel may be posed by the amount of data to be
communicated, data transfer rates, reliability, and the mere existence
of the communication infrastructure in remote areas. While the data
may be communicated via the Internet, communication channels
isolated from the Internet should be considered. The German Smart
Meter Gateway infrastructure, for example, is able to provide a
secure channel for such communication (e.g. [14, 29]).

3.5 Detecting Demand Side Flexibility in Data

If one were to handcraft custom models for individual flexibility
providers, one would usually examine the associated DERs, inspect
their environment, and talk to operators and users in order to de-
termine constraints and record their preferences. Automating these
steps requires collecting the same information from given data.

In the most basic case, only historic load profiles are given, from
which we need to estimate parameters (grey-box approach) or learn
a mode from scratch. Imagine we want to quantify how flexible
an office building can be operated, solely by looking at observed
load profiles. When there is feed-in and it follows a curve with a
peak around noon, we can plausibly assume that there is a pho-
tovoltaic system present, but does the absence of such a feed-in
curve mean that there is no photovoltaic system? The answer is:
not necessarily. The installed generation capacity could simply be
too small to outweigh the demands during office hours. There could
also be a battery energy storage system, preventing feed-in and
storing energy for later use. Only if there are days, in which we see
the characteristic curve from solar generation in the load profile,
we can conclude that there probably is a photovoltaic system. Then,
using this information we can try to find evidence for batteries. This
example illustrates the two core challenges of learning flexibility
from load profiles alone:

(1) In order to detect flexibility, it must show in the data. If
DERs are always operated in the same way in a given situa-
tion, we cannot know for sure whether there are alternative
operational choices or not.

(2) Load profiles alone can only provide clues of the actual
flexibility. Further assumptions, e.g., made by scanning for
characteristic sequences, or information, for instance given
by some master data register, are needed.

The first challenge is related to the exploration-exploitation dilemma
found in reinforcement learning (compare [51]): an agent has to
explore alternatives to the already known, well performing opera-
tional choices in order to discover new, potentially better options.
Translated to the operation of DERs, this means that the normal,
daily operation needs to be disturbed in some way from time to
time, in order to force the selection of load schedules unseen be-
fore. The resulting load profiles then provide information about
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the available flexibility, when compared to periods without distur-
bances, especially if details about the disturbances are known. If, for
instance, charging or discharging the previously considered battery
energy storage system is restricted on some days, there will be days
in which electricity generation from solar power is not concealed.
Now, if we additionally know that charging was restricted, the dif-
ference in consumption gives us a clue about the flexibility. Please
note that it is not necessary to know about the storage itself, it
suffices to know that there was a restriction.

Knowingly causing disturbances in DER operation effectively
generates additional information, which brings us to the second
challenge: we need further assumptions or information to confi-
dently draw conclusions about the available flexibility. For instance,
one could try to disaggregate the collected load profiles or try to
identify characteristic patterns (compare [33]) and conduct further
analyses based on the results. Looking at the (imaginary) load pro-
files from our introductory example and reasoning that there likely
is a photovoltaic system and a battery energy storage system equates
to making assumptions. Based on these assumptions we can try to
quantify the flexibility offered by the battery, but we cannot know
for sure that the battery actually exists. In other words, estimates
are generated on the basis of estimates. In order to make more con-
fident statements, more definitive information is needed. Basic DER
information could alternatively be given by hand or automatically
collected from some master data register like the Marktstammdaten-
register in Germany, an official register for power plants and battery
energy storages.

Overall, the more information is available, the more certain and
accurate conclusions can be drawn. Information cannot only be
generated during model generation, but also when the model is used
to control the DERs of a flexibility provider. Whenever a flexibility
provider is not able to implement the schedule changes derived
from the learned model, we gain new data, which we could use to
improve our model. Additionally, since it is clear that the models
will only provide estimates, the utilization of stochastic models
should be considered. If, for instance, probability distributions or
likelihoods are given, a DSMgr could compute confidence intervals
when planning how DERs should be controlled.

3.6 Sources for Data

To generate a model from data, data is needed in the first place.
Which data is required strongly depends on the intended use case
(see Section 4). In case of the external model generation, data may
be collected locally by the EMS and sent to the external entity
periodically (“dynamic data” in Figure 4). From a general perspective,
there are multiple possible ways to collect data:

Observation during operation: Automated EMSs manage
energy flows in some optimized way. To do this, the EMS
must observe sensor inputs and collect state information
from DERs. In combination with the control signals issued by
the EMS itself or the observed reaction of the DERs, a model
of the DERs’ dynamics can be trained. However, the issue
of determining flexibility from observed data, as discussed
in Section 3.5, persists. Recording not only the DERs reac-
tion to the optimized controls, but also feasible, alternative
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options, is one possible solution to this problem. Such alter-
native options, for instance in the form of a set of feasible
actions, could be provided by some future, standardized DER
interface. Depending on the exact use case and modeling
approach, different data is required.

Querying from DER: If such a standardized interface allows
passing a presumed state as an argument, the necessary
information may be collected directly from the DER inde-
pendent of the true state and actual operation.

Fake data points: One option to introduce flexibility into the
dataset is adding artificial data points. The creation of fake
data for the sake of training better models is called dataset
augmentation [22]. Depending on the modeling approach,
there can be many different options for the generation of
fake data. The major challenge is creating valid fake data,
or else the learned model is at least partially invalid, that is,
it does not represent the flexibility correctly.

Extraction from existing models: In order to control and

optimize local energy flows, the automated EMS makes use
of optimization algorithms and models. It would be possi-
ble to extract information on operational constraints, e.g.,
maximum and minimum power in a given state, from these
existing models. If an approach for the automated generation
of surrogate models was established, there could be a stan-
dardized interface for extracting all required information
from optimization models.
Simulation models can be another source of data (e.g. [3, 12,
16]). We trained surrogate models from newly developed
simulation models in our previous work [12, 16] to demon-
strate the viability of the concept of ANN-based flexibility
models. However, manually creating a simulation model
solely for generating a surrogate model defies the purpose
of surrogate modeling in this context.

4 DIFFERENT USE CASES AND MODELING OPTIONS

With the general considerations from the previous section in mind,
let us now look at different options for generating descriptions of
demand side flexibility. From Figure 3 in Section 3 we can derive
three basic options:

Generating a mathematical model: An algorithm or arti-
ficial intelligence able to generate mathematical models
(e.g., genetic and evolutionary programming [52], “evolv-
able mathematical models” [24], automatic generation of
hybrid automata [50], or some regression algorithm) could
be used to implement modeling approaches from the direct
exploitation category in Figure 3. If the model is generated
by the flexibility provider, the resulting mathematical model
needs a common interface, that is, specific variables that
are known, manipulated, or observed by the external entity.
Without these, the external entity would not able to make
use of the model.

Parameterizing a common model: If the model structure
is predefined and fixed, specific models are generated by
estimating the missing parameters, which is a process that
may be automated. This approach is mostly suitable for the
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abstracted flexibility category in Figure 3, where models
with a higher degree of abstraction are used. There also may
be multiple model structures to choose from, e.g., a battery, a
bakery, and a bucket [45]. The selection of the best “template”
could be achieved with the help of clustering methods.
Generating a (data-driven) surrogate model: For this, the
goal is to generate a surrogate model, i.e., a black-box model,
which in its inputs and outputs provides all the information
needed to derive and select control signals. Control signals
could be any signal, including load schedules, load deltas,
and dynamic tariffs. Which signal is needed, how often a
signal is sent, which time horizon it covers, and many other
parameters depend on the exact exploitation approach. We
refer again to Figure 3 for an overview of commonly found
approaches and their associated signals. An overview of sur-
rogate modeling approaches is provided in the next section.

Depending on the employed algorithms and whenever the model
is generated step by step, e.g., evolution or gradient descent in the
case of ANNs, the duration of model generation may be shortened
for any of these options by starting from a pregenerated solution
instead from scratch. Improving upon a prior solution can also help
to improve model quality (see [22]), but may as well lead into a
local optimum, potentially far away from the global optimum which
would only be reached from a different starting point. In the context
of ANNS, starting with pregenerated models is known as transfer
learning and pretraining (see [22] for an introduction).

In the following we will focus on the third option for the genera-
tion of models, that is, the generation of surrogate models, which
is usually achieved with the help of machine learning. With this
option, demand side flexibility is encoded into a machine learning
model, such as an ANN or support vector machine.

4.1

Generally speaking, one could try to implement any approach de-
picted in Figure 3 with the help of surrogate models. Remember
that from the black-box perspective the only thing we know about
a given system is a set of system inputs and their associated system
outputs. Hence, the main precondition is the possibility to derive
adequate control signals from the considered model inputs and out-
puts, which in turn is only possible if the generated models are
sufficiently accurate. Training accurate models requires an adequate
amount of data, meaningful data (see also Section 3.5 on the issue
of detecting flexibility), and a relationship between model inputs
and outputs. Furthermore, the external entity using the model must
be able to make sense of at least some of the data and know how
the model needs to be used.

In [16], we derived and compiled a list of prospective surrogate
modeling approaches for ANN-based surrogates by looking at the
various types of models found in the literature and contemplating
different input and output combinations. A generalization of this
list, including many non-ANN examples, is given by Table 1. Table 1
is not exhaustive and many variations of the listed methods can
exist. Furthermore, despite our best efforts, for some approaches
no suitable examples could be identified in the literature, as the
algorithmic generation and utilization of surrogate models as models
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Table 1. Outline of possible surrogate modeling approaches. The generated
model provides predictions of the necessary information. Based on: [16].

Signal Method Example
Schedule  Repairing infeasible schedule [3,4, 8,12, 43]
Schedule  Generation from abstract representation [12]
Schedule  Prediction of state and action trajectory [10, 15, 16]
Schedule  Classifying feasibility of schedule fragments [40-42]
Schedule  Classifying feasibility of entire schedule [6,12]
Schedule  Prediction of costs -

Tariff Predicting resulting load (schedule) [12], [27]*
Load delta  Predicting how long load is changed [21]*
Constraint  Predicting how long constraint is satisfied [21]*

Other Predicting resulting load (schedule) -

*related

for demand side flexibility is still a niche approach (compare [16])
and existing, similar models are often hand-crafted or used in other
contexts (see for example [25], where load forecasting in general is
investigated).

The “Signal” column lists the type of signal the external entity
sends to the providers of flexibility. In order to control flexibility
providers and their DERs via load schedules, one must be able to
identify feasible load schedules within the generally much larger
space of all load schedules. Since we define flexibility as the set of
all feasible load schedules, any surrogate model that allows us to
identify feasible schedules can be seen as a model for the flexibility
of DERs [12, 13, 16]. Table 1 lists six potential methods for identi-
fying feasible schedules. For the sake of brevity, we only outline
the different methods for signal generation. More elaborate expla-
nations and illustrations of the generation processes are provided
in [16].

Repairing infeasible schedule: Given a mapping from in-
feasible load schedules to (close-by) feasible load schedules,
one cannot only identify feasible load schedules by passing
any random input, but also search for desirable schedules
by systematically checking different inputs. This concept is
used by the SVDD approach [3], for instance. It can easily
be integrated into optimization heuristics, such as parti-
cle swarm optimization, by searching within the (uncon-
strained) space of all schedules and performing a schedule
repair just before evaluating the target function value [3].

Generation from abstract representation: A surrogate model

may provide a mapping from some abstract (potentially
random) representation to a load schedule, similar to the
mapping from genotype to phenotype in evolutionary algo-
rithms. As an example for a generative model, consider a gen-
erative adversarial network (GAN) [23]. A GAN maps ran-
dom input noise to some artificial data point, such as an im-
age [23]. Since any data space is valid, one may train a GAN
to generate feasible load schedules. Furthermore, GANs can
be trained to consider additional input variables [39], e.g.,
dynamic state variables, which makes the model reusable.
With such a GAN at hand, the external entity could pass (ran-
dom) inputs until a desired load schedule has been returned
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or until a given time or computational budget is exceeded
and choose the best generated schedule.

Prediction of state and action trajectory: With a model of
the state space it is possible to predict how the states of a
flexibility provider’s systems evolve. Starting from a given
initial state, the external entity repeatedly determines a de-
sirable power level (action) and the resulting subsequent
states. Doing so, a schedule is generated power level by
power level. Whether a power level (action) is feasible in
a given state or not, can be detected with the help of an
additional classifier [15, 16].

Classifying feasibility of schedule fragments: Classifiers
for fragments of a load schedule are another option to iden-
tify feasible load schedules. A schedule is deemed feasible
if every fragment is judged as feasible. One option to im-
plement this method would be to train a list of classifiers,
the first one judging only the first value, the second one
judging the first two values, the third one judging the first
three values, and so on. An external entity could then select
value after value, always using the next classifier in line (see
also [16]). Another option would be the utilization of the
“cascade classifier” [40].

Classifying feasibility of entire schedule: A classifier able
to distinguish feasible and infeasible load schedules allows
us to identify feasible load schedules. However, randomly
generating inputs most likely generates infeasible solutions,
as the vast majority of possible schedules is infeasible. Ad-
ditional information and systematic search methods are re-
quired to make use of this method. For ANN-based classifiers,
for instance, one could try to use backpropagation to find
input vectors, i.e., schedules, with a high likelihood of being
feasible, that is, inputs yielding a high output value [16].

Prediction of costs: This method is closely related to the clas-
sification of an entire schedule. While the classifier rates
whether a given schedule is likely feasible or not, with rat-
ings from 0% to 100%, the cost prediction yields some value
from the set of real numbers. In order to distinguish fea-
sible and infeasible schedules, the model must be trained
to penalize infeasibility with very high costs. By searching
schedules with a cost below a given schedule, feasible sched-
ules can be identified. As an added benefit, the estimated
cost of implementing the schedule is known.

The length of the load schedules can be selected arbitrarily before
model generation. Depending on the schedule generation method
and the employed models, it may even be possible to change the
length dynamically, as needed. One example for a method allow-
ing dynamic schedule lengths is the prediction of state and action
trajectory, in case the trajectory is put together one time step at a
time. Then, the schedule generation can be stopped once the desired
length has been reached. The length of the individual time steps, on
the other hand, is generally fixed.

The remaining methods listed in Table 1 yield different types
of signals and are not directly comparable. Furthermore, they are
generally not suitable for the detailed control of DERs, as only
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incentives and operational boundaries are passed to the flexibility
providers.

Prediction of load (schedule) resulting from tariff: A model

predicting the resulting load schedule for a tariff or the re-
sulting power level for a short term monetary incentive can
be used to assess price signals. By comparing the expected
reactions to price changes, the external entity can evaluate
different tariffs and make more informed choices. However,
depending on the modeled DERs, the changes between dif-
ferent tariffs may be rather small, which is one reason for
the good results we achieved in [12]. In [27] the reward re-
ceived by the external entity due to the changed schedule is
predicted, instead of the load schedule itself.

Predicting how long load is changed: Short-term power changes

can be evaluated by predicting if and how long the different
changes can be implemented. For each flexibility provider,
the desired change in Watts is passed to the surrogate model,
which then provides the necessary predictions. Additional
models or model outputs may be used to predict catch-up
effects caused by each power change. In [21] a variation of
this method is proposed, where the external entity computes
how long a load can be interrupted.

Predicting how long constraint is satisfied: Limiting the (to-

tal) power drawn from or fed into the grid, for instance by is-
suing quotas of the maximum feed-in and consumption [11],
is another possible approach to DSM. Here, the surrogate
model predicts how long a given constraint can be satisfied
by the flexibility provider. Again, additional models or model
outputs could predict catch-up effects.

Prediction of load (schedule) resulting from signal: If flex-

ibility is guided by the state of its environment, that is, flexi-
bility providers observe the environment, interpret the state
and react accordingly, one could try to manipulate this state
in order to deceive flexibility providers. In this case, the sur-
rogate model would predict the reaction to some defined,
arbitrary signal. Please note that this case essentially is an
abstraction of the tariff-based prediction.

The different presented methods for signal generation may be
implemented with various types of (machine learning) models and
in different ways.

4.2 Considerations for the Utilization of Surrogate Models

Different machine learning models come with different advantages
and disadvantages. For instance, we can easily create conditional
models with ANNs, where the output depends on some additional
input variables (e.g., [12, 39]). On the downside, ANNs are compara-
tively expensive to train, as a large amount of data is needed [22].
In this section, we outline fundamental considerations important
to choosing a model type and implementing a signal generation
method.

Computational effort: The computational effort required to
generate/train and use a model can vary widely between
different types of models. In the first step, a model must be
generated either by the flexibility provider or the external
entity. While some models can be generated rather fast,
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such as a simple regression model, others need extensive
training, e.g., some deep ANN. Higher computational effort
may be mitigated by the generation of reusable models. As
explained before (see Section 3.3), if a surrogate model can
process and make use of dynamic state information, the
model only needs to be generated once, every time the DERs
or other underlying dynamics or constraints change. Single-
use models, on the contrary, must be generated every single
time flexibility is needed and the model generation process
must be sufficiently fast for the given use case. Hence, even
though initially more computation resources are required, a
reusable model may need fewer resources in the long run.
Additional computational resources are needed by the ex-
ternal entity in order to generate control signals and by
the flexibility provider in order to implement the signal.
However, these resource requirements heavily depend on
the exploitation approach and intended signal generation
method.

Model size: Model size is not only relevant for the external

entity storing the model, but also for the transmission step
and generation process. Different types of models need dif-
ferent amounts of data to describe them. For example, a
support vector machine is described by a set of support vec-
tors and some parameters. Even more compact is a simple
linear regression model, as it only needs a few parameters. In
contrast, the description of an ANN comprises its topology,
neuron weights, activation functions, and further parame-
ters. Especially in case of deep ANNs, the number of weights
may grow very large, yielding large models requiring many
megabytes of data.

Quality of approximation: A surrogate modelin general only

provides approximations of the true flexibility. How well this
true flexibility is approximated depends on many different
parameters, including the general capabilities of the selected
type of model, successful training, and the data used dur-
ing the training process (see Section 3.5). While some types
of models may already yield good results from a relatively
small amount of data, others may need much more. Further-
more, approximation is a more difficult task for reusable
models than for single-use models, since additional inputs
must be interpreted (see also Section 3.3).

Optimization: In general, an external entity is not interested

in identifying just any feasible control signal, but instead
wants to find signals beneficial to their overall goals. While it
is possible to generate a set of random feasible load schedules
or other possible signals for all flexibility providers and then
select the best combination, a more systematic and targeted
search approach is desirable. In case of the schedule repair
method, one may try to identify the best possible schedule,
ignoring all constraints, and then use the surrogate model
to find a (hopefully) close-by feasible schedule. Such an ap-
proach is evaluated in [3]. When generating load schedules
from abstract representations and similar representations
(genotypes) lead to similar load schedules (phenotypes), the
external entity may be able to optimize the schedules with
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Table 2. Reusability of surrogate models in the literature.

Reusable Signal generation = Model type Example
Yes Various methods ANN [12, 15, 16]
No Classification SVDD [7]

No Repair SVDD [3, 8, 43]
No Classif. of fragments  Different classifiers [40-42]
No Repair Chi-Shapes [4]

the help of an evolutionary algorithm. Similar inputs produc-
ing similar outputs is the case for GANs [46], for instance.
Next, for the state and action trajectory method, one may
be able to apply algorithms from reinforcement learning,
such as the Monte Carlo tree search [16]. How signals may
be optimized strongly depends on the capabilities of the se-
lected model type. An SVDD, for instance, describes data in
the form of a sphere. It can be used as a classifier by check-
ing if a point (schedule) lies outside the sphere and also for
projecting points from outside onto or into the sphere (set
of feasible schedules) (see [3]). ANNSs, in comparison, are
more versatile, but lack such a geometrically intuitive “re-
pair” method. In [16], we suggest approaches for optimizing
signal selection when using ANN-based surrogate models
for the different signal generation methods listed in Table 1.

Scalability: A DSMgr generally manages a larger number of
flexibility providers at the same time, whether their goal is
to resolve congestions in the electricity grid or to plan and
control the operation of a virtual power plant. For the DSMgr,
that is, the external entity, this means that they must be
able to process multiple surrogate models in parallel. Hence,
efficient and scalable algorithms for signal generation are
crucial, especially when signals must be determined fast. The
aggregation of DERs or flexibility providers is one possible
way to improve the scalability of an exploitation mechanism,
as fewer signals need to be generated. Disaggregation of the
signal may be performed on a subordinate level of the control
hierarchy. How aggregation can be achieved (e.g., [5, 10])
and how existing surrogate models can be aggregated into
a new combined surrogate model (e.g., [21]) depends on the
model type.

As already pointed out in Section 3, some surrogate models are
reusable while others are not, which more or less has an impact on
every aspect discussed in this section. In Table 2, we list different
types of machine learning models, associated examples, and point
out whether the models are generated in a reusable way or not.
Reusability is by no means limited to ANNs. For example, any re-
gression model taking the DERs’ states as an input could be reusable.
However, the only surrogate modeling approaches with reusable
models we could identify in the literature are ANN-based.

4.3 Dealing with Inaccuracy

As stated before, surrogate models for demand side flexibility only
provide approximations of the underlying, true flexibility. Depend-
ing on the quality of a model, the majority of the derived signals
may actually be infeasible. The only way for an external entity to
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know for sure whether a specific signal is feasible or not, is to ask
the associated flexibility provider. This brings us to the question of
how an external entity should deal with this issue. In the following
we present building blocks for a possible solution:

Making use of a feedback mechanism: Figures 4, 5 and 6
all indicate the possibility of the flexibility provider sending
feedback to the external entity. Such a feedback could, for
instance, be the load schedule planned by the EMS as a
reaction to the received signal. The external entity can then
use this feedback to evaluate whether the predictions were
accurate and whether corrective actions are needed.
Different kinds of corrective actions are possible, depending
on the type of model. In case of reusable models, the feed-
back data may be used to improve the models by conducting
further training steps. In doing so, it is also possible to deal
with gradual or incremental concept drifts, as the model can
gradually be updated. Concept drift refers to a changing re-
lation between input data and target variable over time [20].
If an abrupt concept drift is detected, for instance caused
by the installation of new DERs, the external entity may al-
ternatively dismiss the current model and restart the model
generation from scratch. For single-use models, concept drift
is irrelevant, as the model is only expected to be valid for a
very limited time.

Making use of statistical information: Some types of ma-
chine learning models are able to provide us with statistical
information, such as the distribution of a predicted value or
estimated probabilities. This information may for instance
be used to predict confidence intervals or avoid choices for
which the surrogate model predicts high uncertainty. None
of the examples listed in Table 1 makes truly use of such a
statistical approach. The only related application would be
the limitation of the set of feasible schedules by adapting
classification thresholds as discussed in the following.

Limiting the flexibility: In cases where the feasibility of a
signal is more important than making available every last bit
of flexibility, the artificial limitation of the encoded flexibility
is a viable and effective option (see [15, 16]). This limitation
can be achieved in multiple ways: firstly, by encoding only
a subset of the true flexibility and thereby constricting the
surrogate model itself [16]. Such a limitation can be incor-
porated by applying artificial constraints to the data used
during model generation. As an example, think of prevent-
ing power levels near the nominal power of a DER. If later,
in the application of the model, too large power levels are
predicted, this artificial buffer can help to keep the predic-
tion inside the true boundaries. A second possible way is to
manipulate model inputs [15] in order to shift them closer
to their boundaries, which again creates an artificial buffer.
However, this option must be used with caution, as the op-
posite boundary is shifted away. Finally, in cases where
classifiers are used, one may be able to tweak false positive
and false negative rates. If the classifier returns a rating be-
tween 0 and 1 indicating the confidence of a match, e.g., a
load schedule being feasible, one may increase the threshold
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in order to decrease the false positive rate. As a result, the
false negative rate will generally increase, since now a more
limited flexibility is described. Low false positive rates at the
cost of higher false negative rates may also be achieved by
knowingly overfitting the model to the training data [16].
Whether any artificial limitations are needed or not depends
on the exact use case. However, we suggest to look into
the alternatives first before applying such limitations, since
prediction errors may cancel each other out when multiple
flexibility providers are jointly controlled.

5 CONCLUSIONS

In this paper, we provide an overview how models for the flexi-
bility of DERs can be generated in an automated process and sub-
sequently be utilized by external entities, such as DSMgrs. Either
flexibility providers or external entities may generate the necessary
models and each of both options has its own benefits. When flexi-
bility providers generate models, in general, less data needs to be
transmitted and more accurate models may be generated, but more
computational resources are needed by the flexibility provider. The
models are generated from data, but detecting flexibility in historical
data is a challenging task, which requires assumptions or additional
information. Aside from observations, possible sources for informa-
tion include fake data, already existing models, and standardized
DER interfaces.

There are multiple options for the automated generation of mod-
els for demand side flexibility and even more different types of
surrogate models, which can be used to generate control signals.
Which approach is the most fitting one, depends on the specific use
case, therefore only an overview of different approaches is provided
here. Regardless of the approach, we point out aspects to consider
when developing a surrogate-based approach for the exploitation of
flexibility. Most importantly, surrogate modeling only provides ap-
proximations of the true, underlying flexibility. The magnitude and
possible consequences of erroneous control signals should always
be kept in mind. Utilizing statistical information, provided by the
surrogate models, and integrating a feedback mechanism are two
possible ways to deal with inaccurate models.

Overall, the automated generation of surrogate models for de-
mand side flexibility could simplify the integration of DERs, as one
of the most labor-intensive integration steps is automated. More-
over, the amount of exploitable demand side flexibility could thereby
be increased, which in turn would facilitate the integration of RES
into the energy system. There is a wide range of aspects to consider
when developing such an approach.
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