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ABSTRACT Supervised deep learning approaches for automated diagnosis support require datasets
annotated by experts. Intra-annotator variability of a single annotator and inter-annotator variability between
annotators can affect the quality of the diagnosis support. As medical experts will always differ in annotation
details, quantitative studies concerning the annotation quality are of particular interest. A consistent and
noise-free annotation of large-scale datasets by, for example, dermatologists or pathologists is a current
challenge. Hence, methods are needed to automatically inspect annotations in datasets. In this paper,
we categorize annotation noise in image segmentation tasks, present methods to simulate annotation
noise, and examine the impact on the segmentation quality. Two novel automated methods to identify
intra-annotator and inter-annotator inconsistencies based on uncertainty-aware deep neural networks are
proposed. We demonstrate the benefits of our automated inspection methods such as focused re-inspection
of noisy annotations or the detection of generally different annotation styles using the biomedical ISIC 2017
Melanoma image segmentation dataset.

INDEX TERMS Artificial neural networks, automation, machine learning, segmentation, image processing.

I. INTRODUCTION
Recent research in the domain of diagnosis support focuses
on Deep Learning (DL) to solve computer vision tasks. Espe-
cially in complex scenarios, Deep Neural Networks (DNNs)
can outperform traditional image processing methods [1] and
are extensively used in biomedical applications [2]–[8].

For the training of state-of-the-art supervisedDNNs, image
annotation by medical experts is crucial. Following the
arguments in [1], [9], annotation is a general bottleneck in
the context of DL since it is time-consuming, burdensome,
expensive, and often requires subject-specific knowledge,
i.e., by dermatologists or pathologists. As time is short and
opinions by medical experts often differ, a challenge is the
consistent annotation of datasets and the prevention of noise
during annotation. Annotation noise is used as a collective
term and includes partially false annotations, complete
annotation errors, or biases. In contrast, in this article, noise
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is not used for classical stochastic deviations according
to the understanding in measurement and control theory.
Following Karimi et al. [10], there are two main reasons for
annotation noise: (i) intra-annotator variability, occurring
within the annotation of an individual annotator, and (ii) inter-
annotator variability between different annotators. Noise can
be based on different decision boundaries. For instance,
one dermatologist prefers drawing oversized melanomas,
whereas another dermatologist focuses on rather too small
melanomas. Moreover, different hardware, e.g. properties of
used monitors, qualification of annotators, spent annotation
time, fatigue, or the available amount of time affect the
way of doing image annotation. In case of annotation teams,
multiple annotators can annotate a sample multiple times or
using division of labor to reduce effort during annotation.
Choosing division of labor, annotation noise can be intro-
duced in the merged dataset in terms of different annotation
styles.

The authors in [11], [12] highlight that issues concerning
annotation quality can negatively affect model performance.
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Developing DNN has been extensively studied for a variety
of tasks, but, for instance, quantitative studies concerning
annotation quality lack. On the one hand, inconsistent
annotations may lead to problems during the training process.
The interpretation of similar patterns would yield to different
optimization steps. On the other hand, noisy annotations
can result in a selection of sub-optimal DL models, e.g.
benchmarks during validation with faulty annotations are not
reliable [11]. The authors of [10], [13] argue that, especially
in small-scale data scenarios like biomedical problems, the
noisy annotation may significantly reduce the performance
of DNNs.

Hence, we propose two automated inspection pipelines
to identify intra-annotator and inter-annotator variabil-
ity in image annotation for segmentation tasks utilizing
uncertainty-aware DNNs. In particular, the proposed novel
inspection method concerning inter-annotator variability has
no need for multiple annotations per sample. Hence, the
method can be used in division of labor annotation scenarios.
The inspection pipeline is designed to assist domain experts,
i.e. medical practitioner. We categorize annotation noise in
image segmentation tasks, introduce methods to simulate
those, and analyze the impact of annotation noise on DNN
performance.

Our key contributions are the following: (i) a general
categorization, simulation and visualization of annotation
noise in image segmentation tasks through a generic synthetic
dataset, (ii) novel automated methods forming inspection
pipelines to identify intra-annotator and inter-annotator noise
in image segmentation talks utilizing uncertainty-aware
DNNs to support annotators in biomedical DL projects, and
(iii) a demonstration of the proposed pipelines using the
biomedical ISIC 2017 Melanoma [7] image segmentation
dataset.

Related work is summarized in Section II. Material and
methods are given in Section III. The results and discussion
are presented in Section IV. Finally, we conclude our work
in Section V.

II. RELATED WORK
A. PRELIMINARIES
A generic dataset D = (X ,Y) = {(xi, yi) | i = 1, . . . ,N }
combines the sample set X and the annotation set Y . It is
composed of N samples xi ∈ X and corresponding true, but
mostly unknown, annotations yi ∈ Y . In image segmentation
tasks, annotations are referred to as masks. Potentially noisy
annotations are denoted as ỹi. Inserting noise to datasets
is referred to as corruption of the dataset. Hence, in this
article, noisy annotations and corrupted annotations are used
synonymously. The noisy dataset including corruptions is
denoted by Dcorr. The property ‘‘clean’’ refers to datasets
without noisy annotations. Predictions of a DNN fθ set with
parameters θ using sample xi are noted as ŷi = fθ (xi).
Variables related to different annotators j are denoted via j(•).
Different elements k belonging to the same sample i are
indexed by (•)k .

1) NOISY ANNOTATIONS IN DATASETS
The work in [10], [14], [15] gives surveys in terms of noisy
annotations in the context of DL. There are two possibilities
to deal with noisy annotations within DL: (i) reducing
the impact of noisy annotations while training a DNN,
i.e., adapting DL architectures [16], loss functions [17],
[18], importance of samples [19], data representation [20],
or training procedures [2], [21], [22] to handle noisy
annotations without removing them from the dataset, or (ii)
detecting noisy annotations directly and correcting them. The
authors of CleanNet [23] extract image-wise feature vectors
and compare them to a feature vector that is representative for
a respective class. Noisy annotations are detected if feature
vectors show large deviations from the feature vector of a
representative class. However, this method is not applicable
for an image segmentation task since a direct comparison of
annotations is not feasible.

Another approach is Rank Pruning presented in [24], which
considers the DNN output for noise detection. Thereby,
it is assumed that network outputs such as the softmax or
sigmoid function, also referred to as soft annotations, can be
interpreted as a probability distribution and a distinct output
correlates to an assumed clean annotation. The Confident
Learning framework in [25] is based on Rank Pruning as
well. Though, the work of [26], [27] show that DNNs are too
confident and thus output cannot be equated with prediction
probability in general. DNNs with this property are often
referred to as non-calibrated.

The issue of missing calibration in DNN outputs is
taken up in the work of [28] dealing with classification
problems. However, both methods are not directly applicable
to segmentation tasks because of the pixel-wise output in
segmentation tasks. Considering the issue of inter-annotator
noise, repeating the annotation using multiple human annota-
tors may serve for identifying noisy annotations. A method
to consider different annotators for classification tasks is
depicted in [29]. The key idea is to estimate the skill level of
each annotator in form of confusion matrices. Kohl et al. [30]
propose the architecture Probabilistic U-Net to cope with
multiple noise annotations in image segmentation tasks using
a variational auto-encoder.

However, the typical scenario in the context of annotation
is the division of labor between annotators. Drawback w.r.t.
methods utilizing multiple annotations per sample is an
increased annotation effort. This procedure may not be
possible in many applications due to time or cost restrictions.
Further, the development towards automated annotation
pipelines in different domains like presented in [8], [31], [32]
requires manual inspection in cases where correct annotated
data for benchmarks or evaluation is needed. In summary, the
state of the art is strongly focused on classification tasks and
less on image segmentation.

2) UNCERTAINTY IN DNNs
DNNs can solve complex tasks through accurate function
approximation. However, the work of [33] demonstrates
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the vulnerability of DNNs. Adversarial attacks applying
small perturbation of the input images considering physical
boundary conditions, e.g. wrong classification in different
view positions, can lead to totally wrong predictions with
a high level of confidence. Hence, being aware of model
uncertainty1 is of importance. The work of Abdar et al. [35]
gives an overview concerning uncertainty in DNNs.

A DNN can be denoted as a function fθ : x 7→ ŷmapping a
sample x to a prediction ŷ. The function is trained on a dataset
D to obtain parameters θ . Considering Bayesian inference
described in [35], [36], a prediction of a neural network can
be described in a probabilistic way by

p(ŷ | x,D) =
∫
p(ŷ | x, θ )p(θ | D) dθ (1)

denoting p(θ | D) as posterior distribution, which normally
cannot be computed. Dropout is presented in [37] as a
regularization technique which randomly deactivates neurons
in order to avoid overfitting during training. The distribution
of dropout q(θ) can be used to approximate the posterior.
Following the proof in [36], [38] and taking T Monte Carlo
samples into account, the probabilistic output of a DNN in
Equation 1 simplifies to the approximation

p(ŷ | x,D) ≈
∫
p(ŷ | x, θ )q(θ ) dθ ≈

1
T

T∑
t=1

p(ŷ | x, θ t ).

(2)

This idea is often referred to as Monte Carlo Dropout
(MCD). Unlike dropout layers used for regularization,
in MCD, dropout is activated during the application. Monte
Carlo samples are drawn to estimate the output prediction
distribution p(ŷ | x,D) via T different parametrized networks
fθ1 , . . . , fθT . An alternative method for uncertainty estimation
is Deep Ensemble presented in [39] which uses ensembles
of DNNs to generate several predictions per sample. MCD
is similar to an ensemble approach, but the DNN structure
remains the same and no multiple training runs are needed.
In contrast, test-time augmentation [40], [41] compares
predictions of augmented images to estimate the uncertainty.

To evaluate the segmentation quality, the Dice-Sørensen
coefficient DSC

(
yi, ŷi

)
[42] can be utilized as metric

comparing ground-truth segmentation mask yi ∈ Y and
prediction ŷi of a sample xi ∈ X . For T Monte Carlo
predictions {ŷ1i , . . . , ŷ

T
i }, the by Roy et al. [43] proposed

inverted Dice agreement in sample

iDAIS(xi, fθ ,T )

= 1−
2

T (T − 1)

T∑
j=1

T∑
k=j+1

DSC
(
fθ j (xi), fθk (xi)

)
(3)

1The term uncertainty is used to quantify the amount of error given in a
DNNprediction. The error needs to be quantifiedwithout ground truth during
DNN inference. Consequently, it should characterize model failure and lack
of generalization. Uncertainty quantification is closely related to out-of-
distribution detection. For instance, a current research question is whether
methods for uncertainty quantification can be used for out-of-distribution
detection [34].

FIGURE 1. Visualization of Dice-Sørensen coefficient and inverted Dice
agreement. For the Dice-Sørensen coefficient DSC (a) the area of
intersection w.r.t. two segmentation masks y and ŷ is compared to their
union. In contrast, the inverted Dice agreement in sample iDAIS is based
on the comparison of multiple DNN predictions {ŷ1

i , . . . , ŷT
i }.

can serve as metric to describe image-wise model uncertainty
of fθ w.r.t. sample xi ∈ X in segmentation tasks. The metric
iDAIS ∈ [0, 1] indicates larger uncertainty of a prediction
with increasing value. Using MCD in combination with
Equation 3, iDAIS(xi, fθ ,T ) estimates an inverted prediction
quality score. Figure 1 visualizes both metrics. A detailed
motivation of using iDAIS based on [38], [43], [44] is given
in the supplementary.

The main challenges can be summarized in: (i) there
is no categorization of annotation noise and its impact
on DNN performance in case of image segmentation,
(ii) there is a lack of methods to inspect datasets concerning
noisy annotations in image segmentation tasks, (iii) DNN
inspection approaches neglect the missing calibration to
correct over-confident DNNs, and (iv) methods to address
inter-annotator variability without requiring more than one
annotation per sample are missing.

III. MATERIALS AND METHODS
A. ANNOTATION NOISE CATEGORIZATION AND
SIMULATION
We subdivide annotation noise into systematic and random.
Table 1 summarizes the annotation noise including category
(‘‘systematic’’ or ‘‘random’’), description, and simulation
method. In Figure 2 examples for each type are given.
The noise type of oversized masks may occur randomly or

systematically. This type can be simulated with a morpholog-
ical dilation operation. Analogously, an undersized mask also
occurs systematically or randomly and can be simulated with
a morphological erosion operation.

Holes can occur randomly in masks due to missing areas
while filling segments. However, there are applications where
holes in masks occur but are intended. Consequently, general
post-processing in terms of hole filling cannot be done by
default. Considering simulation methods, cutting out random
ellipses in segments is a way to simulate this noise type.

Similar to holes, jitter occurs randomly during annotation.
Unintentional clicking can be mentioned as an example in
practical applications. As a simulation method for this noise
type, randomly inserting ellipses in areas where initially no
mask is present in the clean dataset can be named.

Besides, missing annotation can occur randomly when
forgetting to annotate a sample in total. For instance, clicking
through samples inside the used annotation tool as well as
intentionally overstepping a sample, e.g. if an instance is not
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FIGURE 2. Synthetic image segmentation dataset. Presentation of sample xi , ground-truth mask yi , and occurring annotation noise ỹi in segmentation
masks.

TABLE 1. Overview annotation noise types. Comparison of category, description, and the operations to simulate them.

found or the annotation task is deemed to be too difficult,
are situations where this problem appears. Though, a frame
without a segment can occur in a dataset, too. Consequently,
it cannot be said in general that missing annotation is noise in
every case.

Some annotation tools offer functionality in terms of only
drawing a contour. This contour is filled when a loop closure
is formed. However, if there is no exact loop closure, only the
contour remains. Simulation of this random noise type can be
done via inserting the contour line of a mask segment.

Further, annotating the exact contour is burdensome. The
noise type approximation takes this into account. It can be
simulated through inserting circular respectively elliptical
masks with the same centroids compared to the original
masks.

Details w.r.t. simulation can be found in the supplementary.
Combinations of noise types are out of scope of this
work. Systematic deviations mainly occur between different
annotators (inter-annotator variability). In contrast, random
noise appears during the annotation procedure of an annotator
(intra-annotator variability).

To evaluate our proposed inspection pipelines, we simulate
the introduced noise types. Thereby, the presented simula-
tions are subdivided into the two use-cases, namely intra- and
inter-annotator variability inspection.

1) INTRA-ANNOTATOR VARIABILITY SIMULATION
The simulation process concerning intra-annotator variability
to create a noisy dataset Dcorr is presented in Figure 3.
First, a random shuffling is executed. Subsequently, the
initially clean dataset D is split into two parts AD and BD
controlled by the corruption ratio parameter γ ∈ [0, 1].
Split AD is corrupted using the introduced noise types.
It is not guaranteed that all images within a dataset have

the same sizes. Being faced with images of different sizes,
a first resize operation is performed per segmentation mask
to ensure comparable results which are independent of the
initial image size. Images xi remain unchanged to prevent the
loss of information. Details of resizing parameters are given
in the supplementary. Afterwards, corruptions are inserted
and the corrupted annotation mask is resized to its original
size. The corrupted dataset Dcorr is a union of the corrupted
split ADcorr and the unmodified dataset split BD. All resize
operations use nearest-neighbor interpolation to preserve
class information.

2) INTER-ANNOTATOR VARIABILITY SIMULATION
Figure 4 presents our proposed method to simulate inter-
annotator noise. The clean dataset D is split into two parts.
Here, however, the parts are equal-sized. After inserting
individual corruptions A,B, corrupted datasets ADcorr,BDcorr
are obtained to simulate inter-annotator annotation noise.
It should be noted that the case of only one present corruption
is also conceivable and thus will be investigated in the
experiments, too.

B. ANNOTATION INSPECTION PIPELINES
1) INTRA-ANNOTATOR VARIABILITY INSPECTION
One objective of our proposal is obtaining an inspection
pipeline that should be capable of identifying noisy annotated
images in a dataset that is annotated by a single annotator. The
general concept of our method to detect intra-annotator noise
is a hybrid approach depicted in Figure 5.

A DNN fθ intended for the actual image segmentation
task is trained on the noisy dataset Dcorr (cf. Figure 3).
Due to the random nature of intra-annotator noise, it is
assumed that noisy annotations are not dominating in a
dataset (corruption rate γ < 0.5). Hence, the DNN can
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FIGURE 3. Intra-annotator variability simulation. A noisy dataset Dcorr is generated via inserting corruption to a clean
dataset D controlled by parameter γ which describes the corruption ratio. Thereby, corruptions are inserted to the split AD
leading to ADcorr whereas BD remains unchanged.

FIGURE 4. Inter-annotator variability simulation with two independent annotators. A clean dataset D is split in
two equal-sized parts to insert corruptions A,B to generate noisy datasets ADcorr,BDcorr.

FIGURE 5. Inspection pipeline intra-annotator variability. The noisy
dataset Dcorr is used to obtain an uncertainty-aware DNN fθ . The
inspector uses the DNN to automatically predict an ordered list Ainsp
which can be used for re-inspection of potentially noisy annotations.

focus on the majority of correct annotations to learn helpful
representations. A comparison of the DNN prediction ŷi and
the potentially faulty annotations ỹi is possible. The amount
of matching between prediction ŷi and annotation ỹi can be
described quantitatively utilizing DSC(ŷi, ỹi). However, this
metric may be misleading for samples xi that are difficult
to learn and where the DNN fails. The metric DSC states
a large discrepancy between prediction and annotation due
to DNN failure, but the annotation needs not be noisy.
Therefore, we propose an extension to consider uncertainty
in our approach for detecting potentially noisy annotations.
We adapt the DNN to take the uncertainty of the predictions
into account. Thereby, we use the previously introduced
MCD in Equation 2 since it can be easily integrated
into an existing architecture by inserting dropout layers.
Due to the focus on the application of estimating model
uncertainty, investigations regarding other described uncer-
tainty estimation approaches (Deep Ensembles or test-time
augmentation) are not subject of this work. Being faced with
image segmentation tasks, we suggest using iDAIS(xi, fθ ,T )
introduced in Equation 3 to evaluate image-wise uncertainty

of DNN fθ w.r.t. sample xi. The annotation inspection should
focus on samples that show both, a large matching error
of prediction and annotation in terms of DSC(ŷi, ỹi) as
well as low uncertainty values considering iDAIS(xi, fθ ,T )
indicating confidence in the DNN predictions. Hence, this
yields to the sample strategy get_next_inspection

(x∗, y∗)

= argmin
(xi,ỹi)∈Dcorr

(
(1− α)DSC(ŷi, ỹi)+ α iDAIS(xi, fθ ,T )

)
(4)

to obtain the most critical sample/mask pair (x∗, y∗) for
inspection. The uncertainty weighting parameter α ∈ [0, 1] in
Equation 4 controls the ratio between prediction to annotation
matching and uncertainty. More information w.r.t. parameter
α is shown in the supplementary. Algorithm 1 summarizes
the whole inspection pipeline to filter out potentially noisy
annotated images. The outcome of Algorithm 1 is an ordered
list denoted as Ainsp, which orders all samples in terms of
their inspection necessity. The inspection necessity results
from position in Ainsp. Tuples of annotation and sample at
the head of list Ainsp should be inspected first since they are
potentially wrong (high mismatch between annotation and
DNN prediction, confident DNN prediction/low prediction
uncertainty).

2) INTER-ANNOTATOR VARIABILITY INSPECTION
A naive way is performing annotation of one sample by
several annotators. Hence, comparing and averaging of all
available annotations per sample is possible. However, this
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Algorithm 1 Intra-Annotator Variability Detection
Require: Dcorr, fθ , α,T
Ensure: Ainsp

for i = 1, . . . ,N do
ŷi← mean({ŷ1i , . . . , ŷ

T
i }) F T inference steps using

fθ trained on Dcorr
(x∗, y∗)←get_next_inspection(xi, ŷi, fθ ,T , α)
Ainsp.append

(
(x∗, y∗)

)
Dcorr.delete

(
(x∗, y∗)

)
end for

FIGURE 6. Inspection pipeline inter-annotator variability. Datasets of
annotator A ADcorr and annotator B BDcorr are used to train DNNs to
simulate their annotation style. Subsequently, the inspector cross-checks
ADcorr and BDcorr to predict a consistency score 0(ADcorr,B Dcorr)
(cf. Algorithm 2).

leads to additional effort and is often not feasible in practical
applications.

Thus, we propose the inter-annotator variability inspection
pipeline depicted in Figure 6. The result of the pipeline is
a predicted consistency score 0(ADcorr,

BDcorr) comparing
the annotation styles of two annotators A and B. Their
annotated but disjoint datasets are denoted by ADcorr,BDcorr.
In particular, the presented method does not rely on several
annotations per sample to rate consistency between samples.
The predicted consistency score 0(ADcorr,

BDcorr) can be
used as an indicator whether the merging of datasets
annotated by different annotators leads to a consistency gap or
not. First, we propose using DNNs Afθ and Bfθ , as introduced
before, to learn and simulate the individual annotation
style. This part of the proposal enables a cross-check of
the disjoint datasets. Algorithm 2 provides an overview of
the calculations. In particular, we suggest comparing the
predictions of Afθ (xi) and Bfθ (xi) w.r.t. to a sample xi to
evaluate consistency in annotation styles. Similarly to the pre-
viously introduced intra-annotator detection, in cases where
DNNs fail, the comparison in terms of DSC

(Afθ (xi),B fθ (xi))
can be misleading. To avoid this unfavorable property,
we take uncertainty (use_uncertainty = 1) here as well
into account. There are three ways to consider uncertainty
in the calculation, namely considering only one iDAIS
of a prediction, a combination of both iDAIS prediction
scores, or a comparison between noisy annotation ỹi and
predictions ŷi to rate prediction uncertainty. To simplify
the notation, only the variant of taking one iDAIS of a

Algorithm 2 Inter-Annotator Variability Detection

Require: ADcorr, Afθ , BDcorr, Bfθ , use_uncertainty
Ensure: 0(ADcorr,

BDcorr)
L← [A,B] F list transforming annotator to
corresponding index notation
w, 0(ADcorr,

BDcorr)← 0, 0
for j = 1, . . . , 2 do

k, l ← L[j],L[3− j]
for i = 1, . . . , card(kDcorr) do

if use_uncertainty then
wi←

(
1− iDAIS

(kxi, k fθ ,T ))
else

wi← 1
end if
0i← wi DSC

(
k fθ (kxi), l fθ (kxi)

)
w← w+ wi
0(ADcorr,

BDcorr)← 0(ADcorr,
BDcorr)+ 0i

end for
end for
0(ADcorr,

BDcorr)←
0(ADcorr,

BDcorr)
w

prediction is shown in Algorithm 2. The other variants result
from the previous descriptions analogously. We calculate a
weighted average of matching scores DSC

(Afθ (xi),B fθ (xi))
using weights wi =

(
1 − iDAIS

(A/Bxi, A/Bfθ ,T
))

to

finally obtain the consistency score 0(ADcorr,
BDcorr) of both

annotators A/B (cf. Algorithm 2). It should be noted that our
proposed detection pipeline is not limited to two annotators.
A cross-wise comparison of more than two annotators would
yield multiple consistency scores. A detailed description of
the procedure is given in the supplementary.

C. EVALUATION METHODS
1) UNCERTAINTY ESTIMATION
To evaluate the MCD uncertainty estimation in terms of
iDAIS introduced in Equation 3, we consider the Pearson
correlation Rpearson. By that, the correlation between iDAIS
and mismatch of network prediction ŷi to ground-truth
annotation yi in terms of 1−DSC(yi, ŷi) is analyzed. Thereby,
comparisons are all referred to clean annotations yi since the
uncertainty awareness to ground-truth is of interest. A perfect
uncertainty estimation should be aware of the degree of error
in predictions. Thus, Rpearson → 1 is the optimal and desired
property.

2) ANNOTATION INSPECTION
To assess intra-annotator variability, we propose to use
Receiver Operating Characteristic (ROC) curve to evaluate
performance of the proposed inspection pipeline. Hereby,
we denote a noisy mask as a member of the posi-
tive class, correct annotations as examples of the neg-
ative class. Decision criteria used in ROC refer to the
inverted sampling score presented in Equation 4, namely
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1− get_next_inspection(xi, ŷi, fθ ,T , α). For perfor-
mance evaluation, we consider Area Under Curve AUC as
metric listed in [45]. The True Positive Rate is denoted with
TPR (successful detection of a noisy annotation) respectively
False Positive Rate using FPR (detecting a clean annotation
as noisy), AUC =

∫ 1
0 TPR(FPR) dFPR represents an

integral of TPR over FPR between the range of 0 and 1.
It should be remarked, that an AUC > 0.5 indicates
superior performance to random classifiers whereas AUC <
0.5 characterizes classifiers pointing to consistent wrong
inspections.

To evaluate the inter-annotator inspection quality in
terms of consistency score 0(ADcorr,

BDcorr) introduced in
Algorithm 2, we consider Weighted Root Mean Square Error
WRMSE. Thereby, we use the respective annotation styles
of annotators A and B to simulate two noisy annotation
Aỹ and Bỹ serving as a reference. Hence, a ground-truth
mismatch DSC(Aỹi, Bỹi) can be obtained. This mismatch is
compared to the predicted mismatch DSC(Aŷi, Bŷi). In the
case of activated uncertainty, the WRMSE of differences
between DSC(Aỹi, Bỹi) and DSC(Aŷi, Bŷi) is using inverted
uncertainty, like depicted in Algorithm 2, as weightswi. Thus,
it can be obtained

WRMSE =

√√√√√√√√
N∑
i=1

wi
(
DSC(Aỹi,B ỹi)− DSC(Aŷi,B ŷi)

)2
N∑
i=1

wi

(5)

as an evaluation metric. In contrast, taking uncertainty not
into account leads to the Root Mean Square Error RMSE
since all weights are equal to one. In case of no inspection
algorithm, DSC(Aỹi, Bỹi) = 1 is assumed to enable a
benchmark.

IV. RESULTS AND DISCUSSION
A. DATASET
We use the ISIC 2017 Melanoma image segmentation
dataset presented at the International Skin Imaging Collab-
oration (ISIC) challenge 2017 [7] to evaluate our proposed
inspection approaches in practical biomedical image tasks.
One objective of the challenge is an automated lesion
segmentation of images to assist diagnosis of skin cancer.
Experts provide an annotation of dermoscopic images
with binary lesion masks. The dataset is composed of
2000 training and 600 test samples with varying image
sizes. For simulations of noise, the training dataset is
exclusively taken into account. Figure 7 depicts samples xi
with corresponding segmentation masks yi of the introduced
dataset. It is assumed that this dataset is initially clean and
all annotations are correct. Figure 8 illustrates the introduced
annotation noise types (cf. Figure 2 and Table 1) using a
sample of the ISIC 2017 Melanoma image segmentation
dataset.

FIGURE 7. ISIC 2017 Melanoma image segmentation dataset [7].
Exemplary samples xi and masks yi are given.

B. ARCHITECTURE, IMPLEMENTATION, AND TRAINING
PROCESS
The U-Net [46] serves as the basis for our proposed
uncertainty-aware DNN architecture. We propose to extend
this architecture by inserting dropout layers to enable
uncertainty estimation in terms of MCD. Inspired by [43],
we use T = 20 for uncertainty estimation. We implemented
our uncertainty-aware U-Net in PyTorch Lightning [47] and
used data augmentation provided by Albumentations [48].
The image processing libraries OpenCV [49] and scikit-
image [50] are used for noise simulation.

The used train-validation split ratio is 80/20. The split is
done randomly since the considered dataset is not sequential.
An evaluation in form of k-fold cross-validation (k = 5) con-
cerning robustness of evaluation scores concerning random
splits shows a standard deviation σ (DSC) < 1.5%. Hence,
the results are not susceptible regarding train-validation split.
To reduce DNN training durations, the proposed hybrid high-
performance computing/high-throughput computing concept
in [51] is considered. Logging for interpretation of results is
performed by Weights&Biases [52]. The proposed algorithm
random search [53] is considered in order to determine hyper-
parameters. More details are given in the supplementary.

C. EXPERIMENTS
To evaluate our intra- and inter-annotator variability detec-
tion pipelines, we simulate noisy datasets as presented
in Figure 3 and Figure 4. In the case of intra-annotator
variability, we consider noise types which are members
of category random (cf. Table 1) using corruption rate
γ ∈ {0.1, 0.25, 0.5}. In contrast, inter-annotator noise is
simulated with all combinations of systematic annotation
noise (cf. Table 1), including unmodified clean splits of the
initial dataset. Parameters for the corruption simulation can
be found in the supplementary.

D. IMPACT OF NOISY ANNOTATIONS
To begin with, the impact of noisy annotations on DNN
test performance is discussed. For simplicity, we limited our
investigations to the case of inter-annotator variability simu-
lations. Table 2 shows segmentation quality by using DSCtest
on the test dataset in comparison to different corruptions.
It can be determined that undersized and missing masks
lead to monotonic decreasing DNN performance regarding
corruption rate γ . Moreover, the contour corruption reduces
DNN generalization capability. This finding can be obtained
since the metric DSCtest in the case of noise is reduced

VOLUME 10, 2022 2759



M. P. Schilling et al.: Automated Annotator Variability Inspection for Biomedical Image Segmentation

FIGURE 8. Simulated corrupted ISIC 2017 Melanoma image segmentation dataset. Sample xi , ground-truth mask yi , and occurring annotation noise ỹi in
segmentation masks are presented.

TABLE 2. Results concerning intra-annotator noise. Presentation of the impact of noisy annotations on test performance DSCtest, evaluation of
uncertainty estimation using Rpearson, and comparison of intra-annotator inspection performance in terms of AUC considering uncertainty (α = 0.4)
respectively not considering uncertainty (α = 0.0). The baseline w.r.t. the clean dataset D is DSCtest = 78.28% and Rpearson = 0.85.

compared to the clean baseline result. In contrast, oversized
corruption only leads tomild performance degradation in case
of a corruption rate γ = 0.5. Moreover, the approximation
corruption does not yield a performance degradation. This
finding can be explained having a closer look at the test
dataset. There are many melanomas depicted with low
contrast to the surrounding area (e.g. Figure 7, column
4). Therefore, oversized masks or larger elliptical masks
may help the U-Net to rather predict a mask than not
predicting a mask segment. A closer look at jitter and
hole noise types shows an interesting phenomena. Contrary
to expectation, these corruptions appear to improve DNN
generalization.

E. UNCERTAINTY QUANTIFICATION
Before using uncertainty in our proposed inspection
approaches, we evaluate uncertainty in terms of the
introduced correlation metric Rpearson. Table 2 illustrates
results in cases of the clean dataset and corruptions.
We demonstrate that the estimated uncertainty in terms of
iDAIS correlates with the error 1 − DSC(yi, ŷi) in cases of
the clean dataset and the noisy datasets. Hence, we are able
to be aware of failures in DNN predictions. Excluding two
simulation categories (undersized mask and approximation
with corruption rate γ = 0.5, discussed later), we achieve
correlation coefficients Rpearson ≥ 0.81. Hence, the benefit
of the proposed uncertainty estimation can be demonstrated.
Figure 9 represents the correlation of uncertainty and DNN
prediction errors in the case of the clean dataset showing
all 2000 samples. For visualization purposes, a linear line
fit presents the correlation as well. Furthermore, Figure 10
gives a visualization of uncertainty prediction of different
samples. Thereby, clean annotation yi, predicted mask ŷi,
and uncertainty respectively quantitative metrics in terms of

FIGURE 9. Evaluation of uncertainty estimation. Comparison of
prediction error 1− DSC(yi , ŷi ) to iDAIS(xi ,fθ , T ) of clean training dataset
samples i and linear line fit.

FIGURE 10. Uncertainty estimation. Visualization of different samples xi ,
ground-truth mask yi , predicted mask ŷ, and uncertainty (increasing with
gray-level) respectively quantitative metrics in terms of iDAIS(xi , fθ , T )
and DSC(yi ,ŷi ).

iDAIS and DSC are presented for different samples xi. With
this, an accurate and an inaccurate prediction are opposed.
The visual evaluation as well as the quantitative data support
that uncertainty can be used to detect DNN failures assuming
correct labels within the evaluation metric.
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FIGURE 11. ROC curve. Opposing TPR and FPR in case of undersized
mask (γ = 0.1) comparing a random classifier to the proposed annotation
intra-annotator inspection considering (α = 0.4) and not considering
(α = 0.0) uncertainty.

F. ANNOTATION NOISE INSPECTION
In the following, it will be analyzed to what extent the
two proposed inspection methods are suitable to detect
intra-annotator and inter-annotator noise.

1) INTRA-ANNOTATOR VARIABILITY DETECTION
EVALUATION ON THE SIMULATED DATASET Dcorr

To evaluate the proposed intra-annotator variability detection
pipeline, AUC is represented in Table 2 for the simulated
annotation noise. Defining parameter α = 0.4 leads to the
overall best results. A parameter study concerning the impact
of α on ROC curves or AUC is given in Supplementary. First,
it can be determined that we obtainAUC ≥ 0.727 considering
uncertainty if the exception cases are excluded. Uncertainty
awareness (α = 0.4) leads to performance improvement
in almost every corruption case. A small exceptional case
is the noise type of missing annotation. Hereby, uncertainty
leads to a maximum degradation of 0.002 since the approach
without uncertainty completely solved this detection task.
This degradation is attributed to iDAIS since uncertainty
estimation is not correct for all samples (cf. Table 2,
Rpearson < 1). Though, this effect can be neglected compared
to the performance boost in the other noise type cases.
Moreover, a tendency of decreasing the performance in the
form of AUC with an increasing corruption rate γ can be
obtained (cf. Table 2). This result is understandable since,
as presented in the previous section, in most cases, more
noise leads to a less performing DNN. Hence, inspection is
more difficult in cases of a large corruption ratio γ . Two
corner cases occur for the noise simulation types oversized
mask and approximation considering a corruption rate of γ =
0.5. The DNN U-Net converges to be in favor of predicting
noise type instead of correct annotations. This claim is
supported by the performance criteria AUC < 0.5, which
indicates a misleading classification in general. Therefore,
meeting our made assumption of γ < 0.5 is important to
ensure meaningful functionality of the proposal to detect
intra-annotator variability. In all other cases, as depicted

FIGURE 12. Inspection of the clean dataset D. Exemplary samples xi of
the clean dataset suggested by the automated annotation inspection
pipeline to re-inspect. A comparison of annotated mask yi and predicted
mask ŷi by means of uncertainty-aware U-Net respectively quantitative
metrics in terms of iDAIS(xi , fθ , T ) and DSC(yi ,ŷi ) is given.

in Table 2, the performance metric AUC > 0.5 indicates
that the proposed inspection pipeline is able to detect noisy
annotations. Figure 11 depicts an exemplary ROC curve in
the case of undersized masks (γ = 0.1) and illustrates the
superiority of the uncertainty awareness (α = 0.4) within the
inspection pipeline.

a: EVALUATION ON THE CLEAN DATASET D
Up to this point, we assumed that the ISIC 2017 Melanoma
image segmentation dataset contains only clean annotations.
We used our inspection pipeline on the clean dataset as
well. Exemplary samples xi suggested for re-inspection by
Algorithm 1 are displayed in Figure 12 comparing dataset
annotations yi and predictions ŷi.
It can be shown that detected samples on the clean dataset,

in any case, are complex to interpret and discussion with a
dermatologist may be advantageous. Primarily, it seems that
some of the annotated masks are more coarse than the U-Net
predictions. An evaluation of the discussion of these samples
with an dermatologist will be part of further investigations.

b: POTENTIAL W.r.t. INTERPRETABILITY AND ACTIVE
LEARNING
The main objective of our proposed methods is detecting
noisy annotations. However, an adaptation of the sampling
function represented in Algorithm 1 may spawn another
functionality for practitioners such as physicians. Using

(x∗, y∗) = argmax
(xi,ỹi)∈Dcorr

(
(1− α)

(
1− DSC(ŷi, ỹi)

)
+α iDAIS(xi, fθ ,T )

)
(6)

as a sampling strategy helps to determine and order samples
that are both uncertain and hard to predict for the DNN.
Hence, it can help in terms of interpretability to show
the expert which samples are currently hard to learn.
Furthermore, inspired by active learning approaches, the
expert can use the knowledge for data acquisition and expand
the dataset in order to improve DNN performance. Figure 13
gives an overview of samples xi with large uncertainty
in iDAIS and a large mismatch in DSC. We manually
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TABLE 3. Results of inter-annotator variability inspection. Comparison of annotation consistency metric 0(ADcorr,B Dcorr) and quality assessment
RMSE/WRMSE in cases of (no) inspection w.r.t. different dataset annotation styles ADcorr,BDcorr. No inspection assumes DSC(Aỹi ,

Bỹi ) = 1. Same
annotations styles are denoted with .

FIGURE 13. Interpretability and active learning. Exemplary samples xi ,
annotated masks yi , and predicted mask ŷi of clean dataset D with the
property of high uncertainty as well as a large gap between annotation
respectively DNN prediction represented in image clusters. Quantitative
metrics in terms of iDAIS(xi , fθ , T ) and DSC(yi ,ŷi ) are presented.

clustered the samples obtained by the acquisition function
in Equation 6. On the one hand, ear images and images
including hairs seem to be hard cases. On the other hand,
examples with small masks or low contrast to surrounding
areas are hard to predict. Hence, expanding the dataset with
more images associated with the enumerated clusters may
help to improve performance.

2) INTER-ANNOTATOR VARIABILITY DETECTION
Table 3 gives an overview w.r.t the previously introduced
metrics. The proposed consistency score 0(ADcorr,

BDcorr)
is presented in Table 3a. In the case of no uncertainty
consideration, Table 3b and Table 3d compare the results
of the introduced error measure RMSE w.r.t. no inspection
and activated inspection. Besides, the metric WRMSE given
in Equation 5 to evaluate uncertainty awareness within the
inter-annotator inspection approach is presented in Table 3c
for the case of no inspection and in Table 3e considering

inspection. As introduced in the method description, the
selection of the used uncertainty score in the intra-annotator
variability inspection pipeline can be done in different ways.
However, using iDAIS of the prediction where sample
xi belonged to during training, leads to the best overall
results in terms of WRMSE. This finding is comprehen-
sible since the corresponding DNN is already familiar to
the sample during training. To simplify the results, only
the result of this selection are given in Table 3. First,
it can be demonstrated that all tables are within a close
approximation symmetric what meets the expectation that
the interchangeability law holds when comparing the sim-
ulated inter-annotator variability. Taking consistency score
0(ADcorr,

BDcorr) depicted in Table 3 into account, a clear
pattern emerges. First, similar annotation styles (represented
on the diagonal and denoted by ) are predicted as
most similar (0(ADcorr,

BDcorr) ∈ [0.878, 0.931]). Second,
different annotation styles (all entries not part of the diagonal)
show lower predicted similarity scores. Furthermore, the
introduced quality assessment metric correlates with the
amount of difference in annotation styles. For instance,
a comparison of undersized masks with oversized masks
(0(ADcorr,

BDcorr) = 0.521/0.553) to undersized masks with
normal annotation style (0(ADcorr,

BDcorr) = 0.665/0.665),
shows lower scores in the first compared pair. An empirical
choice for a threshold in which a re-inspection before
the merging of datasets should be done can be the case
of 0(ADcorr,

BDcorr) ≤ 0.8 since a perfect matching
0(ADcorr,

BDcorr) = 1.0 will not be possible due to
limited DNN performance. In general, the performance on
the validation dataset can be used as suitable indicator for
the selection of the threshold. The proposed inter-annotator
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variability is superior to no inspection except for diagonal
elements indicated by the metrics RMSE and WRMSE.
However, the exception in the case of diagonal elements
is comprehensible since the DNN performance will not
be able to predict the exact annotations depicted in the
dataset.

The metrics RMSE and WRMSE show the similar trends
and only small numeric deviation. Hence, both metrics can
be used as indicators to measure errors. Besides, comparing
RMSE to WRMSE, the benefits of considering uncertainty
in the inspection pipeline become clear since errors can be
reduced. Uncertainty awareness helps to reduce errors in the
case of activated inspection. The improvement can be denoted
as an interval ranging from 0.02 to 0.12 (cf. Table 3d and
Table 3e).

V. CONCLUSION
Deep Learning (DL) enables a robust and accurate segmen-
tation in biomedical imaging. The consistent and noise-free
annotation of large amounts of data is a current challenge for
annotators such as dermatologists or pathologist. We present
a categorization of common annotation noise types. Further-
more, corresponding methods to simulate annotation noise
are introduced. We demonstrate a degeneration of Deep
Neural Network (DNN) performance in the cases of missing
annotations, varying sizes of segmentation masks (oversized
or undersized), and contour corruption.

However, the introduced noise types holes and jitter do
not follow the expectation of reduced image segmentation
performance. This finding is worthy of discussion and yields
to the question of whether particular noise in segmentation
masks can be beneficial. State-of-the-art approaches summa-
rized as data augmentation focus on manipulating samples
and do not manipulate segmentation masks in an uncoupled
fashion. Further research needs to be conducted on whether
unconventional segmentation mask augmentation may help
to improve DNN generalization.

We proposed two automated inspection pipelines to
inspect datasets w.r.t. intra-annotator and inter-annotator
variability. The presented methods can be used in practical
biomedical DL projects to evaluate annotation quality and
to support medical practitioner during annotation. After
finishing annotation, users, i.e., physicians, can focus on
the most problematic annotations using our intra-inspection
pipeline instead of re-inspecting all annotations. A novel
inspection method of inter-annotator variability with no need
for multiple annotations per sample allows detecting different
annotation styles. This method is particularly useful for
projects where image annotation is done via division of labor,
i.e., each annotator is responsible for annotating only a subset
of the entire dataset. Hence, in the case of varying annotation
styles, we can raise warnings and thus show merge conflicts
directly.

Using the biomedical ISIC 2017Melanoma image segmen-
tation dataset, we show the benefits of the proposed pipelines.
Intra-annotator variability can be obtained in cases where

noise is not dominant within a dataset. The corruption rate
needs to be less than a half compared to the total number of
samples. Besides, inter-annotator variability can be assessed
in the case of deviating annotation styles. Especially, integrat-
ing uncertainty awareness improved both detection pipelines.
Further, samples with a need for discussion concerning
correctness are obtained. The possibility to show users
difficult and uncertain samples offers potential regarding data
acquisition to further improve DNN performance.

Part of future work may be the integration of the proposed
algorithms as extensions inside state-of-the-art annotation
tools [54]–[56]. The development of a Graphical User
Interface (GUI) can boost the usability of the proposed
methods for users in the domain medical imaging. Simulating
noise in terms of mask sizes via distributions instead of taking
sharp expectation values can be another part of the following
experiments. Hence, this would yield to more variations
in labels masks of the corresponding noise type and can
be an alternative simulation approach. Besides, using the
proposal for other image recognition tasks such as object
detection or classification is a further objective. Thereby,
DNN architecture, as well as metrics comparing prediction
to ground-truth, needs to be adapted.
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