








equilibrium constant.14,27 The superscripts “+” and “−” refer to
forward and reverse reaction k, respectively.
The free sites (a), (b), and (c) are calculated from the sites

balance eqs (eqs 10−12). The simulations with the microkinetic
model showed that only CO(a), HCOO(a), HCOO(b), H3CO(b),
H(c), OH(c), (a), (b), and (c) have significant coverage values.

14

That is, 0.05 or more in at least one of the various conditions
tested. Therefore, the other species are neglected in the sites
balance.
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It is also known that the surface of Cu/Zn based catalysts
changes depending on the operating conditions (i.e., gas
composition and temperature), and the zinc coverage generally
decreases with an increase in the CO2 to COx ratio (COx =CO+
CO2).

28

Ovesen et al.7 proposed a method to estimate the zinc
coverage based onWulff constructions, in which a parameter has

Figure 3.COX conversion: simulation vs experiments reported by Campos et al.14 Conditions: All experiments were performed at 41 bar. (a) GHSV =
24 L·h−1·gcat−1, H2/CO/CO2 (feed) = 45.3/11.7/2.7% v/v. (b) GHSV = 40 L·h−1·gcat−1, H2/CO/CO2 (feed) = 45.3/8.9/5.6% v/v. (c) GHSV = 40 L·
h−1·gcat

−1, H2/CO/CO2 (feed) = 45.2/8.9/8.8% v/v. (d) GHSV = 24 L·h−1·gcat
−1, H2/CO/CO2 (feed) = 45.2/4.3/10.4% v/v.

Figure 4. COX conversion: simulation vs experiments reported by Seidel et.al.6 All experiments are at GHSV = 3.6 L·h−1·gcat
−1. (a) 60 bar, H2/CO/

CO2 (feed) = 69.5/11.6/3.2% v/v. (b) 230 °C, H2/CO/CO2 (feed) = 69.6/8.2/5.7% v/v.



to be fitted to the experiments. Kuld et al.29 proposed a detailed
method to describe the zinc coverage based on DFT
calculations, which takes different effects into account (e.g.,
lower atom coordination in ZnO nanoparticles, Zn−Zn
interaction energy reducing the segregation energies, etc.).
With this second method, the computational effort to solve the
model is significantly increased, due to the need to numerically
solve a highly nonlinear equation at each integration step. In the
microkinetic model,14 the estimation of the zinc coverage (ϕZn)
was initially based on the method developed by Kuld et al.29 but
later the estimation based on a third method was recommended
instead, because it led to a more accurate simulation of the
experiments.14,30

The third method consists of giving constant zinc coverage
values depending on the CO2 to COx ratio in feed mixture,
named here yCO2,0. The reference case is equal amounts of active

copper and zinc on the surface (ϕZn = 0.50). For the case
without CO2 in feed (yCO2,0 ≤ 0.001), an upper limit of ϕZn =

0.95 is settled.14 Finally, for the case of very high CO2 in feed
(yCO2,0 > 0.90), a lower limit of ϕZn = 0.10 is given. The different

methods were tested with the new formal kinetic models, and
the experiments were more accurately simulated with the third
method. Since this method has the lowest computational effort
and does not require extra fitting parameters, it was chosen for
the kinetic models presented here.
The Model 1p is a reduced version of the microkinetic

mechanism, being also based on data from DFT calculations.
Therefore, only one parameter, the quantity of active sites
(nM,Cat), is to be estimated with experimental data. All other
parameters, summarized in Table S3, are directly transferred
from the microkinetic model.14

2.2. Model-9p: Fitting the Lumped Parameters. In
Model 9p, the same reaction network of Model 1p is
considered, but the parameters are lumped and fitted to
experiments instead of taken from DFT calculations. The
objective of setting up this model is to correlate the simulations
and experimental data with the smallest deviation possible. To
reduce the amount of parameters to be estimated, beta terms of
eqs 7 and 8 are neglected (βk

+, βk
− = 0), as these are not necessary

to ensure the thermodynamic consistency of the model. The
derived reaction rate equations (eqs 13−15) are as follows:
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Here, A1−3 are pre exponential factors and EA,1−3 are global
activation energies, which are parameters to be fitted to the
experiments and correspond to the lumping of the following
terms (contained in Model 1p):
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Figure 5. COX conversion: simulation vs experiments reported by Slotboom et al.8 All experiments are at H2/CO2 (feed) = 67.5/22.3%. (a) 50 bar,
GHSV = 3.9 L·h−1·gcat−1. (b) 220 °C, GHSV = 2.6 L·h−1·gcat−1.





the following elementary equilibrium constants (contained in
Model 1p):

=K K K K1 1
0.5

4 12 (25)

=K K K K2 1
0.5

5 13 (26)

= −K K K K3 1
0.5

8 9 (27)

Elementary equilibrium constants are usually described by
exponential Van’t Hoff type expressions (ea+b/T), with a and b as
constants. After testing this expression for K1−3 and finding out
that the b parameters were not significant, single constants (A =
ea) were used instead. Adsorption constants without temper
ature dependency have also been applied in recently published
models.6,8

In Model 9p, nine parameters have to be fitted to the
experiments: the pre exponential factors A1−3, the activation
energies EA,1−3, and the adsorption constants K1−3.
2.3. Model-6p: CO Hydrogenation Not Considered.

From simulations of the microkinetic model, it was concluded
that the contribution of CO direct hydrogenation to the
methanol synthesis is only significant at lowCO2 content in feed,
because formate (an intermediate species derived from CO2)
binds strongly on the copper surface, almost completely
inhibiting CO hydrogenation.14,17 Therefore, we developed a
simplified model (without considering CO hydrogenation) to
simulate the methanol synthesis with feeds containing CO2, and
compared with the model with all three reactions (eqs 1−3).
The alternative Model 6p is a reduced version of Model 9p

for CO2 containing feed (yCO2,0 ≥ 0.005), considering only CO2

hydrogenation and the rWGSR (eqs 2 and 3). It has initially
seven parameters to be estimated (A2−3, EA,2−3, K1−3). In this
reparametrization, K1 tends to infinite, and, consequently, θa
tends to zero. This is probably because CO hydrogenation is not
considered, which happens on site a, contributing to the
reduction in the statistical significance of K1. Therefore, the
model can be further reduced to six parameters (K1 is removed),
which are re estimated. The final reaction rates are described as
follows.
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In Model 6p, six parameters have to be estimated: the pre
exponential factors A2−3, the activation energies EA,2−3, and the
adsorption constants K2−3.

2.4. Reactor Modeling and Parameter Estimation. An
experimental database from three different sources was
used,6,8,14 consisting of 557 data points. Of that, 80% of the
data from each source was randomly selected as training
experiments for parameter estimation, while the remaining 20%
were used only for model validation. The operating conditions
of the experiments are listed in Table 1, and it was reported that
no significant amounts of side products were detected (that is,
side reactions are neglected in the kinetic models).
The experiments reported by Campos et al.14 and Slotboom

et al.8 were performed in a fixed bed tube reactor. Since the
reactors used are thin (12 and 6 mm, respectively) and solid
inert material was used to dilute the catalyst, isothermal
operation is considered (variations smaller than 2 K are
reported). As the catalyst particles are significantly small (cp ≤
500 μm), mass transfer limitations are neglected. The influence
of back mixing is also neglected (assumption of plug flow
reactor, PFR), and only variations along the reactor length are
considered.
Derived from mass balances, ordinary differential equations

describe the total mole flow (ṅ) and the mole fractions of each
gas component i (yi) along the reactor length (L):

̇ = − −n
z

m
L

r r
d
d

( 2 2 )cat
CO CO2 (30)

∑ ν=
̇

− ̇

=

y

z
m
Ln

r y
n
z

d

d
( )

d
d

i

k
i k k i

cat

1

3

,
(31)

where mcat is the total catalyst mass in the reactor, and νi,k is the
stoichiometric gain of gas component i in reaction k. The
integration of eqs 30 and 31 along the reactor length is made
with Matlab function ode45, with absolute and relative
tolerances of 10−8.
The experiments reported by Seidel et al.6 were performed in

a modified continuous stirred tank reactor (CSTR) (Micro
Berty reactor type). Perfect mixture is assumed, and heat and

Figure 7.COX conversion: simulation vs experiments reported byCampos et al.14 All experiments are performed at 41 bar. (a)GHSV= 40 L·h−1·gcat
−1,

H2/CO/CO2 (feed) = 45.3/5.9/8.5% v/v. (b) GHSV = 32 L·h−1·gcat−1, H2/CO/CO2 (feed) = 45.1/4.4/10.4% v/v.



mass transfer limitations are neglected. Applying global and
component mass balances, the following algebraic equations are
obtained:

̇ = ̇ + − −n n m r r( 2 2 )out in cat CO CO2 (32)

∑ ν̇ − ̇ + =
=

n y n y m r( ) 0i i
k

i k kin ,in out ,out cat
1

3

,
(33)

Here, the subscripts “in” and “out” refer to the flow entering and
leaving the reactor, respectively. This nonlinear algebraic system
is solved with Matlab function fsolve, with a tolerance for both
the function and the variables of 10−8.
To estimate the kinetic parameters of each model, an

optimization problem is created. Its objective function is the
minimization of the normalized squared errors of the prediction
of the carbon containing compounds (CO, CO2, and CH3OH),
the so called chi square (χ2) regression method (eq 34). The
normalization with the inverse of the squared experimental
values gives a better weight distribution of the points.31,32 For
points without CO2 in feed, only the error of CO and CH3OH
are considered.
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Here, Np is the total number of points, Np* is the number of
points with CO2 in feed, yj,out

i is the experimental value of the

output mole fraction of gas j in point i, and ŷj,out
i is the simulated

value of the output mole fraction of gas j in point i.
The optimization problem is solved with the Matlab function

fmincon in order to constrain the variables to positive values,
with a tolerance for both the function and the variables of 10−3.
For Model 1p, the first initial guess of nM,Cat is the value reported
in the microkinetic model (2 mol·kgcat

−1), while for Model 6p
and Model 9p the initial guesses of the parameters are taken by
deducing them from Model 1p (eqs 16−21 and eqs 25−27).
In an effort to find the global optimum and not only a local

optimum solution, the optimization problem is solved several
times, each time changing the initial guesses of multiple variables
simultaneously.
The confidence interval of each parameter is obtained with

the Matlab function nlparci, considering a valid t distribution
and 95% confidence. The mean squared error values for all
points (MSE) are calculated as follows.
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The new developed kinetic models are compared with the
most accurate literature models (according to a recent model
comparison8), which are the models of Seidel et al.6 and
Slotboom et al.8 The parameters of these literature models are
re estimated according to the procedure described above, in
order to ensure a fair comparison. In the model of Seidel et al.,6

some variables are allowed to have negative values, due to the
modified Arrhenius equation and the zinc coverage estimation.
Kinetic parameters previously reported by the authors are used
as initial guesses, and the procedure of solving the optimization
many times by changing the initial guesses is repeated here.
Details of the parameter estimation of all models are

summarized in Table 2. The parameters of the model of
Slotboom et al.8 were re estimated two times: once with all
points (Slotboom A) (for comparison with Model 1p and 9p)
and once with points in which yCO2,0 ≥ 0.001 (Slotboom B) (for

comparison with Model 6p).

Table 4. Comparison of Statistical Values for the Models
Considering Feeds Containing CO2 (yCO2,0 ≥ 0.001)

Model-6p Slotboom B

no. of fitted parameters 6 6
χ2 all points (496 pts) 16.9 42.2
χ2 feed: H2/CO/CO2 (370 pts) 4.7 29.9
χ2 feed: H2/CO2 (126 pts) 12.3 12.4
χ2Orig. Par. all points (496 pts) 255.3
MSE All Points (496 pts) 0.0114 0.0284
MSE feed: H2/CO/CO2 (370 pts) 0.0042 0.0269
MSE feed: H2/CO2 (126 pts) 0.0325 0.0327
MSE training (80% of the pts) 0.0105 0.0272
MSE validation (20% of the pts) 0.0150 0.0332





the±20% lines (99% of CO, 100% of CO2, and 73% of CH3OH
points).
In Figure 2, it is shown that Model 9p simulations are in good

agreement with the experiments in the whole range of
conditions, with 93% of CO, 100% of CO2, and 79% of
CH3OH points being inside the ±20% lines. Parity plots of the
literature models considered in this work are available in the
Supporting Information (Figures S1 and S3).
Experimental and simulated data of methanol output

concentration at different operating conditions are shown in
Figures 3−5. Model 1p accurately predicts trends at low CO2/
COx feed concentration (yCO2,0), either at low COx conversion
(Figure 3a,b) or at high COx conversion (Figure 4a,b). By higher
yCO2,0, underestimations at low temperature and overestimations
at high temperature are recognized, with small deviations at
yCO2,0 = 0.50 (Figure 3c), and higher deviations at yCO2,0 ≥ 0.70
(Figures 3d and 5a). Still, the model correctly describes
conditions of yCO2,0 = 1 at low temperature (220 °C, Figure
5b). In general, the trends simulated byModel 1p look similar to
those of the underlying microkinetic model. This confirms that
the model reduction was successful, and most of the theoretical
information was kept in the new model.
The reparametrized model of Slotboom et al.8 (Slotboom A)

shows reasonable agreement to experimental data at low COx
conversion (Figures 3a,d and 5ab), with some underestimations,
as in Figure 3a,d, and some overestimations, as in Figure 5b. At
high COx conversion, however, there are high systematic
deviations (see Figure 4a,b).
Both Model 9p and model of Seidel et al.6 show excellent

agreement at low COx conversion (Figure 3a−d), and
reasonable agreement at yCO2,0 = 1 (Figure 5a,b). At high COx

conversion (Figure 4a,b), some underestimations are seen in
both cases, with the simulations of the Model 9p being closer to
the experimental data.
3.2. Models Considering Operation with CO2 in Feed.

In Table 4, statistics forModel 6p and the SlotboomBmodel are
summarized. Model 6p had a χ2 = 16.9 for the 496 data points,
which is less than half the value of SlotboomB (χ2 = 42.2).While
their performance is similar at H2/CO2 feed conditions (χ2 =
12.3 and χ2 = 12.4, respectively), significantly different
simulation results are seen in the mixed feed conditions, with
Model 6p showing a superior performance (χ2 = 4.7) in
comparison with Slotboom B (χ2 = 29.9).
Model 6p has a similar performance to Model 9p and to

Seidel’s model for experiments with H2/CO2 in feed (χ6p
2 = 12.3,

χ9p
2 = 11.5, and χSeidel

2 = 11.6), and a significantly better
performance at simulating mixed feed conditions (χ6p

2 = 4.7, χ9p
2

= 7.4, and χSeidel
2 = 9.0). It is important to mention thatModel 9p

and Seidel’s model are also simulating experiments with H2/CO
in feed, and, therefore, the comparison with Model 6p is not
completely fair. Still, there is a remarkable performance for a
model which has only six parameters, comparing with the nine
parameters of Model 9p and the 12 parameters of Seidel’s
model.
In Figure 6, parity plots of the Model 6p are shown.

Deviations follow a narrow distribution, with the majority of
the simulations having an error lower than ±20% (94% of CO,
100% of CO2, and 86% of CH3OH points). Parity plots of the
Slotboom B model are provided in the Supporting Information
(Figure S2).

Experimental and simulated values of methanol output
concentration for different operating conditions are shown in
Figure 7 and Figure 8. Model 6p adequately predicts the trends

Table 7. Equations Summary of the New Developed Model
9p

Model-9p

recommended operating range: 0 ≤ y̅CO2,0 ≤ 1
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Table 6. Equations Summary of the New Developed Model
6p

Model-6p

recommended operating range: y̅CO2,0 ≥ 0.35
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for all operating conditions, while the Slotboom B model has 
significant deviations at high COx conversion (Figure Sa). 

3.3. Summary of the Models. All necessary equations and 
optimized parameters for the implementation of the three 
developed models (Model 1 p, Model 6p, Model 9p) are 
summarized in Tables 5-7. 

4. CONCLUSIONS
Three kinetic models (Model lp, Model 6p, and Model 9p) 
were developed, validated, and compared with other models 
from the literature. 

If the operating region of interest involves feeds with and 
without C 02 ( 0   Yco,,o   1 ), then Model 9p is the most 
suitable, since it exhibited a small ;r,  a moderate amount of 
estimated parameters (9), and exhibits adequate trends for 
different conditions. 

If the operating region contains low to moderate C 02 content 
in feed ( 0.05   YCOi,O   0.65 ), then Model lp is recommended, 
since its ; r  is low, trends are adequately represented, and there is 
only one fitted parameter. In the whole range of studied 
conditions, the simulations performed with Model 1 p are similar 
to those using the more complex microkinetic model, hence, 
confirming that the model reduction was successful, and most of 
the theoretical information was kept in the reduced model 

Finally, ifthe operating range considers C 02 containing feeds 

(yco,,o :2::: 0.001 ), then Model 6p offers the best fit. This model 
has the lowest ; r of the analy z ed models, has a low amount of 
fitted parameters ( 6) and two global reactions. 

The new models should efliciently simulate the methanol 
synthesis at various operating conditions, while also being 
suitable for reactor optimization and process scale up. 

An additional contribution of this work is the re estimation of 
the parameters of literature models using a !a r ger experimental 
database, increasing the validated operating window of these 
kinetic models. These re estimated parameters are provided in 
the Supporting Information. 
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NOMENCLATU RE 
A,, = Parameter n of Model 9p and Model 6p 
A,,,m = Coeflicient n of the equilibrium constant of global 
reaction m 
EA,m = Activation energy of global reaction m {kJ ·moJ-1

) E l k  = 
Forward activation energy of elementary reaction k (kJ· moJ-1) 
1 ¼ k  = Reverse activation energy of elementary reaction k (k) • 
mol-1

) 

fJ = Fugacity of gas component j (Pa) 
h = Planck constant (6.62607 X 10-34 J-s) 
Kk = Equilibrium constant of elementary step k ( - ) 
K = Parameter with lumped equilibrium constants ( ) 
 ,m = Equilibrium constant of global reaction m ( - ) 
 =Boltzmann constant (1.38065 X 10-23 J-K-1)
kt= Rate constant ofreaction k (s- 1

) 
L = Reactor length (m) 
mca1 = Total catalyst mass (kg) 
MSE = Mean squared error ( - ) 
h =Totalmole flow (mol·s 1) 
Ng = Number of gas components ( - ) 
NP = Number of experimental points ( - ) 
N ;  = Number of experimental points with C 02 in feed ( - ) 
nM,Cat = Specific catalyst site quantity (mol·kg-1

) 
R= Universalgas constant (0.0083144598 kJ·moJ- 1-K- 1

) 
rk * Reaction rate of reversible reaction k (s- 1

) 
ß.Sk = Entropy barrier of elementary reaction k {kJ·moJ-1• 
K-1) 
T = Temperature (K) 
y1 = Mole fraction of gas component j
 ,out = Experimental output mole fraction of gas component j
at operating point i 
YJ,out = Simulated output mole fraction of gas component j at 
operating point i 

Greek 
ßk = Correction term of reaction k because of the 
thermody n amic consistency ( - ) 
01 = Surface coverage of species i ( - ) 
11

1 
ik = Stoichiometric coeflicient of reactant i in reaction k ( - ) 

11
11 

ik = Stoichiometric coeflicient of product i in reaction k ( - ) 
lliJ: = Stoichiometric gain of gas component i in reaction k ( - ) 

https://pubs.acs.org/doi/10.1021/acs.iecr.lc02952
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