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quantum-mechanical particles constrained 
to a curved wire were found to be affected 
by the geometrical curvature and torsion, 
which are encoded in the quantum geo-
metrical scalar[1,2] and vector[3,4] potentials. 
They cause a vast of intriguing phenomena 
at the nanoscale including topological band 
structure of electrons bound to periodic 
minimal surfaces,[5] winding-generated 
bound states in spirally rolled-up nano-
tubes,[6] torsion generated confinement 
of electron by the spin-orbit coupling in 
a nanoscale helical wire,[3] with some of 
these effects resulting in a chiral symmetry 
breaking.[3] Much attention is dedicated 
also to superconductivity in curved geo-
metries.[7–9] Especially for chiral supercon-
ductors, where the physical implications of 
the geometric curvature results in the geo-
metric Josephson effects, geometry-based 
superconducting quantum interference 
devices and radiators.[10] Curvilinear and 
3D mesoscale systems are actively explored 

in other disciplines including quantum systems,[3,11] semiconduc-
tors (not only fundamental research but also current transistor 
technologies),[12–14] Dirac materials,[15,16] photonics,[17–19] and plas-
monics[20–22] for intra-chip multilevel communication[23] as well 
as in liquid crystals,[24–26] microrobotics,[27–29] and magnetism.[30]

Curvilinear magnetism encompasses a range of effects of geo-
metrical curvature on magnetic responses of low-dimensional 

Low-dimensional magnetic architectures including wires and thin films are key 
enablers of prospective ultrafast and energy efficient memory, logic, and sensor 
devices relying on spin-orbitronic and magnonic concepts. Curvilinear mag-
netism emerged as a novel approach in material science, which allows tailoring 
of the fundamental anisotropic and chiral responses relying on the geometrical 
curvature of magnetic architectures. Much attention is dedicated to magnetic 
wires of Möbius, helical, or DNA-like double helical shapes, which act as proto-
typical objects for the exploration of the fundamentals of curvilinear magnetism. 
Although there is a bulk number of original publications covering fabrication, 
characterization, and theory of magnetic wires, there is no comprehensive review 
of the theoretical framework of how to describe these architectures. Here, theo-
retical activities on the topic of curvilinear magnetic wires and narrow nanorib-
bons are summarized, providing a systematic review of the emergent interactions 
and novel physical effects caused by the curvature. Prospective research direc-
tions of curvilinear spintronics and spin-orbitronics are discussed, the funda-
mental framework for curvilinear magnonics are outlined, and mechanically 
flexible curvilinear architectures for soft robotics are introduced.

The ORCID identification number(s) for the author(s) of this article 
can be found under https://doi.org/10.1002/smll.202105219.

1. Introduction

Since the onset of nanosciences and nanotechnologies, the 
influence of the geometry of an object on the order parameter 
became an important topic of fundamental research. Starting 
with studies in quantum mechanics, the transport properties of 
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magnetic architectures whose geometry follows planar or 
space curves in 3D. This includes curved thin wires (1D mag-
netic systems, 1D), narrow ribbons, and thin shells (2D mag-
netic systems, 2D). In this manuscript, we will refer to the 
magnetic dimensionality of the objects, while geometrically 
they are immersed in 3D space. The rigorous micromagnetic 
theory of the curvilinear magnetism for curved magnetic thin 
films was formulated by ref. [31] in 2014 for local interactions 
(exchange and anisotropy) and extended to the strict micromag-
netic theory by ref. [32] in 2020 (local and nonlocal magneto-
static interactions). These works demonstrated that the funda-
mental anisotropic and chiral responses of magnetic thin films 
can be tailored relying on extrinsic parameters, namely on local 
curvatures. This possibility was recognized by the commu-
nity as a novel approach to the material science, which allows 
to decouple the optimization of the intrinsic material proper-
ties from the tuning of the responses as needed for applica-
tions. The topic of curvilinear magnetism is highlighted in the 
2017 Magnetism Roadmap,[33] Section 3] and 2020 Magnetism 
Roadmap,[34] Section 3]. The current activities on the curvilinear 
thin films are summarized in numerous reviews.[30,35–41]

At the moment, the fundamental research in the field of 
curvilinear magnetism is focused on curved wires and stripes. 
This reason for this is threefold: i) The mathematical frame-
work for the description of the curvilinear effects is way sim-
pler for the case of 1D magnetic systems, yet it contains all 
important ingredients including emergent anisotropic and 

chiral interactions, chiral symmetry breaking, and magneti-
zation patterning, which are also predicted for more complex 
curvilinear geometries, like curved thin films. ii) The theoreti-
cally predicted geometry-induced chiral effects were experi-
mentally confirmed by ref. [42] in 2019 in parabolic stripes of 
achiral Permalloy. iii) The community developed experimental 
methods, which allow to fabricate complex 3D magnetic wires 
with a nanometer scale spatial resolution via charged aerosol 
particles guided with electrostatic lens,[43] glancing angular 
deposition,[44–46] focused electron beam induced deposition 
(FEBID)[37,47–52] or implosion nanofabrication including a 
combination of two-photon lithography and electrodeposi-
tion.[53] By using these methods, it is possible to fabricate 
complex magnetic wireframe structures,[53–56] magnetic 
nanohelices[45,52,57] (Figure  1), magnetic Möebius ring at the 
nanoscale,[58] magnetic knots,[59] magnetic DNA-like double 
helices[57] to name just a few appealing geometries.

These intense activities on the fabrication and characteriza-
tion of curvilinear magnetic wires do require a solid theoretical 
foundation for the easy and intuitive interpretation of the exper-
imental results. At the moment, there is no comprehensive 
review of curvilinear effects in curvilinear 1D magnetic wires, 
which can consolidate and guide experimental exploration in 
this new research field. Instead, there are numerous original 
papers on the curvature effects in 1D wires and ribbons, which 
are written for experts and are focused on very specific aspects 
missing to deliver the full picture.

Figure 1. Curvilinear wires and stripes. a) Schematic illustration of nanohelices fabrication via charged aerosol particles by means of guiding electric-
field lines together with nanostage rotation.[43] Adapted with permission.[43] Copyright 2021, Springer Nature. This novel method enables various 
nanoobject fabrication in a dry atmosphere and could be substituted or supplemented by glancing angle deposition, which employs oblique angle 
deposition and substrate rotation.[45,69,70] Due to their shapes and sizes, these nanoobjects find application as nano-propellers for noninvasive bio-
medical applications.[44,71,72] Furthermore, they are used as elements for magneto-chiral dichroism of light by providing the direct coupling between the 
structural chirality, magnetic state, and light absorption.[46] b) Schematic of the Co nanohelices fabricated using FEBID.[52] Reproduced with permis-
sion.[52] Copyright 2020, American Chemical Society. This object allows for the geometrical control of magnetic chirality and can be used to stabilize 
and experimentally investigate topologically non-trivial magnetic textures.[49,52,57,73,74] c) Ferromagnetic nanobridge with contacts fabricated by means of 
FEBID for 3D spintronics.[56] Reproduced under the terms of the Creative Commons license.[56] Copyright 2021, The Author(s), Published by American 
Chemical Society. d) Chiral anisotropic magnetoresistance of ferromagnetic microhelices fabricated by means of electroforming.[75] Reproduced with 
permission.[75] Copyright, AIP Publishing. The helical geometry imprints a characteristic angular dependence of the anisotropic magnetoresistance 
effect due to the misalignment of the magnetic texture and the external magnetic field. e) Magnetic helices prepared by two-photon absorption printing 
enable new approaches for artificial fertilization.[76] Adapted with permission.[76] Copyright 2017, Wiley-VCH. An immobile sperm cell is captured by a 
remotely controlled magnetic helix and delivered to the oocyte for fertilization.[76,77] f) A prototype for a microfluidic pump based on magnetic micro-
screws fabricated by micro-stereolithography.[78] To pump liquids, the microscrew is positioned inside a microcapillary and controlled by means of 
rotating magnetic fields. Reproduced  with permission.[78] Copyright 2009, IEEE.
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The objective of this work is to provide a critical review of 
the state of the art in the theoretical understanding of the cur-
vilinear magnetism of nanowires and nanoribbons. The review 
summarizes in an accessible manner the complex theoretical 
ideas on the emergent interactions and physical effects caused 
by the geometrical curvature in 1D magnetic wires. In brief, 
we will systematically describe in the micromagnetic theory 
of curvilinear wires[60] and ribbons[61] and then proceed with 
the description of curved helimagnetic wires,[62] curvilinear 
spintronics,[63] curvilinear spin-orbirtonics,[64] curvilinear mag-
nonics,[65,66] and mechanically flexible (helimagnetic) wires.[67,68] 
Methodologically, we put efforts to unify the terminology and 
mathematical notation to simplify the understanding of the 
topic and make it accessible as well for the young generation of 
scientists, who only considers joining this new field of research 
in modern magnetism.

2. Emergent Interactions in Curvilinear Wires 
and Narrow Ribbons
Magnetic responses of curvilinear magnets are enriched by 
new physical effects stemming from the mutual interplay 
between the geometrical properties of the underlying sub-
strate and the magnetic texture. The effects are described 
based on the geometry-governed emergent magnetic interac-
tions caused by the local and global properties of the object’s 
geometry. In this respect, local geometric properties of thin 
wires, namely curvature and torsion uniquely determine the 
shape of the wire and are crucial for the understanding of 
the modification of the local magnetic interactions, in par-
ticular, exchange interaction, magneto-crystalline anisotropy, 
and Dzyaloshinskii–Moriya interaction (DMI). The impact of 
local geometrical properties on the magnetic texture is, for 
example, in the selection of the chirality of the domain wall 
and its pinning. Furthermore, we would like to emphasize 
on the importance of the closeness of a curve as a global geo-
metrical parameter. This property has influence on the forma-
tion of the overall magnetic pattern. For instance, closeness 
of a curve requires smoothness of the magnetic texture in 
confined space. Relevant examples are the presence of vortex 
and onion states in a ring geometry or, more generally, the 
necessity to accommodate an even number of domain walls 
in any closed curve. The only nonlocal magnetic interaction 
in ferromagnets, namely the magnetostatic interaction, in its 
main order can be reduced to the biaxial anisotropy for the 
case of ultrathin wires.[61,79] Nonlocal magnetostatic effects 
in ultrathin wires are in the fourth order and are typically 
neglected. Therefore, in the following, we focus our discus-
sion only on the local magnetic effects in curvilinear wires 
and narrow ribbons. The common feature for these two sys-
tems is the one-dimensionality of the magnetization, which 
depends only on one coordinate along the wire axis or ribbon 
central curve. In this respect, both these systems are math-
ematically described as being 1D. Still, the difference between 
these two geometries is that the rectangular cross-section of 
the ribbon results in the necessarily biaxial shape anisotropy, 
see Section 2.3. At the same time, the shape anisotropy of the 
wire is uniaxial oriented along the wire axis, see Section 2.1.

2.1. Curvilinear Wires

A unified description of the curvature–induced effects is 
based on a micromagnetic framework of curvilinear mag-
netism.[31,32,60] Here, we focus on an uniaxial ferromagnet with 
the following energy

[ ] d A X Drr ( )= ∫ + +E E EmmE  (1)

The energy functional (1) contains the exchange energy den-
sity E x and the energy density of the intrinsic DMI DE . The 
symmetry and strength of the DMI term is determined by the 
crystal structure and/or properties of the layer stack.[80–83] The 
term ( · )A

A
2eeE = − mmK  is the anisotropy energy density with 

K being the anisotropy constant, Aee  being the anisotropy axis, 
/ s=mm MM M  being the normalized magnetization, and sM  being 

the saturation magnetization. The anisotropy is of easy-axis or 
hard-axis type for K > 0 and K < 0, respectively. It is important 
to emphasize that the anisotropy is the enabler of the geometry-
governed magnetic interactions because this is the only energy 
term, which follows the sample geometry. In ferromagnets, ani-
sotropy has two primary origins, spin-orbit and dipolar interac-
tions. Macroscopically, they are described as the magneto-crys-
talline and interfacial anisotropy as well as magnetostatics. The 
possibility to reduce the nonlocal magnetostatics to the local 
anisotropic interaction was rigorously demonstrated for curvi-
linear wires in ref. [79] and curvilinear ribbons in ref. [61]. We 
note that due to its smallness (fourth order), the non-local part 
of the magnetostatic interaction can be neglected for ultrathin 
wires. This is in stark contrast to thin shells, where it is known 
that the nonlocal magnetostatics is responsible for nonlocal 
chiral effects.[32] The local part of the magnetostatic interaction 
in ultrathin wires induces the shape anisotropy, with the axis 

( )A Aee ee rr=  following the sample geometry. We note that mag-
netostatics induces anisotropy easy axis only along the tangen-
tial direction. The magneto-crystalline or interface anisotropy 
provides additional means to define the anisotropy axis Aee . For 
instance, interfacial anisotropy in Co/Pt multilayers was used 
to stabilize radially magnetized helical coil structures.[84] Other 
sources of anisotropy like strain can be used to tailor the orien-
tation of the anisotropy axis.

For the case of tangential anisotropy, the anisotropy coeffi-
cient K incorporates the magneto-crystalline anisotropy with 
the coefficient Kmc and the magnetostatic contribution. In the 
case of thin curved wires of circular (or square) cross-section, 
the effective anisotropy constant π= +mc 2K K Ms .[79] The pure 
dipolar interaction in a chain of classical spins mimics the ani-
sotropy as well.[85] Here, the anisotropy energy per unit length 
of a curvilinear spin chain reads 3 (3) (2 ) /B

2 4K S ad ζ µ= × , where 
ζ(•) is the Riemann zeta-function, Bµ  is the Bohr magneton, S 
is the dimensionless spin length, and a is the distance between 
neighboring spins. This approach is valid for κ, |τ| ≪ 1/a.[86]

To ease the understanding of the behavior of a geometri-
cally curved system, it is insightful to make a coordinate trans-
formation into a curvilinear reference frame, which follows 
the sample geometry with one of the curvilinear basis vector 
being determined by ( )Aee rr . This provides means to recover 
the translation invariance of the effective anisotropy.[31,60] 
We consider a ferromagnetic wire defined as a space domain 
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( ) 1 N 2 Brr ee eeγγ ξ ξ= + +s . Here, the central curve ( )γγ s  is para-
meterized by the arc length s. The perpendicular cross-sec-
tion, parameterized by ξ1 and ξ2 is defined by the normal and 
binormal vectors Nee  and Bee , respectively. The relation between 
the normal and binormal directions can be introduced using 
the TNB (Tangential–Normal–Binormal) frame[87]

T N
T

T
B T Nee ee

ee

ee
ee ee eeγγ= ′ = ′

′
= ×, ,  (2a)

where prime denotes the derivative with respect to the arc 
length s and Tee  is the tangential unit vector. The local TNB-
basis is spatially inhomogeneous, with all unit vectors being 
functions of s. The differential properties of γγ  are determined 
by the Frenet equations[87,88] (also known as the Frenet–Serret 
equations[89])

,
0 0

0
0 0

ee eeF F
κ

κ τ
τ

′ = = −
−











α αβ β αβ  (2b)

with κ and τ being the curvature and torsion, respectively, and 
Greek indices enumerating curvilinear coordinates, α, β = T, N, 
B. It is commonly accepted that for 3D wires κ ≥ 0 and τ are 
alternating-sign functions. The model (2) is also valid for planar 
curves with τ ≡ 0 and oriented (alternating-sign) curvature κ.[87]

The current theory of curvilinear 1D magnetism is based on 
the assumption that the wire has a circular cross-section with 
a constant thickness h and the anisotropy directions Aee  do not 
vary along the thickness. In this case, the magnetization tex-
ture can be considered as being uniform along the cross-sec-
tion. This assumption is valid if the sample thickness does not 
exceed several times the characteristic magnetic length scale 
ℓ. A varying thickness even along a straight wire significantly 

alters magnetic textures[90] via magnetostatics and should be 
addressed in curvilinear systems separately. Furthermore, we 
consider wires with a small cross-section (thickness h ≪ 1/κ, 
1/τ[60]), which do not support transversal magnetic textures. This 
means that the existing theory is not suitable for the descrip-
tion of 3D topological defects such as Bloch points, chiral bob-
bers, hopfions.[91] For details on these systems, we refer to the 
monograph[92] and references therein. In this way, we arrive in 
the assumption of the magnetization one-dimensionality with 

( )mm mm= s  (mm does not depend on the coordinate ξ2 and ξ3).[60] 
These are the limitations, which determine the applicability of 
the stat-of-the-art theory of curvilinear 1D magnetic wires.

2.2. Emergent Mesoscale Interactions: DMI and Anisotropy

The local inversion symmetry of magnet interactions becomes 
broken geometrically in curved systems.[35] Therefore, it is 
natural to restructure all energy terms in  Equation (1), which 
contain spatial derivatives. For this purpose, it is useful to 
link the reference frame to the curvilinear geometry of the 
object (2), see Figure 2a. This transformation allows to take into 
account the spatial variation of the anisotropy and recover the 
translation invariance of the anisotropy energy density.[60,61] A 
characteristic example is the exchange interaction: being iso-
tropic in the Cartesian reference frame, it contains components 
of different symmetries in curvilinear coordinates[60]

( ) ( ) ,

, ,

x
0
x

A
x

D
x

0
x

A
x x

D
x x

E E E E

E E E ( )
= ′ ′ = + +
= ′ ′ = = ′ − ′

α α β β

α α αβ α β αβ α β α β

m m

Am m K m m D m m m m

e e
 (3)

with A being exchange stiffness, F=αβ αβ
xD A  and 

F F=αβ αγ βγ
xK A , and the Einstein summation convention is 

Figure 2. Curvilinear wires and ribbons. a) A helix-shaped wire of radius R and pitch P wrapped around a cylinder. The magnetization is shown with red 
arrows, TN unit vectors are indicated in green. Adapted under the terms of the CC BY Creative Commons Attribution 4.0 International License (http://
creativecommons.org/licenses/by/4.0/).[64] Copyright 2016, Springer Nature. b) The concept of the mesoscale DMI: intrinsic DMI vector (blue arrow, 
DDi ), extrinsic DMI stemming from the exchange interaction (red arrow, DDx ) and the resulting mesoscale DMI vector (green arrow, DD ) are shown in the 
TNB reference frame. Dimensionless curvature (ϰ = κℓ) and torsion (σ = τℓ) of the helical wire are shown as well. Adapted under the terms of the CC-BY 
Creative Commons Attribution 4.0 International license (https://creativecommons.org/licenses/by/4.0).[93] Copyright 2018, The Author(s), Published 
by Springer Nature. c) Elliptical helicoidal magnetic state on a helix wire determined by the mesoscale DMI. Colors of the magnetization vectors and 
covering surface shows the direction of the mm  in rotated ψ-frame, see Equation (26). Reproduced under the terms of the CC-BY Creative Commons 
Attribution 4.0 International license (https://creativecommons.org/licenses/by/4.0).[93] Copyright 2018, The Author(s), Published by Springer Nature. 
d) The geometry of the narrow ribbon ς  (yellow surface) is determined by the rotation of the line segment about the central curve γγ  (blue line). The 
rate of rotation of the line segment is given by the function ε(s). Reproduced with permission.[61] Copyright 2017, IOP Publishing.
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used. In the local reference frame, the exchange interaction is 
split in three terms, with one resembling the common nonu-
niform exchange E0

x  and two additional geometry-governed 
contributions: emergent biaxial anisotropy A

xE  and emergent 
DMI D

xE . In contrast to the crystalline or interfacial spin-
orbit driven DMI, the emergent DMI term stems from the 
exchange interaction and depends on the object geometry. 
In this way, it is extrinsic to the crystal structure and can be 
manipulated by the object geometry. The anisotropy term A

xE  
is bilinear with respect to the curvature and torsion. It is sim-
ilar to the geometric potential experienced by an electron in a 
curved quantum wire:[94] the coefficients αβ

xK  play the role of 
the effective anisotropy coefficients, induced by the curvature 
and torsion of the wire. The symmetry of the emergent DMI 
is determined by the antisymmetric Frenet tensor (2b), which 
contains the curvilinear analogue of the Lifshitz invariants, 

′ − ′α β α βm m m m . Hence, for a curvilinear 1D wire, the chiral 
interaction is determined by the vector of the extrinsic DMI 

xDD , x xD Dε=α αβγ βγ :

, 2D
x x x

T BDD ee eeE ε τ κ( )= ′ = +αβγ α β αD m m A  (4)

with εαβγ being the permutation symbol.[88]

As the magnetization is described by the unit vector mm, it 
is convenient to use its angular parametrization. An appro-
priate choice of the reference axes of the polar and azimuthal 
angles is dependent on the symmetry of the given problem. 
To describe the ground state in planar curved wires[60,62,95] and 
spin waves in wires along space curves,[65,66] it is suitable to use 
the expression sin cos sin sin cosBT T N Bee ee ee= Θ Φ + Θ Φ + Φmm ,  
where Θ characterizes the deviation from the binormal direc-
tion and Φ describes the deviation from the tangential direc-
tion in the osculating TN plane. Then the exchange energy (3) 
reads[60]

[ ] sin sin ( ) cos cosx
BT

2 2
E τ κ τ[ ]( )= ′Θ − Φ + Θ ′Φ + − Θ Φmm A A  (5)

This formulation allows to have the defined azimuthal angle 
Φ in the case of the strictly tangential magnetization Tmm ee=  
with the magnetization angles Θ  =  π/2 and Φ  = 0. However, 
for the description of domain walls,[64,95] it is convenient 
to measure the polar angle from the anisotropy axis using 

cos sin cos sin sinTN T N Bθ θ φ θ φ= + +mm ee ee ee , where the polar 
angle θ is the deviation of the magnetization from the direc-
tion, which is tangential to the curve, while the azimuthal angle 
φ corresponds to the deviation from the normal direction in the 
normal NB plane. The strictly tangential magnetization distri-
bution in this parametrization is described by θ = 0. Then, the 
exchange energy reads[60]

[ ] cos sin ( ) cos sinx
TN

2 2
E θ κ φ θ φ τ κ θ φ[ ]( )= ′ + + ′ + −mm A A  (6)

The comparison of expressions (5) and (6) shows that the curva-
ture κ ≠ 0 can be the source of inhomogeneous Tm  component 
via azimuthal angle, while the torsion τ ≠ 0 in the same way can 
influence on Bm . We note that introducing these two parametri-
zations is motivated by the idea to simplify the specific physical 
analysis. Otherwise, mathematically, these two parametriza-
tions are related by the rotation operation.

We proceed with the discussion of the intrinsic DMI term in 
the model (1), which reads[83,96]

·D iE [ ]= × ′mm mmD  (7)

with iD  being the vector of the intrinsic DMI. The coordi-
nate-independent expression (7) for the energy density of 
the intrinsic DMI preserves its form as well for curvilinear 
wires[93] with i

T T
i

N N
i

B B
i= + +ee ee eeD D DD . Similar to the case of 

the exchange energy, the intrinsic DMI can be decomposed 
in two components with different symmetries. The first 
one contains the curvilinear analogue of Lifshitz invariants, 
which is the regular part of the intrinsic DMI. Besides, there 
appears an emergent biaxial anisotropy, stemming from the 
intrinsic DMI.

Then, the total energy density in the local reference frame 
can be written[93]

= + ′ − ′ +αβ α β β α αβ α β( )0
xE E D m m m m K m m  (8)

with Dαβ and Kαβ being antisymmetric and symmetric tensors 
of the mesoscale DMI and anisotropy, incorporating contribu-
tions of both geometry–induced and intrinsic energy terms. 
The mesoscale DMI tensor reads[93]

� �

0
2

2
2

2
0

2
2

2
2

0

B
i

N
i

B
i

T
i

N
i T

i

κ

κ τ

τ

=

+

− + +

− − +

αβD

A D
D

A D A D

D
A D

 (9a)

see Figure  2b,c. The corresponding energy term can also be 
presented in the vector form of DE ε= ′αβγ α β γD m mm  similar 
to Equation (7) with the mesoscale DMI vector[93]

(2 ) 2i x
T T

i
N N

i
B B

iee ee eeτ κ( )= + = + + + +A D D A DD D D  (9b)

which is now determined by both material and geometrical 
properties of the wire. Note, that the mesoscale DMI contains 
the full set of Lifshitz invariants possible in 1D systems. The 
DMI forces the magnetization vector to experience a spatial 
rotation in the plane, perpendicular to D. Therefore, one can 
expect the appearance of different spiral textures depending on 
the strength of the mesoscale DMI, D.

The tensor of the total anisotropy, which includes the 
intrinsic and geometry–induced terms, reads[93]

� �

2 2

2
( )

2

2 2

2
T
i N

i
T
i

B
i

N
i

2 2 N
i

T
i

B
i

N
i

2
B
i

κ τ τ κ τ κτ

τ κ τ κ

κ τ κτ κ τ κ

=

− − + + −

+

+ − − +

αβK

K A D
D D D

A

D
A

D

D D
A

D
A D

 (9c)

The contribution from the intrinsic DMI to the anisotropy 
tensor results in the absence of zero components of Kαβ, see 
Equation (9c). This differs from the contribution from the 
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exchange energy (3). The principal axes of the anisotropy deter-
mining the easy plane and easy axis of the magnetization are 
given by the diagonalization of the matrix  (9c), which can be 
characterized by the rotation of the reference frame by a certain 
angle ψ in 3D space. In the following, we refer to the reference 
frame aligned with the principal axes of the anisotropy as the 
ψ-frame. In the particular case of 0N

iD = , the easy plane coin-
cides with the rectifying TB  plane given by the tangential and 
binormal unit vectors. The easy axis is tilted from the tangential 
direction by the angle ψ.

2.3. Curvilinear Narrow Ribbons

Above we discussed the micromagnetic framework of curved 
thin wires of circular cross-section (1D magnetic system). This 
framework can be extended to describe a thin and narrow 
ribbon, which is a stripe of rectangular cross-section swept out 
by a line segment, turning as it moves along the central curve 
γγ . We will see that the micromagnetic properties of a narrow 
ribbon can be reduced to that of a 1D magnetic wire with biaxial 
anisotropy and DMI. The geometry of the ribbon is different 
from γγ . The curvature and torsion of the wire are spatially 
modulated and derived from the geometry of γγ  accounting for 
the rate of turning of the line segment. We note that while the 
ribbon is geometrically created as a part of a 2D surface, mag-
netically it is described as a 1D system.

We consider a narrow ribbon of width w and thickness h 
assuming[61]

�



 ≤ 1

2w h w L

� �
�
�
�

�
 (10)

with L being the length of the ribbon and = /A K�  being a 
typical length scale, the so-called magnetic length. Then the 
ribbon can be defined as a 2D surface without self-intersections 
swept out by a line segment centered at and perpendicular to 
γγ , moving and possibly turning along γγ :[97]

( ) ( ) cos ( ) ( ) sin ( )N Bee eeςς γγ ξ ε ξ ε= + +s s s s s  (11)

with ξ  ∈ [− w/2, w/2] and ε(s) determining the orientation of 
the line segment with respect to the normal and binormal 
directions, see Figure  2d. Then, the reference frame within ς  
is given as

| |
, , ,ee ee ee ee

ς
ς

µ ξ= ∂
∂

= = ×µ
µ

µ
ξs n s  (12)

with ≡ Tsee ee . The ribbon geometry is constructed as an 
extension of ς  in the een  direction. Hence, it is conven-
ient to parameterize the magnetization in the ribbon as 

= Θ Φ + Θ Φ + Θξsin cos sin sin coss nmm ee ee ee . Similarly to thin 
shells,[31,68,98] the energy of the ribbon can be presented in the 
form

drib rib
x

rib
A

rib
DE E E( )= ∫ + +E hw s  (13a)

with the energy densities of the exchange and anisotropies[61]

( )= ′Θ − Γ + Θ ′Φ − Ω − Θ ∂Γ
∂Φ







+ Γ + Θ ∂Γ
∂Φ







= − +

sin ( ) cos

cos

( · ) ( · )

rib
x

1
2

1
1

2

2
2 2 2

2

rib
A

1
2

3
2

E

E

A A

A A

K Ks nmm ee mm ee

 (13b)

Here, the exchange energy and the exchange-induced 
anisotropy is determined by the effective spin connection 
Ω = Ω1 see  with Ω1  =  −κ cos ε and vector ΓΓ = Γ + Γ ξ1 2see ee  with 
Γ1 = −κ  sin ε cos Φ + (ε′ + τ)sin Φ and Γ2 = (ε′ + τ)cos Φ. The last 
term rib

DE  describes the intrinsic DMI. Using the explicit form of 
the Bloch type DMI[68] and Néel type DMI,[98] one can get the 
DMI for the ribbon

sin 2sin sin cos cos

2sin cos sin cos
rib
D(B) (B) 2

1 2

rib
D(N) (N) 2 2

E

E

ε
κ ε( )

( )= Θ Φ ′Θ − Γ Φ + Γ Φ
= Θ Φ ′Θ + Θ

D

D
 (13c)

Here, (B)D  and (N)D  are the constants of the Bloch type DMI and 
the Néel type DMI, respectively. The anisotropy stemming from 
magnetostatics is represented by the coefficients[61,99–101]

π π π

π π

= + = + −

= +

2 , 2 4 ,

ln
3

2

1 1
mc 2

2 3 3
mc 2 2

2

2

K K M N K K M M N

N
h

w

w

h

h

w

s s s

 (13d)

where the magneto-crystalline anisotropies with the coeffi-
cients 1

mcK  and 3
mcK  are incorporated. In the case of a magneti-

cally soft ribbon with = = 01
mc

2
mcK K , the easy axis is directed 

along the tangential direction and the easy-plane anisotropy is 
within the surface ς . In the following, it is convenient to repre-
sent Equation (13b) as[61]

( sin ) sin ( ) cos coseff
x 2 2
E τ κ τ= ′Θ − Φ + Θ ′Φ + − Θ Φ 

∗ ∗ ∗A A  (13e)

where the effective curvature and torsion are κ *(s) =  

κ(s)cos ε(s) − υ′(s) and τ κ υ ε τ= + ′ +∗( ) ( )sin ( ) [ ( ) ( )]2 2 2s s s s s  with 

tan υ = −κ sin ε/(ε′  +  τ) and angle υΦ = Φ + . This expression 
has the form of the exchange energy density of a thin wire (5) 
with the redefined geometrical parameters.

By comparison of the intrinsic DMI energy of the ribbon 
with the corresponding energy of the wire, one can conclude 
that the energy terms for the DMI of Bloch and Néel type in 
ribbons  (13c) can be recovered from the vector expression (7) 
using T

i (B)= −D D  and N
i (N)=D D , respectively.

The anisotropy energy of a narrow ribbon reads[61]

sin cos coseff
A

eff
1 2 2

eff
3 2E = − Θ Φ + ΘK K  (13f)

with the effective anisotropy coefficients ε τ= − ′ +( )eff
1

1
2K K A  

and ε τ= + ′ +( )eff
3

3
2K K A .

To summarize the Section  2, curvilinear wires and ribbons 
behave as a biaxial chiral helimagnet due to the geometry-
induced DMI and anisotropy. This allows to expect phase tran-
sitions, which are determined by the strength of the mesoscale 
DMI  (9a) and mesoscale anisotropies  (9c) and their mutual 
spatial orientation. In general, without specifying the geometry 
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of the object, further quantitative analysis is hardly possible. 
Therefore, in the following we will consider selected exam-
ples: rings, plane curves, and helices with a constant curvature 
and torsion.

3. Curvilinear Geometry-Induced Effects 
in Equilibrium Magnetic Textures
3.1. Emergent Geometry-Induced Magnetic Field

In this subsection, we will discuss behavior of systems with a 
strong anisotropy. This allows us to assume that the magnetic 
texture, modified by the geometry, will not deviate significantly 
from the equilibrium state given by the anisotropy. In this case, 
the geometry-induced anisotropy and DMI act as a source of the 
emergent geometry-induced magnetic field,[31,60] which influ-
ences even the ground state magnetization: an assumed ground 
state becomes a subject of further modifications due to curvi-
linear effects.[30–32,60] The concept of the emergent magnetic field 
provides an intuitive understanding of how the curvilinear geom-
etry influences the magnetic texture. For a sufficiently strong ani-
sotropy K, the resulting ground state should be close to Tmm ee= .  
However, the strictly tangential magnetization distribution in a 
curvilinear magnetic wire is impossible. Assuming small devia-
tions from the tangential directions, we utilize the angular par-
ametrization for the magnetization as for the exchange energy 
expression (5) and put Θ = π/2 + ϑ with |ϑ|, |Φ| ≪ 1. In this case, 
the energy density (8) can be presented as follows

2 20 N
i

T
i

B
i 2 2

f

E E
E

τ κ ϑ κ τ κτ ϑ( ) ( ) ( )≈ + Φ − ′ + + − + + ΦD A D D A K
� �������� ��������

 (14)

Here, the first term E0 is the energy density of the strictly tangen-
tial distribution and the second term can be presented in the form 
of the Zeeman-like energy term ·f s= −E FF mmM  with the field

1
2

1
2

s
N
i

N
s

T
i

B
i

Bκ τ κτ κ τ( ) ( )= ′ − + − −FF ee ee
M

A D
M

A D D  (15)

Previously the concept of the emergent geometry-induced 
magnetic field was applied for curved wires in the absence of 
the intrinsic DMI,[60] see also the discussion of the effective 
geometrical field in magnonic waveguides.[102] Then, the mag-
netization distribution in the ground state corresponds to the 
minimum of the energy (14), which results in the magnetiza-
tion tilting from the tangential distribution Θ = π/2 and Φ = 0 
by the angles

2
,

2
T
i

B
i

N
iD D

K

A

K

A

K

D

K
ϑ κ τ κτ κ τ≈ + − Φ ≈ ′ −  (16)

The intrinsic DMI is known to support the magnetization 
curling, with a tendency to its spiralization. However, even in 
the absence of the intrinsic DMI, D 00i ≡ , the magnetization 
angles ϑ  = ℓ2κτ and Φ  = ℓ2κ′ are finite for an arbitrary wire. 
Therefore, the strictly tangential distribution in an intrinsically 
achiral wire can be realized when κ ′ = 0 and τ = 0 only.

3.2. Effects Induced by the Gradient of the Curvature 
in Plane Wires

We start our discussion from the case of planar wires, where 
the torsion is absent, τ = 0. Using the angular parametrization 
for the magnetization as for the exchange energy (5), the mini-
mization of the energy  (8) results in the in-plane texture with 
Θ = π/2 and the planar angle Φ, which satisfies the driven pen-
dulum equation[65,95]

κ′′Φ − Φ Φ = − ′
1

sin cos2�
 (17)

The gradient of the curvature, described by the κ ′ creates an 
external stimulus, which can strongly influence the magnetic 
texture, leading, for example to the driving of noncollinear 
magnetic textures.

3.2.1. Equilibrium Magnetization Textures in Rings

First, we consider the limiting case of a planar wire with a con-
stant curvature κ = 1/R = const, which corresponds to a ring of 
radius R. In the absence of the intrinsic DMI, the ψ-frame coin-
cides with the TNB reference frame. The magnetization texture 
is described by Equation  (17) without external stimuli since  
κ′  = 0. Therefore, the equilibrium planar texture satisfies the 
usual pendulum equation.[60] The solution Φ  = 0, π, which is 
uniform in the local reference frame, corresponds to the planar 
vortex state with the energy Sπ κ= −2 ( 1)vor

2 2E R K � . The vortex 
solutions are well known for magnetic nanorings.[103,104] An 
inhomogeneous solution of the pendulum equation reads[60]

( )
2

am( , ),
2

( )on x k x
s

K kχ π κ
π

Φ = − =  (18)

with am( , )x k  being the Jacobi’s amplitude[105] and the modulus 
k is determined by the condition κ π=2 ( )kK k � . Here, ( )K k  is 
the complete elliptic integral of the first kind.[105] This solution 
with the energy Sπ κ π κ= − −2 [4 ( )/( ) 1/ ]on

2 2 2E R K E k k k� �  and 
( )E k  being the complete elliptic integral of the second kind is 

analogous to the onion state.[103,104] The comparison of the ener-
gies of the vortex and onion states gives the critical curvature 
κ0  ≈ 0.657/ℓ separating these states.[60] This helimagnet phase 
transition is qualitatively explained by the relative contribution 
of the exchange and anisotropy to the total energy of the system. 
The vortex state appears when the anisotropy dominates and 
aligns the magnetization along the easy axis. On the other 
hand, the exchange interaction tends to align ( )mm s  homogene-
ously in the laboratory reference frame, which is equivalent to 
the periodic state in the local reference frame. This corresponds 
to the case of a strong extrinsic DMI.

3.2.2. Equilibrium Magnetization States in a Generic Plane Wire

Now we consider the general case of a planar curved wire, 
whose geometrical properties are described by the spatially 
dependent curvature κ(s). The ground state of the planar curve 
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appears to be also planar with Θ = π/2. Its azimuthal angle Φ 
is described by the driven pendulum equation (17) with the 
asymptotic solution Oκ κ κΦ ≈ ′ + ′′′ ′s( ) ( | | / | |)2 2� �  for the 
case of small curvatures. In the opposite case of strongly local-
ized δ-shaped curvature κ(s) =  κ0δ(s), which corresponds to a 
sharp bend of the wire, the ground state magnetization has 
the form of a planar hook determined by the azimuthal angle 
Φ = − −( ) 2sgn( )arctan ( | |)/0s s e s s �  with s0  = ln tan (κ0/(4ℓ)).[65] For 
a box-curvature case, which corresponds to the circular arc 
ending by straight lines without self-intersection, the ground 
magnetization texture has the form of two hooks in the points 
of curvature steps with exponential tails.[65] A meander shaped 
wire has a periodically changing curvature, which leads to peri-
odic hooks in the magnetization distribution[66]

1 am
1/2

, ,

,
sin2 2 2

0

�

�

π λ

λ
π

( )( ) ( )Φ = −
− +





= 





=
− Φ

λs
s R

k
ik

s

R
k

R

R

 (19)

where ⌊•⌋ is the floor operator, R is the ring radius and the 
value Φ0 is determined via the elliptic integral of the first kind 
F(Φ0, ik) = πR/(2ℓk), see Figure 3.

The driven pendulum (17) implies that the ground state 
cannot be homogeneous in the local reference frame if the cur-
vature κ ≠ const. The latter also leads to the geometry-induced 
motion of magnetic domain walls.[106]

3.2.3. Domain Walls in Curved Plane Wires: 
Curvature-Induced Pinning

Domain walls are among the simplest nonlinear excita-
tions in magnetic systems. Ferromagnetic wires with the 
easy-axis anisotropy along the tangential direction support 
transverse domain walls. Here, we consider the impact of a 

spatially-dependent curvature on this texture. To describe the 
domain wall in a planar curved wire, it is instructive to exploit 
the angular parametrization (6). Then, similar to Equation (17), 
the equilibrium magnetization textures are necessarily to be 
planar with φ = φ0 = 0, π with θ being determined by a driven 
pendulum equation[95]

θ θ θ κ φ′′ − = − ′
1

sin cos cos2 0�
 (20)

It is known that the free pendulum equation has a kink solu-
tion cos θ = ±tanh (s/Δ), which corresponds to the domain wall 
in a rectilinear or circular wire, when κ ′ = 0. The coordinate-
dependent curvature becomes a source of the additional driving 
force responsible for the curvature-induced domain wall 
dynamics. To analyze the domain wall static and dynamic prop-
erties, we restrict our consideration to ℓ2 κ ′ ≪ 1, which allows to 
use a collective variable approach based on a q-Φ model[107–109]

cos tanh
( )

, ( )θ φ Φ= −
−
∆







=p
s q t

t  (21)

where p is the polarity that defines the type of the domain wall 
(e.g., p = +1 for head-to-head and p = −1 for tail-to-tail type), q 
is the domain wall position, Δ is the domain wall width. The 
phase Φ determines the orientation of the transversal magneti-
zation component inside the wall, being canonically conjugated 
variable to q. In the limit of a narrow domain wall, κ Δ ≪ 1, the 
total micromagnetic energy (8) of the domain wall reads[95]

2
( )cos ( )sinDW

s
2

2
2 2 2 2

π
π κ Φ κ Φ=

∆
+ ∆ + − ∆






E

K

M
p q q

�
� �

S  (22)

where S  is the area of the wire cross-section. The first and second 
terms in Equation (22) represent the competition between the 
exchange and anisotropy energies, that defines the domain wall 
width in the rectilinear wire, Δ ≈ ℓ. The third and last terms in 

Figure 3. Ground state of the meander shaped wire with periodic curvature. a) Schematics of a ferromagnetic wire (green curve) consisting of half-rings 
of radius R. The local magnetization direction Φ is indicated with red arrows. b) Maximal tilt angle of the magnetization from the tangential direction 
Φ0 (solid line) with asymptotics Φ0 ≈ ϰ0 and Φ0 ≈ π/2[1−1/(4ϰ0

2)]; ϰ0 = ℓ/R. The ground state of the wire with c) ϰ0 = 0.1 and d) ϰ0 = 0.6. Solid lines are 
calculated using Equation (19). Symbols are the results of spin-lattice simulations. Adapted under the terms of the CC BY Creative Commons Attribu-
tion 4.0 International License (http://creativecommons.org/licenses/by/4.0/).[66] Copyright 2019, SciPost Foundation.
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Equation (22) originate from the DMI and anisotropy terms, 
respectively, which appear in the exchange energy due to cur-
vature. The minimization of Equation (22) with respect to para-
meters q and Φ results in the equilibrium values q0 and Φ0

( ) 0, cos0 0κ Φ′ = = −q p  (23)

Thus, the domain wall is pinned at the local extremum of the 
curvature distribution, while the domain wall phase is selec-
tively defined by the polarity p. This phase selection is an illus-
trative example of the geometry-induced chirality breaking:[30,36] 
the curvature-induced DMI selects the handedness even for 
achiral textures, providing the phase-selective pinning of 
domain walls.

To illustrate the influence of the curvature gradients on 
domain walls, it is insightful to consider a parabolic wire, 
which is mathematically the simplest curve with well-defined 
geometrical properties and κ (±∞) = 0. In this case, the 
resulting energy of the head-to-head and tail-to-tail types of 
domain walls with different polarities contains the asymmetry, 
which originates from the exchange-induced DMI in curvi-
linear systems: the tail-to-tail and head-to-head domain walls 
with polarities p = −1 and p = +1, respectively, feel the potential 
well at the apex region of the parabolic stripe, see Figure 4a, 
while the same types of domain walls with opposite polarities 
are unstable due to the potential wall in the curvilinear region, 

see Figure  4b. This finding is in contrast to the case of infi-
nitely long straight wires, that provide the neutral equilibrium 
for all types of domain walls and their polarities, Figure 4c.

Although these effects stemming from the exchange inter-
action in curvilinear wires are generic, it is difficult to find 
them in experiments as they might be hidden by other mag-
netic interactions like the long-range magnetostatic interaction. 
The very first experimental confirmation of the existence of 
exchange-induced chiral interactions was provided in parabolic 
nanostripes made of permalloy.[42] The discussed above theo-
retical prediction was studied by means of X-ray magnetic cir-
cular dichroism photo electron emission microscopy (XMCD-
PEEM) during the magnetization reversal of plane parabolic 
stripes. The resulting hysteresis loops revealed the presence of 
a specific two-step switching process with three easily identifi-
able plateaus, that referred to stable magnetic states: tail-to-tail 
(p = −1) and head-to-head (p = +1) domain walls and the quasi-
tangential magnetic state along the parabolic stripe.[110] At the 
first switching event, a stable tail-to-tail domain wall, pinned 
by the curvature–induced exchange-driven DMI, was expelled, 
which led to the transition to the quasi-tangential magnetiza-
tion state along the parabolic stripe. At the second switching 
event, a stable head-to-head domain wall nucleated from 
the end of a parabolic branch and propagated into the apex 
area. By analyzing these experimental results with full-scale 
micromagnetic simulations and analytical calculations, it was 

Figure 4. Chiral symmetry breaking in magnetic parabolas. a) Stable tail-to-tail and head-to-head domain walls and the energy landscape at the domain 
wall position along the parabolic stripe. The energy landscape is calculated by means of the q-Φ model. The potential well at the apex region appears 
due to the influence of the curvature–induced DMI. b) Unstable head-to-head and tail-to-tail domain walls and the corresponding energy landscape 
with the potential wall at the apex region. c) Transversal domain walls in a straight stripe. All walls are energetically same and in the neutral equilibrium 
within the framework of the q-Φ model. Adapted with permission.[42] Copyright 2019, American Physical Society.
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possible to quantify the strength of the exchange-induced DMI 
constant, Dx = 2Aκ, see Equation (4), from the first switching 
field BDMI[42]

D B
Aw

h w h2 [2 ln( / ) 3]
x D=

+
 (24)

with w and h being the stripe width and thickness, respectively 
and A being the exchange constant. The resulting value Dx was 
found to be comparable to the surface-induced DMI obtained 
for asymmetric Co sandwiches.[111] Furthermore, its value can 
be tuned by changing the local curvature at the apex region of 
the parabola.

3.3. Effects Induced by the Torsion in Wires and Ribbons

A nonzero torsion τ in a wire breaks the geometrical chiral 
symmetry that is directly transferred to the magnetiza-
tion distribution.[62] We start the description of the torsion-
induced effects using a helix wire: a remarkable feature of 
this 3D geometry is that its curvature and torsion are coordi-
nate independent. Therefore, all effects related to the inter-
play between the geometry of the system and the geometry 
of the magnetic texture can be analyzed in this system in 
the most straightforward and intuitively understandable 
way.[64] A magnetic helix is one of the simplest geometries 
to address the geometry-induced chirality breaking, where 
the geometry-induced chiral DMI can enable an interplay 
between the geometrical chirality of the wire and the magne-
tochirality of the magnetic texture.

3.3.1. Curvature and Torsion Effects: Helix Wire as a Case Study

Helices of a constant radius R and pitch P is a prototypical 
magnetic 1D system immersed in 3D space allowing to high-
light all curvature and torsion effects in magnetic wires, see 
Figure 2a. Using the arc-length parametrization, a helix can be 
represented as

( ) ˆ cos ˆ sin ˆ
20 0 0

Cγγ
π

= + +s xR
s

s
yR

s

s
z

Ps

s
 (25)

where C = ±1 is the helix chirality (left and right helices) 
and π= + /(2 )0

2 2 2s R P . The torsion and curvature read as 
Cτ π= /(2 )0

2P s  and κ = / 0
2R s , respectively. Alternatively, radius 

and pitch read R = κ/(κ2 + τ2) and P = 2π τ/(κ2 + τ2), respec-
tively. The mesoscale DMI results in the appearance of the 
quasi-tangential and periodic magnetization states in the 
local reference frame. In the following, we will consider 

i i
T= −DDD ee  as a case study with the critical value of DMI 

= 2c
iD AK .
To identify the physical origin of the magnetic responses of 

a helical wire, it is convenient to align the reference frame with 
the principal axes of the anisotropy (ψ-frame). Then the energy 
density reads[64,93]

1 1
2

2 2
2E K K ε= ′ ′ − + + ′α α αβγ α β γAm m m m D m m  (26)

The rotation of the reference frame is applied around the 
normal direction Nee . In the limiting case of small curvatures κℓ 
≪ 1 and |τeff|ℓ ≪ 1, the rotation angle[62,93]

ψ κτ τ τ≈ = −,2
eff eff

i

c
i

D

D
�

�
 (27a)

The biaxial anisotropy in Equation (26) is determined by the 
coefficients of the easy-axis anisotropy K τ κ≈ + −( )1 eff

2 2K A  and 
the easy-plane anisotropy K κ≈2

2A . As a mutual effect of the 
intrinsic anisotropy K and curvature-induced anisotropy, the 
easy-axis direction 1ee  becomes tilted from Tee  by the angle ψ in 
the rectifying plane. Hence, the ground state magnetization of 
the quasi-tangential state (homogeneous in the local reference 
frame), parameterized as for the exchange energy expression 
(5), is determined by the equilibrium angles

C
π ψΘ = − Φ = = ±
2

, cos 1t t  (27b)

The in-plane anisotropy has the hard axis 2 N=ee ee . Thus, 
the ground state of the helix wire with the easy-axial anisot-
ropy along the tangential direction is described by 1=mm ee . 
This quasi-tangential state is tilted by the angle (27a) from 
the assumed easy-axial state along Tee . Qualitatively, this tilt 
is described by the concept of the emergent magnetic field, 
see Equation (16). The binormal component of the magneti-
zation of the tilted state is determined by the product of the 
helix chirality C  and the magnetochirality of the texture C,[62] 
see Figure  2a. This coupling between the geometrical and 
magnetic chiralities is the manifestation of the geometry-
induced chirality breaking. In a general case, the directions 

1ee  and 2ee  are determined by both, the exchange-driven and 
intrinsic DMI with 2 N≠ee ee . The mesoscale DMI in  Equa-
tion (26) is represented by the vector 2 ( )eff 1 3τ κ≈ +ADD ee ee ,  
confer, Equation (9b). We can compare the strength 
of the intrinsic and extrinsic DMI. For a helix wire, 

2 4 /( 4 )1
x 2 2 2D A AP P Rτ π π≈ = + . Using typical values 

A  = 10 pJ m−1, we obtain that = 0.141
xD  mJ m−2 for a helix 

with the radius R  = 50 nm and the pitch P  = 300 nm; 
0.071

xD =  mJ m−2 for R = 100 nm, P = 600 nm. These values 
are comparable to those estimated by the ab initio calcula-
tions for multilayer systems.[112,113]

3.3.2. Helimagnetic Phase Transition

A strong mesoscale DMI  (9b) can result in the phase transi-
tion from the quasi-tangential to a periodic state, whose texture 
is determined by the orientation of DD  with respect to the ani-
sotropy axes. The elliptical helicoid state is the most general 
case of the periodic state in a helix, with a modulation of the 
magnetization around the given DD  direction. Also, by tuning 
the ratio between the intrinsic and extrinsic DMI for the case 

0N
iD = , it is possible to recover two periodic states, character-

istic for a straight wire: i) the cycloidal state appears in the 
case of · 01 =DD ee  with the chiral modulation of the magnetiza-
tion around 3ee , and ii) the helicoidal state appears in the case 
of · 03 =DD ee  with the chiral modulation of the magnetization 
around 1ee , see Figure 2c.[93]
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The periodic equilibrium state in a helix wire is analogous 
to the onion state in a ring and its magnetization texture 
reads[93]

θ π θ χ φ χ φ χ= + = − +
2

( ), ( )per per
0

per per
0  (28)

with χ = − /( )c
iDs D � , and θ χ( )per

0  and φ χ( )per
0  being 2π-periodic 

functions. Note, that in the case of Di  = 0, the period  
of this state matches with the geometrical period of the 
helix.[62]

The character of the transition between the quasi-tangential 
and periodic states is governed by the strength of the intrinsic 
DMI.[93] If T

i
c
iD D= , the quasi-tangential state is impossible 

for any torsion and curvature. Otherwise, the quasi-tangential 
state can be stabilized in a certain region of the (τeff, κ) phase 
diagram, see Figure 5a plotted for the case of 0T

iD = . A finite 
size of the helix leads to the transition between the periodic and 
quasi-tangential states thought the so-called periodic domain 
walls state. The boundary between the periodic and quasi-tan-
gential states can be fitted as

κ τ≈ +b 1 2 eff
2C C  (29)

with κ≈1 c
2C  and C2  = 2 in the case of absence of intrinsic 

DMI.[62]

3.3.3. Torsion Effects on Domain Walls

While domain walls in planar curved wires are described by 
the q-Φ model (21), a nonzero torsion typically causes the 
rotation of the phase of the domain wall. The reason for this 
effect is the extrinsic DMI, which contains the wire torsion, see 
Equation (4). We note that the intrinsic DMI favors the spiraliza-
tion of the magnetization texture. In particular, the phase rota-
tion of the domain wall is known to occur in biaxial stripes with 
the intrinsic DMI.[114] Generalizing the q–Φ model (21) by taking 
into account a possible phase rotation, the domain wall struc-
ture in a helical wire can be described by the following ansatz[64]

cos tanh , ( )θ φ Φ= − −
∆

= − −p
s q

Y s q  (30)

For a uniaxial chiral magnet with the DMI structure 
equivalent to the case 1D e� , there is the exact solution with 

K∆ = −A D/ /41 1
2  and /(2 )1=Y D A . The domain wall structure 

Figure 5. Effects of curvature and torsion on static magnetic textures. a) Helimagnetic phase transition between the onion and quasi-tangential states 
in helix wires. Reproduced with permission.[62] Copyright 2015, American Physical Society. b) Schematics of the untwisted domain wall in a helix wire 
with τ > 0. The magnetization direction, TNB and ψ reference frames are shown by red, green, and black arrows, respectively. Adapted under the terms 
of the CC BY Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/).[64] Copyright 2016, Springer 
Nature. c) Straight narrow ribbon with torsion τ > 0. For this object, the central curve p is a straight line. This magnetic texture resembles one of a 
straight wire with zero curvature and non-zero torsion. Reproduced with permission.[61] Copyright 2017, IOP Publishing. All rights reserved. d) Möbius 
ribbon in the so-called magnetic “ribbon state.” For this object, the central curve γ  is a ring. This magnetic texture corresponds to one of a closed 
curve of constant curvature and nonzero torsion. Reproduced with permission.[61] Copyright 2017, IOP Publishing. All rights reserved. e) Untwisted 
Möbius ribbon shown in (d). Reproduced with permission.[61] Copyright 2017, IOP Publishing.
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in such a curvilinear wire can be determined by the variational 
approach using the domain wall width Δ and its slope Y  in 
Equation (30) as variational parameters. The integration of the 
energy density (26) with DD  lying in the TB plane gives[64]

2
2 2 1 cos2

cos 2 ,

sinh( )
,

(1 )

cosh( /2)

2

exchange

1 2 1

anisotropy

2 3 1

DMI

1 2

2 2

S
K K C

C

C C

Φ

Φ

π
π

π
π

( )=
∆

+ ∆



 + ∆ + ∆ +

+ − ∆

=
∆

∆
=

+ ∆
∆

E
A Y

p D D Y

Y

Y

Y

Y

� ��� ���
� ����� �����

� ���� ����  (31)

In the case of small curvatures and torsions, the equilibrium 
domain wall parameters are[64]

2
and1≈ ∆ ≈Y

D

A
�  (32)

see Figure  5b. Thus, the first component of the mesoscale 
DMI D1 acts on the slope of the azimuthal angle φ of the mag-
netization within the DW, while the second component D3 
breaks the symmetry of the domain wall with respect to the 
opposite topological charges p with the equilibrium phase Φ =  
(1 + p)π/2. In the absence of the intrinsic DMI, the equilibrium 
magnetochirality sgn sgnC τ= − = −Y , that is, it is opposite to 
the geometrical chirality of the helix. This coupling between 
geometrical and magnetic chiralities illustrates the geometry-
induced chirality breaking.

3.3.4. Narrow Helicoid Ribbon as a Straight Wire with Torsion

We apply the developed micromagnetic framework for magnetic 
ribbons to analyze narrow helicoid ribbons. For this geo metry, 
the central curve is a straight line ( ) zeeγγ =s s . The helicoid is 
characterized by the constant rate of turning about γγ , hence the 
orientation of the line segment turning ( ) /( )�Cs s sΨ = , where s   
determines the helicoid period in units of the magnetic length. 
The peculiarity of a narrow helicoid ribbon is in its magnetic 
properties, which can be described by effective straight mag-
netic wire, κ * = 0, with the effective torsion �τ =∗ s1/( ),[61] see 
Figure 5c. For the case of a magnetically soft helicoid ribbon, we 
obtain in-surface ground state magnetization with Θ = π/2 and 

CΦ = Φ =cos cos , and magnetochirality C = ±1. We note that 
accounting for magnetoelastic interactions and the intrinsic 
DMI lead to the geometrical transitions between helicoid, DNA-
like and cylindrical states in the ribbon.[68] The helimagnetic 
phase transition is absent for this system within the narrow 
ribbon assumption  (10) because the mesoscale DMI vector is 
parallel to the magnetization. At the same time it influences the 
spin wave spectrum, see Section 4.

3.3.5. Narrow Möbius Ribbon as a Circular Wire with Torsion

A narrow Möbius ribbon micromagnetically behaves as 
a planar circular wire with torsion.[61] The central line of 
the Möbius ribbon is a circle R x y( ) [ cos sin ]ee eeγγ χ χ χ= + ,  

while the rate of turning around γγ  is determined by 
C( ) /2χ π χΨ = − . Finally, the micromagnetic properties of 

such a ribbon correspond to a 1D wire with the effective cur-
vature κ * =  −2cos (χ/2)[1 + 2sin 2(χ/2)]/[1 + 4sin 2(χ/2)] and 
torsion Cτ χ= − +∗ R1 4 sin ( /2)/(2 )2  possessing antiperiodic 
boundary conditions,[61] see Figure  5d,e. The coefficient of 
the effective easy-axis anisotropy K1 ∝ R2, which leads to the 
realization of the vortex state for a large ribbon radius. An 
inhomogeneous ribbon state appears for small radii (small 
effective anisotropy).[61] In contrast to the planar onion state 
in ferromagnetic rings, the geometry-induced anisotropy pre-
vents the magnetization to be within the xy plane. We note 
that Möbius ribbons possess a topologically protected domain 
wall as a ground state if the anisotropy with the easy axis 
along Nee  exceeds a critical value, otherwise the vortex state is 
realized.[115,116] The torsion of the ribbon results in the chiral 
symmetry breaking: the magnetochirality of the domain walls 
in Möbius rings becomes determined by the geometrical chi-
rality of the ring.[116]

4. Magnetization Dynamics in Curvilinear Wires

Previously, we have discussed the static effects caused by the 
geometry-induced interactions: emergent biaxial anisotropy 
and emergent DMI. In dynamics, there appear novel mani-
festations of these emergent interactions. In particular, it is 
known that the emergent biaxial anisotropy becomes the 
source of the Walker limit of the current-induced dynamics 
of domain walls in uniaxial circular-shaped wires.[63] Another 
prominent example in magnetization dynamics is the pat-
tern-induced chirality breaking,[30,36] where the chiral sym-
metry breaking occurs dynamically on the background of a 
chiral-degenerated static magnetization texture. To discuss 
the dynamical effects, we consider the temporal evolution of 
the magnetization vector mm, based on the Landau–Lifshitz– 
Gilbert equation

� �0mm mm
mm

mm mm TT
γ δ

δ
α= × + × +

M

E

s

 (33)

where dot means derivative with respect to time t, γ0 > 0 is the 
gyromagnetic ratio, α is the Gilbert damping and TT  is an addi-
tional torque related to spin current in the system.

In the following, we discuss dynamic features of two dif-
ferent types of excitations of the magnetic texture. We start 
with the consideration of linear dynamics, which is the 
dynamics of spin waves in curvilinear wires and ribbons. 
The theoretical framework of magnon dynamics in curved 
magnets in an important step in the development of the cur-
vilinear magnonics. Among other effects, we will discuss the 
physical consequences of bending and twisting of magnetic 
wires, which result in bounding of spin waves by local bends 
and the nonreciprocity of spin waves due to the wire twisting. 
Then, we continue with the analysis of the dynamics of topo-
logically protected magnetic states (domain walls), which is 
another prospective direction of curvilinear magnetism.[30,34] 
We will discuss how curvature can induce the dynamics of 
domain walls.
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4.1. Geometry-Induced Effects in Spin Wave Dynamics: The 
Onset of Curvilinear Magnonics

Curvilinear magnonics is part of the rapidly developing 
research field of 3D magnonics.[117–121] It relies on the use of 
3D objects and offers the possibility to develop novel concepts, 
phenomena, devices and techniques as outlined in the 2021 
Magnonics Roadmap.[122] Recently, curvilinear magnetism of 
nanowires and narribbons put forth a number of concepts for 
applications in curvilinear magnonics.[30] This includes spin-
wave transport in a micro-waveguide,[123] curvature–induced 
magnonic crystals,[66] magnonic waveguides with the designed 
band gap spectrum,[102,124] filtering of magnon spectrum based 
on bounding of spin waves by local bending of magnetic wire,[65] 
spin waves propagation over a distance ten times larger in a 
corrugated waveguide than in planar waveguides,[125] magnonic 
logic elements based on the nonreciprocity of the spin-wave 
spectrum in ferromagnet helix wires,[62] geometrically tunable 
magnon spectrum in antiferromagnetic nanohelices.[86] Here, 
we review the theoretical framework of spin wave description in 
curvilinear nanowires.

4.1.1. Curvature-Induced Localization of Magnon Modes

We base our description on the phenomenological Landau–
Lifshitz–Gilbert equation (33). Using the angular parametriza-
tion for magnetization for the exchange energy expression (5) 
of the magnetization unit vector m, we describe the linear mag-
netization dynamics by means of a complex-valued function 
Ψ = ϑ + iϕ constructed from the deviations from the equilibrium 
state: Θ(s, t) = Θ0(s) + ϑ(s, t) and Φ(s, t) = Φ0(s) + ϕ(s, t)/sin Θ0(s). 
Without damping, the linear dynamics of the magnetization in 
the vicinity of the equilibrium state, described by Θ0(s) and Φ0(s) 
has the form of the generalized Schrödinger equation[62,126]

ˆ , ˆ 1
0

2� � A
i

H W H i Vsω
( )− Ψ = Ψ+ Ψ = − ∂ − + +∗  (34)

where the overdot denotes the time derivative and 
ω γ= K Ms2 /0 0  is the frequency of the uniform ferromagnetic 
resonance for a straight wire.

In the general case of a 3D wire with the coordinate-
dependent curvature and torsion, the effective potentials read

3
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 (35b)

sin cos cos0 0 0 0� �A τ κ( )= − Θ Φ − Θ ′Φ +  (35c)

We note that spin waves in a straight wire are described by 
the standard Schrödinger equation for the complex magnon 
wave function Ψ with a typical potential scattering. The curva-
ture induces additional geometrical potential, which results in 
the modification of the scalar potential V, see Equation (35a): 
the picture is similar to the dynamics of quantum-mechanical 
particles constrained to a curved wire.[94] Besides, there appears 
a curvature-induced coupling potential W, see Equation (35b), 
and the corresponding eigenvalue problem becomes different 
from the usual set of coupled Schrödinger equations, see dis-
cussion in ref. [126]. Such a problem can be treated by applying 
the Bogoliubov transformation Ψ = u(s)eiωt + v*(s)e−iωt. Then the 
problem of the magnon spectrum analysis is converted to the 
eigenvalue problem | ( / ) |0H ω ωΨ = Ψ  for the Bogoliubov-de 

Gennes Hamiltonian H H W
W H

= − −
, where Ψ =| u

v
.[66] 

Both the scalar potential V and the coupling potential W are 
caused by the deviation of the magnetization from the tangen-
tial direction. They are present even for a curvilinear planar 
wire with cos Θ0 = 0[62]

1
2

3sin ,
1
2

sin2
0

2
0

2 2
0

2
0

2� �κ κ( ) ( )= − Φ + ′Φ +  = Φ − ′Φ + V W

 (36)

The third effective potential is described by A, see 
Equation (35c). One can see from the Hamiltonian (34) that it 
acts in the same way as the vector-potential TA A= ee  acts in 
the Hamiltonian of a charged particle. Therefore, one can inter-
pret the quantity

BB A Aκ= ∇ × = ee  (37)

as an effective magnetic flux density. It is supported by the 
effective current, generated by the magnetic texture in a curved 
wire, 4 [ ]NeejB A Aπ κτ κ( )∇ × = = − + ′ . The appearance of the 
effective magnetic field, characterized by the vector potential A,  
breaks the symmetry of the spin-wave spectrum with respect to 
the direction of the spin-wave propagation. We will see below 
that it can result in the nonreciprocal radiation of spin waves.

To illustrate this general approach, we will consider several 
examples. As the simplest case, a plane ring-shaped wire pos-
sesses standing waves with the frequency, determined by the 
curvature. The magnon spectrum on the background of the 
vortex state can be found using the partial wave expansion[62]

� �ω ω κ κ= + −m(1 )0
2 2 2 2 4 4  (38)

with ∈ +m Z  being the azimuthal quantum number. By 
comparing with the dispersion law of a straight wire, 

10
2 2�ω ω= + k  with κ=k m  being the corresponding wave  

vector, we see that the curvature decreases the gap in the spin 
wave spectrum.

An inhomogeneous spatial distribution of the curvature can 
drastically change the physical picture: even for the case of a 
plane wire, the inhomogeneous texture of the ground state 
produces effective potentials (36). These potentials can bound 
magnon states, providing truly local modes. In particular, the 
wire with a half-circumference arc (a shallow box curvature) 

Small 2022, 2105219



www.advancedsciencenews.com www.small-journal.com

2105219 (14 of 27) © 2022 The Authors. Small published by Wiley-VCH GmbH

supports the local mode with a frequency ω  =  ω0[1 −  π2ℓ2/
(16R2)] with R ≫ ℓ being the radius of the arc bending.[65] In the 
opposite case of a sharp bend of wires with the opening angle 
α0, the curvature has δ-like behavior, κ(s) = (π  −  α0)δ(s). The 
corresponding eigenfrequency strongly depends on the bend 
sharpness ζ = (π − α0)/2[65]

ω ω ζ ζ ζ( )= + +
2

cos cos 1 3sinloc
0 2  (39)

The analysis can be performed also for the general case of a 
planar curved wire with a coordinate-dependent weak curvature 
κ(s) ≪ 1/ℓ. This case corresponds to the quantum-mechanical 
problem of a quantum particle in a shallow well, providing the 
frequency of bound magnons[65]

�
∫ω ω κ= −





















−∞

∞

s s1
16

( )dloc 0

2
2

2

 (40)

see Figure  6d,e. The interaction of the local mode with spin 
waves, propagating through the bend, results in the shift of the 
wave phase according to the Levinson theorem, see Figure 6e.

4.1.2. Curvature-Induced Magnonic Crystals

Another intriguing feature of the magnon spectrum of curvi-
linear magnetic wires appears when the wire shape is periodi-
cally deformed. The periodically varying curvature generates 

inhomogeneous equilibrium magnetization texture, which is 
also periodic. Then the spin wave dynamics is described by the 
generalized Schrödinger Equation (34) with periodic potentials 
(35). The periodic potential in quantum-mechanics is known to 
result in the appearance of a band structure. Similar arguments 
can be applied for Equation (34).[66] This idea is illustrated with 
a meander shaped wire, see Figure 6f: the periodic spatial mod-
ulation of the ground state (19) results in the band structure for 
magnons. Extending the two-component approximation[127] for 
the case of the generalized Schrödinger equation, the band gap 
edges read[66]

� ∓ ∓ω ω ν κ ν( )≈ + + − ∈ν ν ν
± V V W W N1 ( ) ,0

2 2
0
2

0

2

0
2  (41)

see Figure  6g with Vi, Wi, ∈ +i Z  being the Fourier compo-
nents of the potentials V and W, respectively. For a small cur-
vature, max |κ  |  =  κ0 ≪ 1/ℓ, all band gaps are determined by 
the fifth order of the curvature, ω κ∆ ∝ν

gap
0
5 with the main gap 

�ω κ∝ −1 /20
2

0
2 . In the opposite case, the behavior of the system 

is changed. The main gap asymptotically closes as ω0 ∝ 1/κ0 
and the first one is almost constant. The gaps at higher fre-
quencies ω κ∝ν ≥ 1/2

gap
0
2.

4.1.3. Impact of Torsion on Magnon Spectra

In the following, we consider the magnon spectrum of magnetic 
wires with nonzero curvature and torsion. The key difference to 
the case of a plane wire with zero torsion is the appearance of 
the effective magnetic field, described by the vector potential A, 

Figure 6. Spin waves in curvilinear wires. a) The magnetic ground state of the wire with a single circular bend (curvature κ0 = 0.2/ℓ) and respective 
b,c) spin-wave potentials (36). Reproduced with permission.[65] Copyright 2018, AIP Publishing. d) The concept of a curvilinear spin-wave  transmitter with a 
single mode (40) localized at the circular bend. e) The phase shift of the transmitted spin wave. Adapted with permission.[65] f) Periodically bent wire 
as a magnonic crystal. The change of the out-of-plane magnetization is indicated with color. Adapted under the terms of the CC BY Creative Commons 
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/).[66] Copyright 2019, SciPost Foundation. g) The band spectrum of 
spin waves for κ0 ℓ = 0.6, calculated using numerical solutions (solid lines) and spin-lattice simulations (symbols). Adapted under the terms of the CC 
BY Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/).[66] Copyright 2019, SciPost Foundation.  
h) A dispersion relation for spin waves in the helix wire (κℓ = 0.5, τℓ = 0.5) with the easy-tangential anisotropy. Reproduced with permission.[62]  
Copyright 2015, American Physical Society.
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see Equation (35c). The presence of the magnetic field lifts the 
degeneracy between magnetic excitations along different spatial 
directions known from planar systems. This aspect was dis-
cussed for the case of a helical wire, see Section  3.3.1. Since 
helices are characterized by the constant curvature and torsion, 
the corresponding potentials (35) are also constant.[62] Never-
theless, the presence of these potentials drastically changes the 
magnon spectrum[62]

2 1
0

2 2 2 2 2� �A Ak k V W
ω
ω ( )= + + + + −  (42a)

with k being the wave number, see Figure  6h. By ana-
lyzing wires with a small curvature and torsion, we can esti-
mate corrections to the case of a straight wire as follows, 

( )gap 0
2 2� kω ω ω τ≈ + − . Similar to a planar curve, the curvature 

results in the decrease in the gap ωgap ≈ ω0(1 − ℓ2κ2/2). Unlike 
a straight wire, the spectrum  (42a) is not mirror-symmetric, 
that is, ( ) ( )k kω ω≠ − : the asymmetry of the dispersion curve is 
caused by the helix torsion. It is described by the vector poten-
tial A , which is determined by the curvature-induced DMI. 
By accounting for the intrinsic DMI, we obtain the following 
expression for the magnon dispersion law based on the general 
model of the curved helix wire (26)[93]

( )( )0
1

2
1 2

2
1K K Kω ω= − + + + +



K

D k Ak Ak  (42b)

We see that the vector potential originates from the mes-
oscale DMI, A ∝ D1, is responsible for the symmetry break.[62] 
The latter is similar to the known modification of the spin-wave 
spectrum in straight systems with the intrinsic DMI[128–130] and 
nanotubes, where the gap is caused by the curvature.[35,131] The 
explicit form of the DMI term shows that the corresponding 
energy gain depends on the product of the geometrical helix 
chirality C = ±1, see Equation (25), and its magnetochirality 
C = Φ = ±cos 10 .[62]

We note that the magnon spectrum for a helicoid ribbon 
is also characterized by the non-reciprocity of the spin wave 
propagation in different directions and the coupling between 
the geometric and magnetic chiralities.[61] Both properties are 
examples of geometry-induced chiral symmetry breaking.[30,36]

It is instructive to discuss also the magnon spectrum of 
helix wires with other directions of the easy-axis anisotropy, 
which follows the normal and binormal directions. The Frenet 
equations (2b) are symmetric with respect to the replacement 
κ↔ − τ and , ,T B B Tee ee ee ee↔ − , confer, Equation (5). Thus, the case 
of the easy axis along Bee  can be understood based on the con-
siderations for the easy-tangential one by symmetry considera-
tions. The easy-normal case is qualitatively different. There is 
the strictly normal state with θ = π/2 and φ = 0, π (easy–normal 
state), preferable for a relatively small curvature and torsion 
within the range 1 ( / )c c

2κ κ τ τ< −  with τc  ≈ 0.67/ℓ.[62] The 
spin wave spectrum on the background of the easy-normal state

0
2 2 2 2 2 2 2� � �k kω ω κ τ( )( )= + + − −− −  (43)

remains reciprocal[62] since the geometry-induced DMI vector 
(4) is orthogonal to the ground state magnetization.

4.2. Curvature-Induced Motion of Domain Walls

By considering dynamics of linear excitations (spin waves) in 
curved wires, we demonstrated that it can be strongly modi-
fied by the curvature and torsion of the wire. This includes 
bounding of states by the wire bends, which is influenced by 
the curvature or the nonreciprocity of the spin wave radiation, 
affected by the wire torsion. In this subsection, we discuss the 
dynamics of nonlinear topological excitations (domain walls) in 
curved wires. Typically, the motion of domains walls is induced 
externally by applying magnetic fields or spin-polarized cur-
rents. Here, we consider effects of the internal-to-the-system 
eigenmotion and geometry-induced motion of a domain wall.

First, we discuss the effect of the domain eigenoscillations, 
which is analogous to the magnon mode bounding problem. 
Previously in Section 3.2.3 we considered the impact of the spa-
tially inhomogeneous curvature on the equilibrium properties 
of domain walls: the curvature can pin domain walls at its local 
extrema. The dynamics of domain walls in curvilinear wires/
ribbons is governed by the phenomenological LLG equation (33). 
By applying the q-Φ model (21) to a curved ribbon, one can inte-
grate out the domain wall profile and set the dynamical problem 
in terms of the collective variables {q, Φ}[95,106]
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 (44)

where K1 and K3 determine coefficients of the easy-axis and 
easy-plane anisotropy of the ribbon, see Equation  (13d). In 
equilibrium, the domain wall is pinned at a certain posi-
tion. In the limiting case of uniaxial wires with K3  = 0, the 
equilibrium position q0 and phase Φ0 are determined by the 
condition (23). By introducing small harmonic decaying oscil-
lations from the equilibrium positions, � ω= + η−q t q qe tt( ) sin0  
and ( ) cos0Φ Φ ω= + Φ η−t e tt� , it is possible to derive the eigen-
frequency of the domain wall and the effective domain wall 
friction. In the case of the uniaxial wire, the domain eigenfre-
quency ω and the effective friction η reads, respectively[95]

� �ω πω κ κ η απω κ≈ ′′ ≈q q q2 ( ) ( ) , ( )0
2

0 0 0 0  (45)

Domain wall eigenoscillations can be excited by an external 
magnetic field pulse as discussed for the case of the parabolic 
wire bend.[95]

Let us consider now effects of the curvature gradient. Fol-
lowing the set of Equations (44), the curvature gradient through 
the exchange-induced DMI creates a driving force for domain 
walls. Thus, in curvilinear wires with κ′ ≠ 0 domain walls are 
moving without any external drive (magnetic field or spin-
polarized current) to the region, where curvature reaches its 
extreme values.

In the particular case of the Cornu spiral (also known as 
clothoid or Euler’s spiral), see Figure 7a,b[88]

( ) ˆ d cos ˆ d sin
0

2
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2s x
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s s

∫ ∫γγ ζ χ ζ ζ χ ζ= 



 + 



  (46)
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where the curvature is a linear function of the arc length coor-
dinate, κ(s) =  χs, with χ  =  κ′  = const being the curvature gra-
dient. In this case, using a small-angle approximation for the 
relative phase of the domain wall ϕ = Φ − Φ0 ≪ 1 and taking 
into account that α ≪ 1, the domain wall speed is found to be 
constant with its asymptotic expression, see Figure 7c

� �Cπ ω χ
α

= −q p2 0
2  (47)

where cos 10C Φ= = ±  with Φ0 being the initial domain 
wall phase. The phase during the dynamics behaves as 

/( )0Φ Φ α≈ + p qt� , which results in the long time approximation 
Φ(t → ∞) = Φ0, see Figure 7d. Hence, the parameter C can be 
interpreted as the domain wall magnetochirality.[132] The cor-
responding curvature-induced domain wall velocity for the 
Cornu spiral reaches up to 150  m s−1, while the direction of 
motion is determined by the sign of the product Cχp . During 
the domain wall motion into the area of larger curvatures, the 
third term in the energy (22) becomes dominant, which fixes 
the domain wall phase at Φ = 0 or Φ = π depending on the sign 
of the product between the polarity p and curvature κ(q). Thus, 
the transition to the precessional regime becomes suppressed, 
which denotes the curvature-induced suppression of the Walker 
limit.[106] This contrasts with the case of the field-driven domain 
wall in a rectilinear wire, where the domain wall phase Φ is not 
fixed and the Walker limit is present.[109,133]

It should be noted that the velocity (47) is similar to the 
domain wall velocity Vu = u β/α found in magnetic stripes with 
biaxial anisotropy[134] for the spin-polarized current driving via 
the Zhang–Li mechanism,[135,136] where β is the nonadiabatic 
spintransfer parameter. The current-induced translational 
domain wall motion takes place only if <u uw, where uw  is the 

Walker current value.[134,137] However, for the case of a curva-
ture-induced motion, the effect of the Walker-limit transition 
from the translational to the precessional regimes does not 
appear in magnetic stripes and the domain wall demonstrates a 
high-speed translational motion without any external drive.

The curvature-induced motion of transversal domain walls 
described by the set of equations  (44) can be compared with 
the domain wall automotion observed in curved systems,[138–140] 
which can be realized due to the following mechanisms:  
i) the transition from the transverse domain wall to the vortex 
type after the action of a current pulse;[138] ii) the domain wall 
motion in curvilinear systems with coordinate-dependent cross-
sectional area, due to the magnetostatic interaction and mini-
mization of the total domain wall energy in the narrow areas of 
asymmetric rings.[139,140]

The influence of the curvature-induced DMI was studied 
very recently for the domain walls in Permalloy strips patterned 
as Archimedean spirals with varying widths: according to the 
experiment, the local variation of the curvature leads to hyster-
esis loops with stepped behavior.[141]

5. Curvilinear Wires for Spintronic 
and Spin-Orbitronic Applications
The magnetic responses of curvilinear wires are distinct from 
their straight counterparts. Namely, intrinsically achiral curved 
wires behave as a biaxial chiral magnet. The interplay between 
the intrinsic and curvature-induced extrinsic DMI may make 
the quasi-tangential state in the wire unstable. These conclu-
sions are based on the analysis of the energy functional (1). 
Alternatively, curvature effects can emerge in the equation of 
motion  (33) via the symmetry of spintransfer and spin-orbit 

Figure 7. Geometry-induced motion of magnetic domain walls in nanostripes. a) Schematics of a Cornu spiral with relevant geometrical notations. 
b) Illustration of a 1D head-to-head domain wall (p = +1 and C = −1) in a Cornu spiral described by the two collective variable: the domain wall posi-
tion q and its relative phase ϕ = Φ − Φ0. Red axes determine the curvilinear TNB basis. Green arrows and color scheme determine the magnetization 
distribution in the stripe obtained in micromagnetic simulations. c,d) A typical behavior of the domain wall position and the phase deviation for a 
head-to-head domain wall (p = +1), respectively. Geometrical parameters of the Cornu spiral are as follows: χℓ2 = 2 × 10−4, w = 15 nm, h = 5 nm. Solid 
and dashed lines correspond to the solution of the collective variable Equation (44) and predictions of the linearized model,[106] respectively. Symbols 
depict the results of micromagnetic simulations. Reproduced with permission.[106] Copyright 2018, American Physical Society.
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torques, which are in the heart of the technological field of 
spintronics and spin-orbitronics.

Spin-orbit torques, acting on magnetic textures in low-
dimensional magnets, see the last term TT  in Equation (33), 
can be classified by their symmetry independent of their 
microscopic origin. The field-like (perpendicular) torques 
can be produced by the spin Hall effect or Rashba effect.[142] 
The antidamping-like (Slonczewski) torques also appear 
as the result of the spin Hall effect or due to the indirect 
Rashba effect.[142,143] Depending on the type of the wall and 
the current injection geometry, they can result in a steady 
motion of the domain wall. It is natural to consider a current 
direction along a curvilinear wire. It is established that for 
the case of plane systems, neither the field-like nor antid-
amping-like torques do lead to the dynamics of the head-to-
head (tail-to-tail) walls.[142] The situation is qualitatively dif-
ferent in curvilinear systems.

5.1. Dynamics of Transversal Domain Walls Induced 
by the Rashba Spin-Orbit Torque

We start with the discussion of the field-like torque in Rashba 
spin-orbit systems[144] realized by a strong spin-orbit interaction 
between the nonmagnetic adjacent conductive and ferromag-
netic layers. Then, the Rashba field[142]

R

B s
NH jj ee

P

M

ρ
µ [ ]= ×  (48)

with ρ being the Rashba parameter, P being the polarization 
of carriers in the ferromagnetic layer and Tjj ee� [145] being the 
charge current. In this geometry, the Rashba field is always 
directed perpendicular to the wire and cannot push the domain 
wall in the case of κ = τ = 0.[142]

In contrast, for a curvilinear geometry, the equilibrium 
magnetization direction deviates from the wire direction. This 
can be realized already in a prototypical example of a helical 
wire, considered in Section  3.3.1. The simultaneous influ-
ence of the curvature and torsion in a helix wire causes the tilt 
of the ground state magnetization in the rectifying plane by 
some angle (27a). This leads to the appearance of the magneti-
zation component along the Rashba field, which allows for an 
efficient displacement of the wall using the spin-orbit Rashba 
torque. In the case of κ, |τ | ≪ 1/ℓ and weak enough fields (far 
below the Walker limit), we can neglect the dynamical change 
of domains and the internal structure of the wall due to the 
binormal component of H R. Within this assumption, it is suf-
ficient to take into account only the component � sinR ψ=H H  
oriented along the magnetization in the domain. This field 
component is responsible for the domain wall motion. This 
allows to use the generalized q-Φ model (30), originally pro-
posed in ref. [114] to describe effects of the intrinsic DMI in 
biaxial stripes. Finally, being driven by the Rashba torque, 
the domain wall performs a stationary motion with a finite 
velocity,[64] see Figure 8

� �2 2

0

R

γ α
κτ≈q p H  (49)

Figure 8. Rashba spin-orbit torque driven transversal domain walls in helix wires. Propagation of the head-to-head domain wall (light-green arrows 
of magnetization) in a) right-handed and b) left-handed helices with the reduced curvature ϰ = κℓ and torsion ς = τℓ, respectively. In both cases, the 
electric current (burgundy arrow) flows from left to right. The direction of motion of the domain wall (dark green arrow) coincides with current for 
the right-handed helix. For the left-handed helix, the domain wall moves in the opposite direction. The direction of magnetization inside domains is 
shown by red and blue arrows. Reduced mobility � �γ/( )0

Rq H  for the c) head-to-head and d) tail-to-tail domain walls. Dashed lines, open symbols and 
closed symbols correspond to analytics (49), micromagnetic, and spin-lattice simulations, respectively. Solid lines correspond to the analytical predic-
tion π ψ αγ= ∆ + ∆2 sin /[ (1 )]R

0
2 2q H Y� .[64] Reproduced under the terms of the CC BY Creative Commons Attribution 4.0 International License (http://

creativecommons.org/licenses/by/4.0/).[64] Copyright 2016, Springer Nature.
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Therefore, the simultaneous impact of the curvature and 
torsion on the domain wall result in its motion driven by the 
field-like torque for an intrinsically achiral ferromagnetic wire 
( � κτ∝q ). The direction of motion is dependent on the helix chi-
rality C . For example, the head-to-head domain wall follows the 
direction of the current for the left-handed helix (C = 1, τ  > 0) 
and moves in the opposite direction for the right-handed helix 
(C = −1, τ < 0).

5.2. Dynamics of Transversal Domain Walls Induced  
by the Zhang-Li Spintransfer Torque

The mutual influence of the field-like and antidamping-like 
torques can be illustrated by considering the Zhang–Li mecha-
nism in Equation (33) with the torque[134–136]

( · ) ( · )TT mm mm uu mm mm uu mmβ∇∇ ∇∇[ ]= × × + ×  (50)

The quantity | |
Buu jj

P
e Ms

µ=  with e being the electron charge is 

close to the average electron drift velocity for the given current 
density e�jj T. The strength of the nonadiabatic antidamping-
like spin torque (last term in Equation (50)) is determined by the 
nonadiabatic spintransfer parameter β. Here, we limit our dis-
cussion by considering effects, linear with respect to torsion. In 
this case, the ψ-frame coincides with the TNB reference frame 
up to higher terms in torsion and curvature. To describe the 
domain wall dynamics, we apply the collective variables approach 
for the ansatz  (30) with respect to the extended set of collective 
variables {q(t), Φ(t), Δ(t), Y(t)}. This system possesses the Walker 
limit, determined by both the curvature and torsion[63]

πω ακ
α β β

β τ≈
− +

≈2 ,0
2

*u pw
*� �  (51)

For <u uw, the domain wall velocity reads

β β
α

≈ − *

q u�  (52)

The nonzero torsion renormalizes the intrinsic coefficient of 
nonadiabaticity β by the effective coefficient β − β⋆.

The domain wall reveals a precessional motion above the 
Walker limit with the frequency ω ∝ (β⋆  −  β  −  α) −2 2u uw . 
As follows from  Equation (51), the domain wall velocity can 
be tailored in a wide range via the wire geometry. The direc-
tion of motion is given by the sign of the term α − β + β⋆. The 
change of the torsion allows to explore the interplay between 
the intrinsic Gilbert damping α and the coefficient of nonadi-
abaticity β. The domain wall always moves in the direction of 
u  for pτ  < 0. The behavior of the system is qualitatively dif-
ferent for pτ > 0: i) For β ≪ |β⋆|, the domain wall has nega-
tive mobility ( < 0q� ); ii) If |β⋆| max{α, β}, the influence of the 
nonadiabatic term β vanishes; iii) There is a special value of 
current above the Walker limit, which leads to the oscillatory 
motion with zero average velocity. This makes the domain 
wall dynamics different compared to the case of a planar 
straight biaxial magnet, see Figure 9. We note that the inho-
mogeneous curvature leads to the pinning of the domain wall 
at the maximum of κ[42,95] and the Walker-free motion when 
driven by the effective field (15).[106]

6. Artificial Magnetoelectric Materials 
with Curvilinear Helimagnets
The link between the geometry and the magnetic order 
parameter enables new concepts of magnetic memory, logic, 
and sensor devices.[67,68,95,106,146] Furthermore, the shape of a 
mechanically flexible wire with coupled magnetic and mechan-
ical subsystems can be controlled through the change of the 
magnetic ground state, see Figure 10a. This effect[67,68] opens 
appealing perspectives for magnetic soft robot applications, 
see Section 7. In the case of stiff magnetic nanowires, it is pos-
sible to utilize the inverse principle and control the magnetic 
equilibrium states through tiny geometrical deformations. 
This is the concept of artificial magnetoelectric materials that 
offers a new approach to the electric field controlled nanomag-
nets.[146] The concept relies on the use of geometrically curved 

Figure 9. Zhang–Li spintransfer torque driven transversal walls in helix wires. Average velocity of the domain wall q�  as a function of current in units 
of v Aγ π= 40 0  for helix wires with α = 0.01, a) curvature κ = 0.01/ℓ, torsion τ = 0.0005/ℓ, and |β⋆| = 0.001, b) curvature κ = 0.05/ℓ, torsion τ = 0.005/ℓ, 
and |β⋆| = 0.01, c) curvature κ = 0.1/ℓ, torsion τ = 0.05/ℓ, and |β⋆| = 0.1. Symbols in (a–c) correspond to the data obtained by means of micromagnetic 
simulations, and lines correspond to the numerical solution of equations of motion, for detail see ref. [63]. Reproduced with permission.[63] Copyright 
2016, American Physical Society.
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helimagnets embedded in a piezoelectric matrix or sand-
wiched between piezoelectric layers, see Figure 10b. Applying 
the electric field to the piezoelectric material introduces geo-
metrical deformations of the curvilinear helimagnet, which in 
turn leads to the reversible magnetic phase transition between 
two types of magnetic textures: quasi-tangential and periodic 
magnetic states,[93] see Figure  10c. This transition is caused 
by the change of the mesoscale DMI constant through the 
critical value by modifying the geometrical parameters of 
the helimagnet.

A spring-shaped helimagnetic nanowire, see Section  3.3.1, 
is a prototypical example of the proposed concept as it has 
well-defined transition region between the periodic (28) and 
quasi-tangential (27) magnetic states.[93] This transition is char-
acterized by the change of the average remnant magnetization 
along the helix symmetry axis MM . In the case of the periodic 
state, due to the magnetization modulations along the nano-
spring and geometrical modulations of the spring itself, the 
average normalized remanent magnetization 0MM = . Oppo-
sitely, in the case of the quasi-tangential magnetic distribution, 
the average net magnetization over the spring reads

ˆ sin arctans ψ τ
κ

= +



M zM  (53)

where ψ determines the tilt angle of the magnetization 
distribution, see Equation (27a), and the second part corre-
sponds to the geometrical inclination of the helimagnetic 
spring. As a result, upon the phase transition, the average 
remanent magnetic moment of the system changes from 
nonzero in the quasi-tangential state, see Figure 10c, to zero 
value in the periodically modulated state of the helimagnet, 
see Figure  10c. This describes the basic functionality of the 
proposed magnetoelectric memory device, with an electric 
field controlled binary switching from “1” to “0” and vice 
versa, see Figure 10c.

The proposed concept of artificial magnetoelectric material 
relies on the converse magnetoelectric effect, which is defined 
as the change in the magnetic moment responding to the 
applied electric field, which could be quantified as follows

M d /CME 33λ δ= ∆  (54)

where 〈ΔM〉 is the change of the average magnetic moment over 
the nanospring, d33 is the piezoelectric coefficient and δ denotes a 
linear relative change of the geometrical parameters (R → R′ and 
P → P′) during the deformation: P′ = (1 − δ)P and δ′ = −/ 1R R .  
For a Co/Pt-based multilayer system with = ×1.1 106Ms  A m−1  
embedded in a PZT matrix with d33  = 0.5  nm V−1  

Figure 10. The interplay between magnetic and geometric subsystems. a) Temporal profile of mechanical deformations of a flexible magnetic ring 
exposed to an external magnetic field and mechanical stress, with a subsequent relaxation to the rotated onion state. Green arrows show the mag-
netization distribution in the stripe obtained in micromagnetic simulations. The red arrow determines the direction of the normal vector nn to the ring 
plane. Yellow arrows show directions of mechanical deformations in the plane. The black dashed ellipse ring corresponds to the initial shape of the 
ring. Reproduced with permission.[67] Copyright 2019, American Physical Society. b) Sketch of magnetoelectric heterostructures based on curvilinear 
helimagnets embedded in (left) or sandwiched between (right) piezoelectric layers. c) Schematic illustration of the operation principle of the artificial 
magnetoelectric material based on curvilinear helimagnet represented with helix wires with an intrinsic DMI: by applying voltage to the piezoelectric 
material, the geometry of the helix (torsion and curvature) are modified. The initial geometry of the helix is adjusted to be close to the helimagnetic 
phase transition between the quasi-tangential and periodic magnetic state. In this case, even upon small mechanical deformation of the entire system, 
the average magnetization over the helix wire changes from nonzero value for the quasi-tangential magnetic state to zero for the periodic state. This 
system offers a large converse magnetoelectric effect. (b) and (c) adapted with permission.[146] Copyright 2019, IOP Publishing Ltd.
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and linear deformation δ = 2%  the resulting magnetoelectric 
coefficient is 15 10CME

3λ = × −  (A m−1)/(V m−1). This is a signifi-
cant enhancement of the converse magnetoelectric coefficient 
compared to the common magnetoelectric systems: multifer-
roic ceramics ( 3.2 10CME

8λ = × −   (A m−1)/(V m−1) for BaTiO3-
BiFeO3 single phase system[147]) and laminated composites  
( 2.9 10CME

3λ = × −  (A m−1)/(V m−1) for PMN-PT single crystal and 
Terfenol-D alloy composites[148]).

7. Mechanically Flexible and Elastic Curvilinear 
Magnetic Wires
Magnetic soft matter opens new possibilities in design and fab-
rication of shapeable magnetoelectronics,[149–151] and program-
mable magnetic materials.[152–156] The possibility of the remote 
control of the shape and 3D navigation of soft magnets relying 
on external magnetic fields stimulates intensive investigations 
in the area of milli-[152,153,157] and microrobotics.[27,158–161] For 
nanomagnets with the dominant short-range exchange inter-
action, the deformations are assumed to be at the nanoscale 
range. This allows significantly reduce the size of the object and 
opens new perspectives in the development of nanorobots.[162]

In the following, we discuss the generalization of the model 
of a rigid curved wire presented in Section  2 to describe 
mechanically flexible magnetic systems. The minimal exten-
sion can be done by adding bending energy of the wire,[89] 
which results in[67]

· d2 2 2νν νν( )= ∫ ′ − + ′ E A K Bmm mm rr  (55)

The bending is described by the last term with B being the 
bending constant and υ  being the tangential vector, which can 
be referred to as the elastic vector with a constraint | | 1υ = .  
The bending parameter B for the wire of thickness h can be 
expressed through its Young’s modulus Y as B = Yh2/8.[163] In 
the case of the angular parametrization for the magnetization 
and elastic vectors in the form (sin cos ,sin sin ,cos )mm θ φ θ φ θ=  
and (sin cos ,sin sin ,cos )νν ψ χ ψ χ ψ= , the energy density in the 
expression (55) reads

sin sin sin cos( ) cos cos

sin

2 2 2 2

2 2 2

E A

B

θ θφ θ ψ φ χ θ ψ

ψ ψ χ
{ }[ ]

( )
= ′ + ′ − − +

+ ′ + ′
 (56)

7.1. Equilibrium States of Flexible Rings

To illustrate new effects, which appear in a flexible wire, we 
discuss a closed wire.[67] The equilibrium states of a flexible 
1D wire are determined by the minimum of the energy func-
tional (56). These states correspond to the planar magnetization 
distribution in a planar wire with the magnetization vector m  
lying within the wire plane

cos ,sin ,0 , cos ,sin ,00 0 0 0 0 0ννφ φ χ χ( )( )= =mm  (57)

The azimuthal magnetic angle φ0 and the corresponding elastic 
angle χ0 are determined by the set of two coupled pendulum 
equations

2 sin 2 0, 2 sin 2 02
0 0 0

2
0 0 0� �φ φ χ β χ φ χ( ) ( )′′− − = ′′+ − =  (58)

with β = B/A being the dimensionless bending parameter. The 
set of Equations (58) describes a flux-free magnetization distri-
bution (vortex state) in a circular wire[67]

φ χ π= = 2 /0
vor

0
vor s L  (59a)

see Figure 11a. This solution is similar to the vortex state in a 
rigid ring.[60] Besides, there exists the onion solution[67]
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where the modulus k is determined by the equation 
kK k L4 ( ) (1 )/β β= +� . The magnetic structure of the onion 

solution is similar to the onion state in a rigid ring. As a result 
of the coupling between magnetic and mechanical subsys-
tems, in the magnetic onion state the wire becomes elliptically 
deformed, see Figure 11b. By comparing energies of the vortex 
and onion states, we conclude that the vortex state in a circular-
shaped ring is realized for a relatively large L: such a state mini-
mizes the anisotropy energy. Instead, the onion state is realized 
for small rings and small bending parameter, supported by the 
exchange interaction,[67] see Figure 11c. The boundary between 
the vortex and onion states in a flexible ring can be approxi-
mated as

2 1/

/ 4
, 1.1060

2

0�L

c

c
c

π κ
β

πκ β( )=
+

+
≈  (60)

Here, κ0  ≈ 0.657/ℓ is a dimensionless curvature for a rigid 
ring, which separates the onion and vortex states, see 
Section  3.2.1 for details. It should be noted that phase dia-
gram presented in Figure  11c shows the equilibrium states in 
elastic ring. However, one can obtain the metastable states: i) 
onion state in elliptically-like deformed ring in the vortex area;  
ii) vortex state in circular ring in the onion area.

7.2. Zero Modes of Flexible Rings

The energy (55) is invariant with respect to the joint rotation of 
the elastic νν -vector and the magnetization mm -vector by the angle 
Ω about the axis given by (sin cos ,sin sin ,cos )gg g g g g gψ χ ψ χ ψ=

 (61)

Here, U g ( )Ω  is  the rotation matrix,[164] 𝟙 is the identity matrix, 
and elements of the matrix g× are defined as g gij ijk kε= −× . A 
consequence of this rotational symmetry is the appearance of 
normal modes with zero frequency (zero modes) on the back-
ground of the equilibrium states (57). The corresponding elastic 
zero mode, as a linear excitation uu∆  on the background of the 
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static solution 0νν , that is, 0νν νν νν∆ = − , is determined by the 
infinitesimal rotation

( ) ( ) |

cos sin
cos cos

sin sin
0 0

0

0

0

νν νν
ψ χ

ψ χ
ψ χ χ( )

∆ ∝ ∂ Ω =
−

−
Ω Ω =U sgg

g

g

g g

 (62)

In the same way, we can derive the magnetic zero mode, 
( ) ( ) |0 0mm mmU sgg∆ ∝ ∂ Ωγ Ω = . In terms of angular variables, the zero 

mode solutions read

sin , ,

sin ,

1 0 2

1 0 2

c c

c c

g

g

ψ χ χ χ
θ χ χ φ

( )
( )

∆ = − ∆ =
∆ = − ∆ =
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where χg is a constant angle; c1 and c2 describe amplitudes of 
the corresponding modes. By exciting zero modes, we can turn 
the loop plane by some angle, see Figure 10a.

8. Conclusions

This review summarizes current research activities of 1D cur-
vilinear magnetic wires (plane and space curves). A curvilinear 
geometry brings about biaxial anisotropy and DMI, which 
can interplay with the intrinsic anisotropy and DMI. In this 
respect, magnetic responses of curvilinear helimagnetic wires 
are determined by the mesoscale anisotropy and DMI and can 
be tuned by changing the geometrical parameters of the object, 
namely curvature and torsion of the wire as well as closeness 
of the curve. 1D systems allow for intuitive understanding of 
the curvilinear effects and can be used for numerous practical 

estimations, for example, geometry-induced helimagnetic tran-
sition, Rashba field driven motion of transversal domain walls, 
quantification of band gaps for curvilinear magnonic crystals 
and dispersion of spin waves in curved wires.

We consider curved magnetic wires as a promising system 
for fundamental research in the field of curvilinear and 3D 
magnetism, primarily due to the availability of fabrication and 
characterization techniques, which can finally enable inten-
sive experimental activities with wires of different shape and 
composition. Prospective fundamental studies of curvilinear 
magnetic wires include investigations of the dynamics of 
topological magnetic solitons (e.g., domain walls, kinks) and 
switching phenomena, which are essential for possible appli-
cations in spin-orbitronics and magnonics.[30] Furthermore, it 
would be important to extend the current theory to tackle the 
effect of strain in curved wires, which is relevant for any prac-
tical assessment of the performance of devices based on these 
low-dimensional systems. For instance, strain can be used to 
induce or modify the intrinsic DMI,[165] which can contribute to 
the mesoscale DMI and anisotropy. We note that the studies of 
geometrically curved objects with strain could be already done 
relying on micromagnetic solvers. For instance, magnetoelastic 
modules are available in a COMSOL code[166–169] and recently 
included in MuMax3.[170] Still, the current theory of the curvi-
linear magnetism does not address the effects of strain (or in 
general magnetomechanics) on the responses of curved thin 
films and wires. This makes the current theory incomplete and 
does not allow to have a complete understanding of the pro-
cesses, which happen for instance in flexible magnetic sensor 
devices upon mechanical deformation. To this end, it is known 
that striction effects can have a strong impact on magnetic 
textures and their behavior of low-dimensional magnetic sys-
tems. These effects contribute to and sometimes even govern 

Figure 11. Equilibrium states of flexible ferromagnetic rings. a) Magnetic vortex state in a wire of circular shape. b) Magnetic onion state in a wire of 
elliptical shape. In (a) and (b), green arrows show the magnetization distribution in the wire obtained in numerical simulations. Equilibrium state is 
determined by the geometrical and material parameters of the wire, that is, for relatively large ring and bending parameter the vortex state in circular 
wire (a) is preferable, and for relatively small rings and bending parameters—onion state (b). c) Phase diagram of the equilibrium magnetization 
and shape states for a flexible ferromagnetic ring. Symbols correspond to simulation: blue diamonds correspond to the onion state shown in (b); 
yellow circles correspond to the vortex state shown in (a). Dashed line in (c) is plotted according prediction (60). Reproduced with permission.[67] 
Copyright 2019, American Physical Society.

Small 2022, 2105219



www.advancedsciencenews.com www.small-journal.com

2105219 (22 of 27) © 2022 The Authors. Small published by Wiley-VCH GmbH

the properties of magnetic textures, and hence can influence 
the sensitivity of magnetic field sensors based on geometrically 
curved architectures.

At the moment, curvature effects are considered primarily in 
ferromagnetic systems. It is insightful to address other types of 
magnetic ordering. In this respect, the concept of curvilinear 
antiferromagnet has been introduced very recently for curved 
1D spin chains.[86] It is demonstrated that an intrinsically 
achiral 1D curvilinear antiferromagnet behaves as a chiral heli-
magnet with geometrically tunable DMI, orientation of the Néel 
vector and the helimagnetic phase transition. Furthermore, the 
curvature-induced DMI results in the hybridization of spin 
wave modes and enables a geometrically-driven local minimum 
of the low frequency branch, which opens exciting perspectives 
to study long-living collective magnon states in antiferromag-
nets. This positions curvilinear 1D antiferromagnets as a per-
spective platform for the realization of geometrically tunable 
chiral antiferromagnets for antiferromagnetic spinorbitronics 
and fundamental discoveries in the formation of coherent 
magnon condensates in the momentum space. An extension of 
the theory beyond the σ-model allows to describe curvilinear 1D 
antiferromagnets and determine conditions when they possess 
the geometry-driven weak ferromagnetism.[171] Furthermore, 
in contrast to ferromagnets, curvilinear antiferromagnetic 
spin chains exhibit the geometry-driven modification of the  
magnetic responses stemming also from the anisotropy inter-
action.[171] These initial studies open perspectives for utilizing 
specific features of antiferromagnets in engineering of chiral[172] 
and anisotropic[173] responses and soliton dynamics[174,175] 
for applications.

There is still a big gap between the theoretical activities and 
corresponding experimental realizations. To develop the field 
of curvilinear and 3D magnetism further, it is important to 
stimulate and intensify experimental work on the realization of 
curvilinear wires, characterization of their static and dynamic 
magnetic responses as well as generating new application 
scenarios. We are convinced that the full application potential 
of curvilinear wires is yet to be explored for different device 
ideas.[30,39–41] The current active application–oriented activities 
on shapeable magnetoelectronics,[176,177] elastic magnetic field 
sensorics,[178] spintronics,[14,56,179–184] 3D magnonics,[117–119,122] 
and related concepts of reservoir computing,[185] magnetosen-
sitive e-skins,[151] magnetic soft robotics,[186,187] trapping mag-
netic particles and living cells for magnetic sorting and sensing 
in fluidics, smart micromachines, and active soft matter[27,188] 
could be used as an inspiration for the implementation of cur-
vilinear magnetic wires in technology.
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