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Abstract
Remanufacturing includes disassembly and reassembly of used products to save natural resources and reduce emissions.
While assembly is widely understood in the field of operations management, disassembly is a rather new problem in pro-
duction planning and control. The latter faces the challenge of high uncertainty of type, quantity and quality conditions of
returned products, leading to high volatility in remanufacturing production systems. Traditionally, disassembly is a manual
labor-intensive production step that, thanks to advances in robotics and artificial intelligence, starts to be automated with
autonomous workstations. Due to the diverging material flow, the application of production systems with loosely linked
stations is particularly suitable and, owing to the risk of condition induced operational failures, the rise of hybrid disas-
sembly systems that combine manual and autonomous workstations can be expected. In contrast to traditional workstations,
autonomous workstations can expand their capabilities but suffer from unknown failure rates. For such adverse conditions a
condition-based control for hybrid disassembly systems, based on reinforcement learning, alongside a comprehensive mod-
eling approach is presented in this work. The method is applied to a real-world production system. By comparison with a
heuristic control approach, the potential of the RL approach can be proven simulatively using two different test cases.

Keywords Remanufacturing · Production control · Reinforcement learning · Hybrid disassembly · Disassembly automation

Introduction

Given the continuously growing world population, reducing
resource consumption and global waste are great challenges
of our time (World Economic Forum 2019). One piece of
the solution lies in reusing products and their resources in
closed-loops. Compared to conventional, linear production
approaches, up to 90%of rawmaterials and energy consump-
tion as well as the proportional amount of CO2 emissions
can be saved (Tolio et al. 2017). Remanufacturing realizes a
circular and closed-loop economyby reprocessing usedprod-
ucts, whereby according to Lund (1984), in contrast to repair,
not just the broken but all components of a returned product
are disassembled and either reprocessed or replaced by new
ones. Therefore, remanufactured products are by nomeans of
inferior quality compared to new products after reassembly.
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Due to their high quality and lower price, remanufactured
products receive a high acceptance rate by distributors and
users (Tolio et al. 2017). In addition, it is a possible means
for parts suppliers, e.g. in the automotive industry, to meet
delivery promises once series production has been discontin-
ued.

Today, the high proportion of manual labor in the reman-
ufacturing value chain reduces its economic feasibility, in
particular in high-wage countries. Especially for disassem-
bly, uncertain product specifications and non-deterministic
production processes require a large degree of flexibility that
conventional, rigidly automated production systems cannot
provide (Junior and Filho 2012). Due to an increasing prod-
uct variety, so far only human operators show the necessary
flexibility in mainly manual operations (Vongbunyong and
Chen 2015).

As in assembly, automated resources can potentially be
operated more cost-effectively in disassembly. In the last
decades there were many research attempts to automate
disassembly processes for various kinds of products, e.g. tele-
visions (Scholz-Reiter et al. 1999), mobile phones (Kopacek
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and Kopacek 2003), printed circuit boards (Kopacek and
Kopacek 2006) or car wheels (Büker et al. 2001). So far,
however, full automation of the disassembly process has not
been established in industry (Poschmann et al. 2020). There
are only few applications for automated disassembly that are
operated on an industrial scale. The only one known to the
authors is a robot-based disassembly line for smartphones
called Liam (Rujanavech et al. 2016) and its successor for
destructive disassembly called Daisy, both introduced by the
technology company Apple Inc. (Apple Inc. 2019). Daisy is
able to dismantle up to 200 phones per hour using destructive
disassembly techniques. However, there are still human oper-
ators conducting the downstream component sorting process.
There is a consensus in research that hybrid production sys-
tems consisting of manual and automated workstations offer
the greatest potential for a productive and economically rea-
sonable industrial application (Kim et al. 2007a). Besides a
high number of variants and lowquantities, themain reason is
the high fluctuation of product conditions. Even if a station is
capable of automatically disassembling aproduct type in gen-
eral, severe wear and tear can prevent disassembly according
to the standard procedure, especially in non-destructive dis-
assembly.

However, thanks to advances in thefield of artificial intelli-
gence (AI) and robotics, flexible and autonomous production
systems are nowwithin reach (Poschmann et al. 2020;World
EconomicForumandAccenture Strategy 2019;Wurster et al.
2021). Furthermore, human-robot-collaboration can help to
combine the strengths and compensate the weaknesses of
humans and robots in order to improve disassembly pro-
ductivity. Machine learning is enabling robots to self-learn
how to solve specific problems (World Economic Forum
and Accenture Strategy 2019). In particular deep reinforce-
ment learning (RL) can enable robots to think and learn in
a similar way to human operators. These developments will
further increase the effectiveness and efficiency of roboti-
cally performed disassembly tasks and likewise allow robots
to adapt to changing requirements when dealing with uncer-
tainty (Vongbunyong et al. 2013; Vongbunyong et al. 2017;
Bdiwi et al. 2016). Autonomous disassembly robots can play
a vital role in maintaining the required flexibility as a part of
an entire disassembly system (Poschmann et al. 2020).

Poschmann et al. (2020) argue that automated disassembly
will be part of the industrial state-of-the-art within the next
ten years. Thus, the research question arises how a resource,
such as an autonomous robot, can be integrated effectively
into a production system. In fact, the advancement towards
autonomous workstations as a new type of resource in pro-
duction impacts how production systems are planned and
controlled today. Hence, in the production planning phase
the important decision of deploying autonomous, conven-
tionally automated or manual stations, their quantity as well
as their layout has to be considered. Furthermore, production

planning must strategically allocate processes to individual
resources and their types. While learning robots possess the
ability to learn and adapt to new situations, they also come
with a probability to fail that is, in general, unpredictable.
This new type of uncertainty is further aggravated by fluctu-
ating quality conditions of used products, easily leading to
rescheduling decisions in the daily operations.

In this paper a novel type of hybrid disassembly system
consisting of manual, autonomous and rigidly automated
workstations that are combined in a job shop, is introduced.
The system is designed to deal with product variance and
uncertainty. It is based on the approach of robot-based learn-
ing disassembly stations. Besides that a RL-based approach
as a solution for controlling the material flow in the system
is developed.

The remainder of this paper is organized as follows: In
Section “Related work”, relevant and recent approaches in
the literature on disassembly control including product infor-
mation and failing processes are reviewed. Furthermore, a
short wrap-up on the most recent approaches on deploy-
ing reinforcement learning in production control is provided.
Section “Disassembly systemmodel” then describes the con-
sidered production system with its characteristic processes
and its implementation as a model. This is followed by a
description of theRL-based control logic in Section “Produc-
tion control approach”. In Section “Application in a hybrid
disassembly factory” the control system is tested and com-
pared with benchmarks before concluding with a discussion
of the results and an outlook on further research in Sec-
tion “Conclusion and Outlook”.

Related work

The following section provides an overview of disassem-
bly planning and control. In addition, existing research on
the control of production systems using product information,
considering the chance of failing operations and by means of
reinforcement learning are reviewed.

Disassembly describes the process of dismantling a prod-
uct into its components and/or subassemblies. Because of
challenges that include diverging material flow and uncer-
tain condition or product type of the returned products—also
called cores—disassembly planning is not comparable with
classical production planning and, therefore, represents its
own research direction (Lee et al. 2001). Although there
has been a great deal of research in the field of disassem-
bly production planning and control in recent decades, many
important questions remain unsolved, not least because of the
high level of complexity. In addition, existing research ques-
tions are adapted to new forms of production systems for
disassembly, such as hybrid systems. Relevant work origi-
nates from the field of scheduling and deals with allocation
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of orders and operations to available resources of the dis-
assembly system over time (Kim et al. 2007b). The first
authors to describe the basic problemof disassembly schedul-
ing had been Gupta and Taleb (1994). In a literature review,
Slama et al. (2019) arrange the latest approaches in the field
of disassembly scheduling. In general, they distinguish the
approaches by specific attributes or features which are con-
sidered in the problem and have an impact on its complexity.
These are the number of levels of the product structure,
the number of items, parts communality, consideration of
capacities and consideration of stochastic processes. Another
characteristic problem in disassembly planning is the repre-
sentation of the product structure and disassembly processes
modeling. Solutions to the product representation prob-
lem are disassembly-specific, e.g. disassembly precedence
graphs, disassembly trees, state diagrams, logical AND/OR
graphs (Vongbunyong and Chen 2015) or Disassembly Petri
Nets (Moore et al. 1998).

Dynamic control approaches

Production control, often abbreviated as just control in
this paper, describes the determination of the disassembly
sequence as well as the allocation of the disassembly opera-
tions to available resources.

Many characteristics of the disassembly job scheduling
problem as well as the product representation are relevant
within this work. However, while classical job scheduling
determines a corresponding schedule in advance, problems
in the real world tend to have a dynamic character. New jobs
may be added unpredictably and at short notice, machines
may break down, jobs may be cancelled or completion dates
and priorities may change (Madureira et al. 2013). There-
fore, production control gains importance, in order to adjust
operations in production at run time.

Tang et al. (2001) develop a heuristic, consisting of three
Petri nets, for the real-time adaptation of disassembly oper-
ations in running disassembly systems. Their approach is
integrated since disassembly sequence planning and assign-
ment to a workstation are done simultaneously. However,
the exact assignment plans are determined in a second,
downstream inspection station. Kim et al. (2006) develop a
concept for a flexible disassembly system that reevaluates the
planned disassembly sequences almost in real-time. For the
rescheduling, the update algorithm takes not only the capabil-
ities of the systembut also the state of the disassembly system
and the current disassembly status of products into account.
Beyond that and similar to our approach,Kim et al. examine a
hybrid system structure, consisting of automated and manual
disassembly stations. Duta et al. (2007) present a stochastic
algorithm to control a disassembly line with multiple prod-
uct types. They aim for a solution, enabling quick adaptions
when perturbations occur. Their optimization problem com-

prises decisions, such as the disassembly level of a product,
the assignment of workstations, or whether to select destruc-
tive or non-destructive operations. The authors’ algorithm
delivers optimal solutions in real-time. In awork byKimet al.
(2009), the authors identify the difference between disassem-
bly planning and the actual situation at shop floor level as a
major problem. Therefore, they design a dynamic process
planning system to adapt the planning to the actual condi-
tions of the system considering the availability of devices
and tools.

Product-condition-based planning and control

Products that have been exposed to greater stress during their
life showgreater signs ofwear and tear, signs of agingor other
types of devaluation. Furthermore, these products tend to be
more difficult to disassemble. More specific, the condition of
a discarded product has a decisive influence on the type and
duration of the necessary disassembly operations (Colledani
and Battaïa 2016). By viewing and processing product infor-
mation in the planning and control phase, uncertainty can be
reduced, disturbances can be avoided and more accurate pro-
duction plans can be generated. Most relevant approaches in
literature, in which an integrated consideration of the prod-
uct condition is conducted, can be assigned to production
planning.

Gao and Zhou (2001) develop an approach for product-
condition-based disassembly sequence selection. They
assume that the value of each subassembly/part and the cost
of disassembly are known,while the condition of the returned
products is subject to a high degree of uncertainty. Therefore,
the authors develop a fuzzy reasoning Petri-Netmodel to rep-
resent such products and evaluate which further procedure is
most suitable. Reuse, remanufacturing, recycling or direct
disposal are available for selection. A similar approach for
an adaptive process planner aiming on maximizing the total
remanufacturing value while considering the product condi-
tion is given by Zussman and Zhou (2000). In their approach,
Tang et al. (2001) consider the product condition in away that
products in a very bad condition are directly disposed. More-
over, the authors also consider real-time resource capacities.

Ullerich and Buscher (2013) propose an approach to solve
the flexible disassembly planning problem while taking into
account the condition of a product on the component level.
They distinguish a core and its items by genuineness, func-
tionality and the presence of damage. Furthermore, they
introduce a graph-based condition model, which enables to
determine the probability that a core contains only reusable
items.This information is thenused to decidewhether an item
can be reused, recycled or has to be disposed. The condition
model is integrated into a mixed-integer program model to
solve the flexible disassembly planning problem.
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Riggs et al. (2015) propose an approach with multiple
quality classes for End-of-Life products to cope with vary-
ing task times more accurately and improve disassembly line
balancing. Colledani and Battaïa (2016) introduce a deci-
sion support system for disassembly systems in a similar
approach. Specific quality criteria for electronic braking sys-
tems are defined which allows the classification of cores and
to assign them to one out of six possible quality classes. Task
times are specific for each class, so is the economic feasibil-
ity to perform them. A comparison with a decision support
systemneglecting quality classes shows that the quality class-
based approach shows a higher probability of meeting the
target takt time for each quality class.

To the best of the authors’ knowledge, the only control
approach with an integrated view on the product condition
is proposed by Kim et al. (2006). To collect relevant product
information, they introduce a concept of a modular sensing
system called Life Cycle Unit. These units are integrated into
products over their whole life cycle to gather and deliver rel-
evant data, which then can be used for disassembly control.
The information is used to select appropriate devices, tools
and workstations according to technical feasibility and avail-
ability. If no suitable automated process can be matched, a
manual or mechanized workstation is selected.

Controlling production systems with the chance
of failing processes

In a production environment where products, whose condi-
tion is a determinant for the success of a process operation,
have to be processed, a control system must be able to cope
with failing operations. This capability is especially impor-
tant in the closed-loop domain, as discarded products with
uncertain product conditions are disassembled by automated
systems. However, only very limited research has regarded
the present problem statement. One field of research from
manufacturing that has similarities with failing processes is
the so-called flow control problem,wheremachines are unre-
liable. Kimemia and Gershwin (1983) are one of the first
authors to propose production control for such problems.
There is a branch of extensions, which also include defective
parts, as for example from Mhada et al. (2011) who investi-
gate the influence of defective parts on the optimal stock.

Regarding disassembly systems, almost all control
approaches generally exclude defective parts and failing
processes because of the otherwise significantly increased
complexity (Kim et al. 2007a). On the other hand, it is undis-
puted that in any reverse logistics system, where discarded
products are collected and disassembled, the aforementioned
variance in the condition of products brings enormous uncer-
tainty into the disassembly process and can, thus, lead to an
even increased chance of errors (Altekin and Akkan 2012).
Therefore, the problem of failing processes in disassembly

plants is of particular importance, especially for practical
applications.Hence, current solutions are not capable of deal-
ing with the complexity of the problem.

Gungor and Gupta (2001) noticed that the chance for fail-
ure of single process steps can significantly complicate the
flow within a disassembly line. For instance, after a failed
operation, downstream operations cannot continue to oper-
ate normally. The authors define anomalies in comparison
to the classical material flow, which result from failed pro-
cesses. These include prematurely leaving the line, skipping
stations and re-entering a predecessor station.

The only research area that explicitly addresses resource
allocation considering failures are line balancing problems
of disassembly lines (Altekin and Akkan 2012; Aytug et al.
2005). However, these approaches differ significantly from
the control approach for flexible job shops considered in this
work.

Reinforcement learning applications in production
control

Reinforcement learning (RL) applies behavior-based learn-
ing. Each RL model has an agent within an environment,
which is perceived through an environment state st ∈ S at
time t and manipulated through a selected action at ∈ A.
This influences the next environment state st+1 and the
obtained reward rt . The agent targets optimizing the cumu-
lative reward, that serves as feedback to support the agent in
learning a desired control policy π . RL is based on aMarkov
Decision Process MDP � (S, A, P, R) with the Markov
property stating, that the next state st+1 only depends on state
st and the selected action at but not any previously visited
states or selected actions.

There is a rising interest in the use of (deep) reinforcement
learning for the control and scheduling of conventional pro-
duction plants. Cunha et al. (2020) present a review paper
on the use of evolutionary algorithms and deep reinforce-
ment learning to solve job shop scheduling, as they believe
that the use of deep reinforcement learning could revolu-
tionize scheduling. Also Kuhnle and Lanza (2019) discuss
possible applications of reinforcement learning in the area
of production planning and control. The authors note that
the complexity in production has increased significantly due
to increased product diversity, lower quantities and higher
quality requirements. Waschneck et al. (2018) specifically
use a Deep Q-Network (DQN) in production scheduling in
the semiconductor industry. Kuhnle et al. (2019a) implement
an autonomous order dispatching system based on reinforce-
ment learning in a real application case from semiconductor
manufacturing. Furthermore, Kuhnle et al. (2019b) present
a methodical approach for the design, implementation and
evaluation of RL algorithms for adaptive order allocation
that can be improved with robust design principles (Kuhnle
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et al. 2021a) and through the application of explainable rein-
forcement learning techniques (Kuhnle et al. 2021b). The
authors specifically address production engineers. Lately
Altenmüller et al. (2020) designed a RL-control for job
scheduling under time constraints in complex job shop prob-
lems. To the best of the authors’ knowledge, there are no
papers that apply reinforcement learning for disassembly
process planning or control. However, the existing body of
literature suggest, that the application of model-free RL,
i.e. DQN, in event discrete simulations to learn superior
scheduling or dispatching strategies is feasible across dif-
ferent simulations.

Research deficit

In the future, production systems, especially for disassembly,
are increasingly supported by autonomous workstations. In
production planning and control, though, the integration of
corresponding resources into industrial production systems
has not yet been studied. With the breakthrough of disas-
sembly automation on an industrial scale, however, there
is a need for adaptive control solutions. Within this sec-
tion further characteristics were identified, which affect the
material flow during disassembly and therefore are to be
considered. These are the products’ conditions and the possi-
bility of a disassembly operation to fail. Both characteristics
are related to the introduction of autonomous learning sta-
tions and further increase the problem complexity. The few
existing approaches consider the characteristics only inciden-
tally or can be assigned to predictive production planning.
The use of autonomous learning stations originates in the
robotics domain and has not yet been investigated in the con-
text of production system planning and control. In particular,
there are no approaches, neither scheduling nor dispatching
approaches that consider operation failures due to a lack of
skill by autonomous robots. If product information is taken
into account, this is conductednot in a quantitative but a quali-
tativemanner and by classifying products and assigning them
to quality classes. The few existing approaches in disassem-
bly planning and control usually proceed sequentially, so that
the optimal disassembly sequence is first determined during
planning and later only an allocation to resources takes place
during control (Lee et al. 2001; Kim et al. 2006). There are
no approaches where the operation sequence and resource
allocation is conducted completely reactive by an integrated
dispatcher, which is particularly suitable regarding uncer-
tainty and ineffective planning horizons that are inherent
to remanufacturing (Kurilova-Palisaitiene and Sundin 2014).
Most approaches are neither real-time nor condition-based,
and if so they are based on an already existing master plan
(Kim et al. 2009).

In this paper a model of a disassembly factory and a
simulation-based control system for the latter are introduced.

Four shortcomings within the current state of research are
tackled specifically. Besides manual and rigidly automated
stations, the production system includes autonomous sta-
tions (1) that are prone to operation failure based on a lack
of experience or skill (2). Product conditions (3) are mod-
elled and have an influence on the success rate of disassembly
operations. The production control dispatching system con-
ducts a condition-based integrated determination of the
disassembly sequence and resource allocation (4) in real-
time.

Disassembly systemmodel

In our approach we deliberately refrain from determining the
optimal dismantling sequence in advance. Hence, the deter-
mination of the disassembly sequence is left open in order
to select the individually best sequence depending on the
respective product condition, but also on themachines’ avail-
abilities and capabilities. The actual schedule results from
the collective individual actions and may only be evaluated
retrospectively. The decision which of the next disassem-
bly operations and on which machine it is to be performed
are made simultaneously and in real-time. Thus, the control
challenge constitutes an integrated dispatching.

To develop and evaluate such a control logic, an appro-
priate test-bed is required. In our approach a discrete-event
simulation model is deployed as a digital twin to simulate
the production and logistic processes which are triggered and
controlled by a single decision agent. However, we extend
this model by various disassembly-specific assumptions and
additional conventions according to the proposed system
including autonomous stations.

Basic problem statement

Our shop floor layout is comparable in its basic features to
a flexible job shop that is well established in the schedul-
ing domain (Pinedo 2016). The production system consists
of loosely coupled disassembly stations. Its basic goal is to
process N incoming orders O � {O1, O2, . . . , ON }. An
order is a specific instance of a product which is supposed
to be disassembled. This is done by performing disassembly
operations whichmay be a subject of a specific sequence. Let
Opi � {Opi,1, Opi,2, . . . , Opi,g} be the set of all disassem-
bly operations that theoretically can be performed during the
disassembly of order Oi . However, some operations may not
have to be performed at all due to alternative parallel disas-
sembly paths and someoperationsmay be invalid in a specific
state.

Orders enter the system at sources So �
{So1, So2, . . . , SoJ }. The transport of the orders is done by
M transport units T � {T 1, T2, . . . , TM }.
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The disassembly operations are performed at the stations
S � {S1, S2, . . . , SK } in the production system. Each station
is able to perform a certain amount of disassembly opera-
tions – the so-called capability space. The capability space
Fk � {Op1, Op2, . . . , OpO} of a station k is the set of all
executable operationsOpO . In addition to theworking space,
each station has an input buffer of the capacity EPk , where
orders can be stored before they are processed. After pro-
cessing, orders are stored in an output buffer with unlimited
capacity, where they remain waiting for further operations.
An order is disassembled until the desired disassembly depth
is reached. If there are no more disassembly operations to be
performed, orders, ormore specifically their components, are
eventually transported to a sink Si � {Si1, Si2, . . . , Si L}.
This assumption complies with remanufacturing, since the
machines, e.g. for cleansing, are specific for the individual
components or subassemblies, which are usually processed
batch wise.

With this basic model, it is possible to map a wide variety
of configurations of disassembly production systems.

Modelling disassembly processes

To provide a thorough representation of the disassembly
steps, the following properties are defined as prerequisites:

1. Representation of priority conditions of disassembly
operations,

2. Modeling of diverging product structure and material
flows,

3. Description of the current disassembly state of the cores.

An adapted approach of the Disassembly Petri Net (DPN)
is selected. DPNs fulfill all three requirements. Using edges
and transitions, logical AND as well as logical OR relations
can be represented (Zussman and Zhou 1999).

A Petri net is a directed graph with two different types of
nodes: places and transitions. A place describes a state and is
represented by a circle. A transition describes a process and
is represented by a bar. Places and transitions are connected
by directed edges. An edge never connects two places or
two transitions, but always a place with a transition or vice
versa. Dynamic systems can be represented by moving so-
called tokens through the system. Tokens occupy places and
stand by their position for the current state of the system.
By “firing” the transitions, the tokens are moved through the
system and thus model the dynamic behavior of a system.
(Reisig 2013)

Following Zussman & Zhou, Moore & Gungor et al. and
Tang & Zhou et al. a disassembly Petri net is defined in this
paper as follows (Moore et al. 1998;Zussman andZhou1999;
Tang et al. 2001):

A disassembly Petri net is defined as 6-tuples:

DPN � (P, T , I , O,m0, ρ)

with

1. Let P � {pi } be a finite set of places, i � 1, . . . ,m.
Here p1 is the root representing the product and has no
incoming edges. Let the subset of P ′ ⊂ P of the set of
places be the set of all places without outgoing edges.
These are called leaves and represent the components.
The remaining places correspond to subassemblies.

2. Let T � {
t j

}
be a finite set of transitions, j � 1, . . . , n;

A transition corresponds to a disassembly operation.
Each transition has at least one incoming and one out-
going edge.

3. Let I : P × T → {0,1} be an input function defining the
set of directed edges from P to T . Let Ii j � 1, if there
is an edge from location pi to transition t j ; otherwise
Ii j � 0.

4. Let O : T × P → {0,1} be an output function describing
the directed edges from T to P . Let Oi j � 1, if pi is the
initial point of transition t j ; otherwise Oi j � 0.

5. Let m0 be the initial mark with m0(p1) � 1 and m0

(pi ) � 0 ∀pi ∈ P \ {p1}
6. Let ρ : T → [0,1] be a probability value indicating the

success probability of a transition.

A mark corresponds to a specific allocation of tokens and
represents the current state of the Petri net. In the case of
DPNs, this encodes the current state of disassembly of a
product. The state changes when a transition “fires”. When
“firing”, tokens are moved from one state via a transition
to one or more subsequent states. Consequently, a transition
can fire only if a token is present in the input state. With
successful firing the token disappears at the input point and
is added at the output points. Modeling with multiple input
points is also possible. However, in the context of the dis-
assembly Petri net defined here, one input point is assumed
(Reisig 2013).

In the completely disassembled state, all leaves are occu-
pied by at least one token and all other places are not
occupied. If there are several outgoing edges from one
place to correspondingly several transitions, a logical OR
is encoded. In this case several alternative disassembly oper-
ations are available, from which one can be selected. Several
outgoing edges from a transition to accordingly several
places encode a logical AND. This enables the modelling
of divergent product structures (Zussman and Zhou 1999).

Thereby, even complex priority relationships like alterna-
tive disassembly sequences can bemapped. This is a decisive
advantage over simpler representations, such as disassem-
bly precedence graphs (Tumkor and Senol 2007). Another
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Fig. 1 Disassembly Petri Net of an assembly including 4 components

advantage is the representation of the subassemblies as places
(see (Lambert and Gupta 2004)). Due to this property and the
possible multiplication of tokens, the divergence of material
flows can be modeled intuitively. Furthermore, the current
token assignment automatically describes the disassembly
state.

A further crucial added value of the Petri net is its com-
pact representation form, in particular for complex product
structures. This generates a significant advantage over dis-
mantling trees (Lambert and Gupta 2004).

In Fig. 1, an illustrative DPN of a simple assembly con-
sisting of 4 components is displayed. When completely
assembled, the assembly allows for two alternative disassem-
bly sequences. Given the allocation of the tokens, the current
disassembly state can be derived: two components (C and
D) are completely disassembled while the remaining com-
ponents (A and B) require one more disassembly operation.

The chance for operation failures and the product
condition

Stations from the type autonomous station consists of robots
which carry out disassembly operations autonomously. The
robots are not rigidly programmed but derive their capabil-
ities e.g. through transfer learning from virtual simulation
or learning by demonstration from human workers. Recent
concepts are summarized in (Poschmann et al. 2020) or in
(Vongbunyong andChen 2015). The robot applies the learned
capabilities to disassemble products. Since these capabili-
ties are implicitly specified and adaptive rather than rigidly
determined, the robot achieves a higher flexibility than con-
ventional automated resources. However, on the other hand it
is assumed that unlike a trained worker autonomous stations
can fail when performing a disassembly operation. Further-
more, it is assumed, that in case of a failed disassembly

Fig. 2 Illustration of characteristic entities and properties of the model
including product condition,manual and autonomous stations with fail-
ing operations and the resulting diverging material flow

operation, the same operation can be repeated on a manual
disassembly station.

Having the choice to select between stations with redun-
dant process capabilities leads to an extended decision
problem.

As described in Section “Introduction”, disassembly
automation is particularlymotivated by the reduction ofman-
ual workload to reduce costs for disassembly. According to
Fig. 2, the central control task is to decide, depending on
the condition of the respective core, whether an autonomous
station or a manual station should be visited next. The
capabilities of both are partially redundant. However, as a
basic assumption in this paper, the operating costs at an
autonomous station are significantly lower compared to a
manual stationwhere the core ismanually dismantled.On the
other hand, itmay notmake sense in terms of resource utiliza-
tion to use only the autonomous station type. Furthermore,
there is the risk of failure at these stations, whichwouldmean
that a manual station would have to be visited eventually for
the same operation. Therefore, it is essential to allocate those
products with the “right” condition to the autonomous sta-
tion. However, the “right” condition changes depending on
the balancing of the entire system, the cost rates and the dis-
tribution of the order conditions for a product type.

Whether an operation fails depends on the condition of the
order. Like discarded products in closed-loop production, an
incoming order has a certain condition that varies from order
to order. Against the background of remanufacturing, part
of the condition could be the degree of corrosion or other
properties that are specific for degradation. In our model,
the condition property (Eq. 1) is modelled as an abstract p-
dimensional order condition vector:

condition characteristic q �

⎛

⎜⎜
⎝

q1
q2
. . .

qp

⎞

⎟⎟
⎠ (1)
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The individual elements of this vector, the condition prop-
erties qp, are normalized values and represent a relative
specification of a certain attribute of the product in percent,
while 1 corresponds to flawless condition or highest-possible
quality. This generic representation makes it possible to map
a wide variety of product features that depend on the product
family and are selected according to their process relevance,
when applied in an industrial use-case.

In contrast to assembly,where thematerial flowconverges,
components can diverge after disassembly. This means that
when performing a disassembly operation, an assembly can
be divided into multiple independent subassemblies or com-
ponents. These separated subassemblies and components are
moved individually through the system. To enable this, a
parent order such as the main order On can be split into
several sub-orders On.1, . . . , On.i , which themselves can be
further subdivided by extending the index. The main order
itself has no parent order. Assuming a main order On has
remaining disassembly operations to be performed from
Opn,Rest � {Op1, Op2, . . . , Op j }, then the sets of all dis-
assembly operations Opn.1, . . . , Opn.i of the suborders are
disjoint and the union of the sets corresponds to the set of the
main order.

Another important feature of the production systemmodel
is scrap. There is a chance that an order becomes scrap after
a disassembly operation based on its condition q. As stated
before, an increased probability for scrap is assumed after a
failed operation at an autonomous station.

General assumptions that are not described in detail yet
but support in understanding better the modelling approach,
are summarized in the following:

• Orders must be disassembled completely.
• Products are treated individually (One-Piece-Flow), no
batch formation.

• Only one order at a time can be processed at a station.
• A station is considered available (even when processing)
until its input buffer is full.

• Once reaching an input buffer of a station, orders are pro-
cessed FIFO.

Performance target figures

In production planning and control, target figures determine
the optimization goal and vary depending on the specific
problem. In scheduling, typical figures are time-related target
figures such as lead time, adherence to due dates or machine
utilization. However, the aforementioned extensions require
a re-evaluation of these measures. In the following, suitable
performance measures are defined that are developed in the
present work.

One objective function that reflects the aforementioned
dilemma of resource redundancy very well is an adapted
approach of machine hour calculation. The basic idea behind
this approach is to convert all resource-dependent costs to
the productive hours of the resource (Eisele and Knobloch
2014). Therefore, the first objective function (Eq. 2) of the
model is defined as the sum of the processing costs including
labor costs and idling costs of each station in the disassembly
system that is to be minimized:

min f1 �
K∑

k�1

ck,workingtk,working + ck,idlingtk,idling (2)

ck,working is the processing cost rate, ck,idling the idling
cost rate, tk,working the total working time and tk,idling the
total idling time for station k.

The second objective function (Eq. 3) considers the
makespan tMS , which indicates how long the system needs
to process all orders O � {O1, O2, . . . , ON }:

min f2 � tMS (3)

If ck,idling �� 0 is assumed, themakespan is impliedwithin
the resource cost objective.

The third optimization goal explicitly refers to the number
of failed operations n f ailures and should be minimized as
follows in Eq. (4):

min f3 � n f ailures (4)

Production control approach

For the selection of the next disassembly operation and the
next station at which the operation is to be performed, a deci-
sion agent is used called allocation agent in the following.

An allocation for an orderOi is a 2-tuple (Opi, j ; Sk), com-
bining a feasible operation Opi, j and a station Sk that is
capable of Opi, j . When no further disassembly operations
can be selected, a leaf of the DPN is reached. Then just a
sink Sil needs to be chosen and the decision is reduced to a
1-tuple: (Sil ). An order needs to be allocated after its arrival
in a source or after being processed at a station. If the mate-
rial flow diverges, a separate allocation decision is made for
each generated suborder.

A decisive aspect that the control system has to con-
sider when reaching redundant disassembly stages (see
Section “Disassembly system model”) is whether an opera-
tion should be performed on a cheaper autonomous learning
station. On such stations, however, it is possible that opera-
tions fail. An alternative is to proceed on a manual station,
which generally has higher machine-hour rates, mainly due
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to wage costs, but on which the success of the disassembly
operation is assured.

The product condition characteristic correlates strongly
with the probability of failure. It is therefore particularly
important that the product condition is considered by the allo-
cation agent. Nevertheless, this trade-off is only one aspect of
the complex allocation decision at hand. The present problem
can be classified as a modified flexible job-shop problem.

Selection of control algorithm

Finding a solution to job-shop scheduling problems is known
to be among the hardest NP-hard problems (Pinedo 2016).
So, conventional mathematical programming or rule-based
approaches reach their limits in job-shop scheduling (Csáji
et al. 2006). Due to their static nature and their model-
based implementation, both approaches require a high degree
of manual adaptation in case of system changes (Kuhnle
et al. 2019b). Disadvantages of often used metaheuristics
are the difficult problem generalization, the runtime, and the
required development effort (Cunha et al. 2018;McKay et al.
1988; Lawler et al. 2005). Besides, most of the available
scheduling tools are tailored exactly to one specific use-
case (Dios and Framinan 2016). Furthermore, in themodeled
system at hand, the dependency between a specific system
state and the quality of selectable actions is not tangible or
unknown in the beginning so that conventional approaches
such as priority rules are hard to derive, especially in a multi
objective set up. In contrast, an RL-agent, that learns circum-
stances implicitly, is much more generic. Even if the system
changes, an RL-algorithm can be retrained and, thus, can
adapt to constantly changing conditions (Waschneck et al.
2018). This is particularly useful in end-of-life product treat-
ment were quantities are low, product variety is high and new
product types are introduced on a regular basis. The exact
product condition-based operation failure probability might
not be known from the beginning but can be anticipated by
a RL-based control logic at run-time.

Reinforcement learning is particularly well suited to deal
with complex production systems. Moreover, the digitaliza-
tion of production lays the foundation to apply reinforcement
learning, as production systems provide relevant data in
real-time, including, for example, the tracking of orders,
inventories and machine statuses (Kuhnle et al. 2019a). This
database is an ideal basis for the applying RL-algorithm.

In the following, a state space, action space and reward
function are designed as a prerequisite to apply reinforcement
learning.

State space

The state space consists solely of decision-relevant informa-
tion. The state space can be divided into two parts. One part

is the order state, which contains state information about the
order to be allocated. The second part comprises the states
of the K Stations S1, S2, . . . , SK the so-called station states.
All elements of the state space are normalized values between
zero and one.

The order state is a vector including the following infor-
mation:

• Completion of the job (binary; one digit).
• Information whether the last operation failed (binary; one
digit).

• Condition characteristics q1, q2 . . . qp (decimal propor-

tion, P digits for q �

⎛

⎜⎜
⎝

q1
q2
· · ·
qp

⎞

⎟⎟
⎠)

• Scrap probability of the order (decimal proportion; one
digit).

• Information whether the order is scrap (binary; one digit).
• Location of the order (binary one-hot encoding; K digits
for K stations)

• Product type of the order (binary one-hot encoding; J dig-
its for J product types)

• Position in the DPN (binary one-hot encoding; X+1 digits
for a maximum of X subcomponents and a digit for the
progress of disassembly).

The order state therefore has the total length: 5 + P + K +
J + X . The respective station state consists of five digits and
is composed as follows:

• Input buffer utilization as a percentage of its total capacity
(decimal proportion; 1 digit).

• Output buffer utilization as a percentage of the total capac-
ity of the source (decimal proportion; 1 digit).

• Information whether the station is broken (binary; 1 digit).
• Information whether the station is working or idling
(binary; 1 digit).

• Basic probability for the failure of an operation at the
station (decimal proportion; 1 digit, 0 for conventional sta-
tions).

Thus, the vector,which consists of the individual K station
state vectors, has the length 6K . This results in a length of
5 + P + 7K + J + X for the entire state vector with a P-
dimensional condition characteristic, K stations, Jdifferent
product types aswell as the possibility of displaying products
with up to X components.
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Action space

The agent’s goal is to choose an action based on the cur-
rent state that maximizes the cumulative discounted reward.
Characteristic for the integrated approach of the control logic
is the simultaneous determination of the next operation and
the station on which the operation should be conducted. This
two-dimensional decision is reflected in the action space:
Selection of an operation Opi, j and a station Sk : (Opi, j ; Sk).
An exception is made if the maximum dismantling depth has
already been reached. In this case no more operation has to
be selected, but only a suitable sink Sil .

Feasible actions per given state depend on disassembly
precedence conditions extracted from the DPN and the com-
patibility of next targeted stations or sinks. However, first
of all it is checked whether a vacant order is scrap or the
maximum disassembly depth has been reached after the cur-
rent node in the DPN was identified. In both cases, the only
available action is to transport the order to a sink. If the pre-
vious operation failed, the operation is repeated or the order
is send for idling. If none of this is the case, next operations
are derived from the existing transitions of the current node.
The action space results from all valid combinations of next
possible operations and available stations. A process flow on
how the action space is specified is illustrated in Fig. 3.

Reward function

The objective is to obtain an RL-agent that optimizes accord-
ing to the predefined target figures, i.e. total resource costs,
makespan and number of failed operations. A weighted
reward function rtotal is designed so that the RL-agent min-
imizes all three figures. The reward is given to the agent
immediately after each allocation step.

The resource cost reward (Eq. 5) penalizes utilized
resource capacities depending on the respective resource
costs. For each station k the required operating time since
the last allocation tk,di f f is calculated. For the reward of
a single station, this duration is multiplied by the cost rate

Fig. 3 Specification of the valid action space

ck,working . The resource cost reward is the sum of the costs
over all stations K :

rRC �
K∑

k�1

−tk,di f f ck,working (5)

The time reward rtime (Eq. 6) punishes the agent for the
required time to process the given number of jobs. The level
of the penalty equals the time difference between the last allo-
cation tAllocationx−1 and the current allocation tAllocationx .
Thereby, the penalty equals the total duration of an episode.
However, the agent receives the reward sequentially after
each step:

rtime � −(t Allocation,x − tAllocation,x−1) (6)

Finally, the fail reward r f ail (Eq. 7) punishes for the
failure of an operation:

r f ail �
{−1, if last operation failed
0, otherwise

(7)

The total reward rtotal (Eq. 8) is calculated as a weighted
sum of the individual rewards. The individual rewards are
assigned weights wRC , wtime and w f ail . Depending on the
disassembly system, this ensures that individual rewards are
not over- or underrepresented. In addition, preferences for
certain objectives in training can be highlighted, by favoring
rewards that correspond to the desired targets for the entire
system according to Eq. 8:

rtotal � wRCrRC + wtimertime + w f ailr f ail (8)

Besides this penalties, the agent is rewarded +1 for each
completed order.

Software implementation

We implemented an event-discrete simulation model using
Python, adapted from the SimRLFab by Kuhnle (2020). The
generic simulation can be specified by a JSON initialization
file. Five different types of processes run in the simulation.
Anorder creation process simulates the arrival of orders in the
sources. Therefore, new orders with a corresponding prod-
uct type and DPN are instantiated.When creating each order,
the order processing is started. The first step is to select the
next disassembly operation and station at which it will be
performed. Furthermore, the order processing is responsible
for triggering transport and processing. Suborders are cre-
ated in case of a diverging product structure. Each transport
resource has a transporting process that simulates the execu-
tion of transport requests. Finally, the processing of orders at
stations is simulated.
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Fig. 4 System overview

ADQN algorithm is deployed as an established deep rein-
forcement learning algorithm. For the implementation, the
Tensorforce library is used (Kuhnle et al. 2017).

Figure 4 provides an overview of the involved sub-
systems and implementation architecture. The illustration
is based on generic reinforcement learning. The alloca-
tion agent interacts with the simulation model introduced
in Section “Disassembly system model”. Accordingly, the
simulation model corresponds to the environment. The sim-
ulation transfers states and rewards to the allocation agent.
On the other hand, the agent makes allocation decisions
that are passed to the simulation. The simulation model can
be instantiated with product and production system specific
parameters such as the number of orders etc.

Application in a hybrid disassembly factory

In the previous sections, we presented a modeling approach
for hybrid production systems for disassembly with
autonomous and manual stations as well as a logic to con-
trol the material flow. The model and the applicability of the
control approach are evaluated in this section.

Since considering the condition of returned cores and
dealing with autonomous stations is an unexplored area in
the field of disassembly planning and control, dealing with
complex problem instances is not initially useful. Instead,
we limit our investigations to the core of this work: dis-
patching orders on disassembly stageswith redundant station
types and proofing the suitability of reinforcement learn-
ing as a control approach. For this purpose, we assume a
problem instance consisting of three conventional stations
(S1, S2.1,S3), one autonomous station (S2.2), one source (So)
and six sinks (Si1, Si2, Si3, Si4, Si5, Si6) (see Fig. 5).

This instance is based on the structure of the AgiProbot
disassembly factory located at the Karlsruhe Institute of
Technology (Häfner 2020)). In the factory, various types
of automotive electric actuators and real remanufacturing
products are disassembled. These end-of-life products, repre-
senting each amain order, pass through the factory as follows.
An incoming order is first examined at ameasuring station S1

(conventional). Afterwards there are two redundant stations
(comprising a redundant disassembly stage) to conduct the
upcoming operations: a manual station S2.1, which is consid-
ered a conventional station in this work, and an autonomous
station S2.2 prone to failure. The system is supplemented
by a conventional station S3, which is automated but not
autonomous learning. When all parts and subcomponents
have reached their associated sink, the disassembly process
is considered complete.

In order to concentrate on the influence of the product
condition, the test case is limited to only one product type
to be disassembled. The DPN of this product type, which
consists of six components, is shown in Fig. 5b). For further
simplification, the product type comprises only three opera-
tions Op1, Op2 and Op3 and only one possible disassembly
sequence. The components diverge after the last disassembly
operation.

An essential simplification is made regarding the product
condition and its influence on operation failures. First, the
product condition vector q is assumed as one-dimensional
q. A static failure threshold q f ail � 0.5 is assumed so
that (Opi,2; S2) fails if q ≤ 0.5. Further simplifications are
the following: there are no breakdowns, no scrap, unlim-
ited number of available transport entities, unified transport
effort for each transport operation (5 time units), determin-
istic operation times, and qi is uniformly distributed for all
orders.

The analyses are conducted on two different test cases,
whose parameters and configurations are displayed in
Table 1. The first experiment is to proof that the agent is
able to recognize product information. So, the test case is
characterized by operation times, chosen in a way that a bot-
tleneck is caused at the measuring station S1. The makespan
cannot be influenced and, hence, is neglected for the reward.
In test case 2, operation times are roughly balanced. Thus,
dispatching decisions affect the makespan as an additional
opposing optimization goal besides resource costs. In both
cases, the autonomous station S1 is characterized by signif-
icantly lower processing costs. Since test case 2 is more
sophisticated than test case 1 including probabilistic fail-
ure rates and multiple objectives, the RL agent was slightly
optimized by a dynamic exploitation-exploration ratio that
decreases the exploration proportion over time to improve
its performance.

Three different allocation agents are tested and compared.
First, the previously described DQN-agent is trained on the
basis of the use case. The network consists of two dense
fully connected hidden layers. The first layer is twice as
large as the state space and the second layer is twice as large
as the action space. The further specification details of the
DQN-agent for both cases are attached in Table A1 in the
Appendix.
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Fig. 5 a Structure of the test instance b Disassembly Petri Net of the product ABCDEF

Table 1 Configuration and parameters of the test cases

Configuration /
Parameter

Test case 1 Test case 2

Operation times
(S1, S2.1, S2.2, S3)

10, 4, 4, 4 5, 9, 6, 5

ck,working
(S1, S2.1, S2.2, S3)

0, 3, 10, 0 0, 3, 10, 0

Failure rate Deterministic:
p f ail � 1, i f q ≤
q f ail � 0.5

p f ail � 0, i f q >

q f ail � 0.5

Probabilistic:
p f ail � 1 − q

Balancing Bottleneck S1 Roughly balanced

Objectives/Reward
function

rRC rRC, rtime

Second, two heuristics are deployed for order dispatching.
First of all, there is a randomheuristic that takes randomdeci-
sions regardless of the conditionof the order or the production
system. The second heuristic is more advanced and decides
based on the order condition. If q ≤ q f ail , (Opi,2; S2.1)
is chosen.

(
Opi,2; S2.2

)
is chosen otherwise. While q f ail is

unknown to the DQN-agent, the advanced heuristic is aware
of q f ail which is a clear advantage. Both, the random heuris-
tic and the more advanced heuristic serve as benchmarks for
the performance of the DQN-agent.

The training phase includes the processing of 50,000
orders in test case 1 and 125,000 orders in test case 2 followed
by 5,000 orders in evaluation mode. An episode is defined
as the completion of 50 orders. Depending on the hardware,
the duration of the training phase takes several hours. How-
ever, the training phase is not critical to real-time application.
The actual reaction time of the agent after training, meaning
the time to take one individual allocation decision, is lower

than one second. This makes the agent suitable as a decision
tool for reactive dispatching in dynamic shopfloor environ-
ments.

Test case 1

Figure 6a shows the course of the DQN’s resource cost
reward over more than 1000 episodes for test case 1.
The average training reward achieved is plotted for all ten
episodes. The random heuristic serves as a benchmark.
Initially, the agent allocates even worse than the random
heuristic.However, theDQN-agent can significantly improve
the average episode reward in the first 400 episodes. The
agent learns to dispatch orders in the redundant disassembly
stage according to their condition. After initial fluctuations,
the agent manages to significantly reduce the number of
failed operations to an average of around 4.0 failures per
episode compared to 12.5 failed operations per episode
by the random heuristic (Fig. 6b). By avoiding to repeat
Op2, the utilization of the manual station is significantly
reduced. This leads to lower resource costs of the entire sys-
tem.

Test case 2

Two major changes are made in test case 2. First, the opera-
tion failure rate is modeled probabilistically (p f ail � 1− q)
to test whether the agent can learn, while dealing with a
higher degree of uncertainty. Second, as stated before, the
system is roughly balanced and, thus, the control logic can
influence the makespan. While it is advantageous in terms of
costs (min f1) to select station S2.2 solely if order conditions
q are suitable, it may nevertheless be beneficial concern-
ing makespan optimization (min f2) to disassemble orders
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Fig. 6 Computational results and learning progress of the DQN-agent and the benchmark heuristics

in good condition at station S2.1 to avoid a bottleneck at
S2.2. Therefore, the time reward rtime is observed and the
total reward rtotal is made up of the two rewards rRC with
wRC � 0.05 and rtime with wtime � 0.5. The reward rtime

harms to send each order via station S2.2, because otherwise
makespan will increase significantly. In this case, the reward
rtime penalizes the agent for the additional time, but rewards
it for completing orders.

The course of the total reward is shown in Fig. 6c. The
DQN-agent succeeds in increasing the reward significantly
during the training. It quickly rises above the average level
of the random heuristic (rrandom,avg � −315, 13). Once
the DQN-agent is in evaluation mode, it even achieves a
slightly higher average reward than the advanced heuris-
tic (rDQN ,avg � −254, 58, rheuristic,avg � −259, 63).
Both rewards rRC (Fig. 6d) and rtime (Fig. 6e) increase sig-
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nificantly during training. While the rRC performance of
the DQN-agent does not reach the level of the heuristic,
in terms of rtime it exceeds the heuristic. The DQN-agent
consciously takes the trade-off of the higher resource costs
by allocating more orders to the autonomous station. The
result of this strategy is more frequent failure with associ-
ated multiple processing, but a significant makespan reduc-
tion.

Conclusion and Outlook

Productive disassembly systems are crucial to the success
of closed-loop production as in remanufacturing (Guide
2000; Duflou et al. 2008; Priyono et al. 2016). Flexi-
ble automated production systems that include autonomous
robots have the potential to improve or replace tradi-
tional remanufacturing factories, which are characterized
by a high share of manual work. In the field of pro-
duction planning and control, however, there are yet no
approaches to efficiently manage and operate such reman-
ufacturing production systems. More specifically, in this
work, the control-side consideration is identified as an impor-
tant research gap and investigated in detail. A production
model of a hybrid disassembly system and a comprehensive
description of an optimization problem including appropri-
ate target criteria was developed. Thereby the aim was to
map production systems were human workers are comple-
mented by autonomous robots that are prone to product
condition-dependent operation failures in redundant disas-
sembly stages. With the overall aim to unburden human
workers from repetitive standard tasks while remaining pro-
ductive, an all-new order allocation problem arised. Three
control logics were implemented to test the model. Thereby,
reinforcement learning was identified as particularly suitable
for the order dispatching control task. A control logic based
on a DQN-agent was implemented and tested on two test
cases.

The DQN-agent successfully manages to allocate indi-
vidual orders to appropriate stations based on the respective
product condition, thus reducing resource costs. Against
the background of probabilistic failure in a balanced sce-
nario, the RL-control succeeds in dispatching orders in
such a way that both resource costs and the makespan
can be optimized simultaneously. This shows that a sim-
ple RL-based dispatcher is capable of achieving results
comparable to a rule-based dispatcher, but also that it is
able to outperform a heuristic, especially when target vari-
ables cannot be traced back to a single priority rule and a

wide variety of influencing factors have to be taken into
account. After a thorough sensitivity analysis followed by
an adjustment of rewards and weights and some further
parameter tuning, the RL agent should develop its full poten-
tial.

This paper lays a foundation for addressing the problem of
dealing with redundant workstations and failing operations
from a production control perspective. However, some sim-
plifying assumptions had to be made that require additional
investigation in futureworks. For instance, the product condi-
tion is modeled very generically. Further research should be
used to adapt the condition vector and investigate the effects
of vastly differing simulation probability distributions.More-
over, the applicability should be tested more widely and for
real products. In addition to a real product structure, an instan-
tiation of a multi-dimensional order condition vector with
product features relevant to the disassembly process should
be carried out. In this course, the influence of the identified
characteristics on the failure probability has to be examined
and subsequently incorporated. Besides that, another goal is
to develop improved heuristics for benchmarking. Finally,
multi-agent RL-systems should be investigated. In conclu-
sion, we expect that reinforcement learning will develop its
full strength to improve the operational performance in com-
plex systems.
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Table A1 Parameter configuration overview of the DQN agent by test
case

Parameters, for
explanation see
(Waschneck et al.
2018)

Test case 1 Test case 2

Learning rate 0.0004 Linearly falling from
0.0005 to 0.00015 in
3,000 episodes

Discount factor 0.97 0.97

Replay memory
capacity

50 000 experiences 1,000,000 experiences

Batch size 32 32

Update frequency
target network

1 (each update) 1 (each update)

Target network
update weight

1.0 1.0

Exploration 0.0 Linearly falling from
100 – 1% in 2,500
episodes
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