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Abstract: In 2018, a system of large-size triple-GEM demonstrator chambers was installed in the
CMS experiment at CERN’s Large Hadron Collider (LHC). The demonstrator’s design mimicks that
of the final detector, installed for Run-3. A successful Monte Carlo (MC) simulation of the collision-
induced background hit rate in this system in proton-proton collisions at 13 TeV is presented. The
MC predictions are compared to CMS measurements recorded at an instantaneous luminosity of
1.5 ×1034 cm−2 s−1. The simulation framework uses a combination of the FLUKA and GEANT4
packages. FLUKA simulates the radiation environment around the GE1/1 chambers. The particle
flux by FLUKA covers energy spectra ranging from 10−11 to 104 MeV for neutrons, 10−3 to 104 MeV
for 𝛾’s, 10−2 to 104 MeV for 𝑒±, and 10−1 to 104 MeV for charged hadrons. GEANT4 provides
an estimate of the detector response (sensitivity) based on an accurate description of the detector
geometry, the material composition, and the interaction of particles with the detector layers. The
detector hit rate, as obtained from the simulation using FLUKA and GEANT4, is estimated as a
function of the perpendicular distance from the beam line and agrees with data within the assigned
uncertainties in the range 13.7-14.5%. This simulation framework can be used to obtain a reliable
estimate of the background rates expected at the High Luminosity LHC.

Keywords: Detector modelling and simulations I (interaction of radiation with matter, interaction
of photons with matter, interaction of hadrons with matter, etc); Interaction of radiation with matter;
Micropattern gaseous detectors (MSGC, GEM, THGEM, RETHGEM, MHSP, MICROPIC, MI-
CROMEGAS, InGrid, etc); Detector modelling and simulations II (electric fields, charge transport,
multiplication and induction, pulse formation, electron emission, etc)
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1 Introduction

Most of the modern high energy particle physics experiments use colliding particle beams or a single
beam impinging on a fixed target. Due to the high collision rate and the interaction of beam particles
with matter, a hostile radiation environment is created. This radiation field is mainly composed of
low energy neutrons, photons (𝛾), electrons/positrons (𝑒±) and charged hadrons, namely kaons (𝐾±),
pions (𝜋±), and protons (𝑝) [1]. These particles are commonly referred to as background particles.
Due to the large interaction cross sections, background particles can cause damage to detector ele-
ments and front-end electronics [2]. Additionally, they can induce spurious signals that degrade the
detector performance. A strategy for mitigating radiation effects is crucial to the design and upgrade
of the LHC experimental facilities [3]. The strategy described in this paper uses estimates obtained
with Monte Carlo (MC) simulation and measurements. Dedicated data taking campaigns are used
to collect background data to understand the detector behaviour with respect to variations in the ex-
perimental parameters such as the instantaneous luminosity and the location of the detector element
with respect to the interaction point. Additionally, new detector technologies are studied using high
radiation doses in dedicated facilities such as the CERN High Energy AcceleRator Mixed Field
(CHARM) [4] and the Gamma Irradiation Facility (GIF++) [5] at CERN. A set of detectors based

– 1 –
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on the triple-GEM technology [6] is being installed in Muon system of the Compact Muon Solenoid
(CMS) detector [7] for Run-3 and the Phase-2 (High Luminosity LHC) muon upgrade program [8].
A similar technology has been adopted for the upgrade of the ALICE TPC [9]. Background studies
are crucial to understand the impact of radiation on the detector performance. Detector simulations
(GEANT4 [10] and FLUKA [11] in this study) that reproduce the measurements will allow us to
evaluate the impact of radiation in muon detection performance. For instance, an overestimation
of the neutron flux would lead to a larger probability of misreconstruction of muons. To study
the radiation environment and its impact on the detector performance, dedicated simulation tools
involving a description of complex physics processes and particle decay chains are used.

The present study for the CMS GE1/1 detector system extends our previous work [8, 12] and pro-
vides a foundation for future studies of the response to background particles by other detector systems
in CMS and other experiments. This study includes a detailed simulation strategy and methodology,
an accurate detector description, and the response of a triple-GEM detector as a function of the inci-
dent particle’s kinematic properties. Variations of the detector configuration are considered to show
the validity of the estimates and robustness of the simulation model. Furthermore, the simulation
model is compared with experimental data collected in 2018 by the GE1/1 slice test at the CMS detec-
tor. Reliable modeling of the detector response will serve for future studies relevant to the preparation
for the High Luminosity LHC [13] where the luminosity will increase by one order of magnitude
and different detector technologies will be exposed to a harsher radiation environment. This work
can be useful for simulation of the response of other muon systems to background particles [14, 15].

This article is organized as follows: section 2 gives an overview of the CMS GE1/1 GEM
detector and the experimental setup of the detectors in the CMS experiment. Section 3 presents
a simulation study of the response of a single triple-GEM detector to various particles and the
simulation framework. The response and its variation as a function of energy and angle of incident
particles are compared with previous simulation studies. In section 4, results for the response of
superchambers for a given geometry and the actual readout conditions during the slice test are
presented. A prediction of hit rates using the FLUKA simulation and its systematic uncertainties
are given in sections 5 and 6. A comparison of these predictions with measurements taken during
LHC running is presented in section 7, followed by a summary in section 8.

2 Overview of the CMS GE1/1 detector and slice test

2.1 CMS GE1/1 detector

The GE1/1 station in each muon endcap is upstream of the Muon Endcap Station-1 (ME1/1), as
shown in figure 1 in the 𝑅-𝑧 plane. Here, 𝑅 is the perpendicular distance from the beamline. The
CMS coordinate system is a right-handed cartesian coordinate system with the origin at the collision
point, the 𝑥-axis pointing towards the center of the LHC ring, the 𝑦-axis pointing upwards and the
𝑧-axis along the beam direction. The polar angle \ is measured from the positive 𝑧-axis to the
𝑥-𝑦 plane and the azimuthal angle 𝜙 is measured from the positive 𝑥-axis in the 𝑥-𝑦 plane. The
pseudorapidity [ is defined as [ = − ln[tan(\/2)] and gives the information about angle of particle
relative to beam axis.

The GE1/1 detector system in each endcap consists of 36 superchambers where each super-
chamber is comprised of a pair of trapezoidal-shaped triple-GEM detectors, covering a 𝜙 slice of

– 2 –
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10.15◦. The superchambers are arranged in a staggered configuration with an overlap of 0.075◦

to provide full 2𝜋 coverage in 𝜙. The superchamber design maximizes the detection of muons.
The superchambers alternate in 𝜙 between a long version covering a pseudorapidity region of 1.55
< |[ | < 2.18 and a short version covering 1.61 < |[ | < 2.18 (figure 2 right). The use of long and
short superchambers provides maximal [ coverage within the mechanical envelope of the existing
endcap. The dimensions of the long and short chambers are summarized in table 1. The triple-GEM
detector of a superchamber closer to the interaction point of the pp collision is called Layer-1 and the
other detector of the pair is called Layer-2, as shown in figure 2 right. Moreover, each triple-GEM
detector is segmented into eight [ partitions, referred to as 𝑖[ (=1 to 8) and each partition has 384
radial readout strips.

Figure 1. An 𝑅-𝑧 cross section of a quadrant of the upgraded CMS detector highlighting the location of
the GE1/1 station (in red) with triple-GEM technology in the muon endcap region. Also shown are the
previously existing muon stations, i.e., drift tubes (MB), cathode strip chambers (ME), and resistive plate
chambers (RB, RE), and the flux-return steel yoke (dark areas).

Table 1. Dimensions of long and short trapezoidal-shaped triple-GEM detector.

Configuration Long Chamber Short Chamber

Height 1283.0 mm 1135.0 mm
Short Base Length 282.2 mm 282.2 mm
Long Base Length 510.0 mm 483.7 mm

2.2 GE1/1 slice test

Five triple-GEM pre-production superchambers were installed in the CMS experiment and exposed
to pp collisions at 13 TeV in the period from 2017 to 2018 as shown in figure 3. This served as
a demonstrator to obtain operational experience with the detector control system (DCS), the data

– 3 –
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Figure 2. Single triple-GEM detector with various parts (left). Long (red) and short (blue) superchambers
are mounted upstream of the ME1/1 station and cover the ranges in pseudorapidity 1.55 < |[ | < 2.18 and
1.61 < |[ | < 2.18, respectively, in a staggered configuration, with an overlap of 0.075◦(right).

acquisition (DAQ) system, and the data quality monitoring (DQM) system, as well obtaining the first
data to assess the performance of the detector with pp collisions. The design of these demonstrator
superchambers is very similar to that of the final superchambers installed in the CMS endcap except
for the use of an improved version of the front-end electronics mounted on the chamber. The
improved version was realized by increasing the values of the protection resistor of each VFAT
channel and the decoupling resistor for the chamber HV filter [16]. Figure 2 left shows a schematic
drawing of the demonstrator chamber.

Superchambers 27, 28, 29, 30 (Δ𝜙 = 40◦) in Slot-1 (shown in figure 3) were used to detect
muons, while superchamber 1 (Δ𝜙 = 10◦) in Slot-2 tested the upgraded electronics and a new GEM
high voltage (HV) system [17] to be used in Run-3. The GE1/1 slice test chambers were operated
at a gas gain amplification of ∼1×104 with Ar/CO2 gas mixture. Strip readout thresholds of 3 fC
(𝑖[ = 3-8 ), 4.0 fC (𝑖[ = 2 ), and 8.8 fC (𝑖[ = 1) were applied to the VFAT electronics based on
electronic noise level. These thresholds are further discussed in detail in sections 3 and 4.

It should be noted that an irreversible channel loss was observed from April 2017 through
December 2018 caused by discharges from one of the GEM foils nearest to the anode plane. As
a result, only Layer-2 of superchamber 28 was operating with minimal channel loss (< 0.5%)
throughout the slice test. The channel loss occurred both in the presence and the absence of particle
beams in the LHC. Further details of the slice test setup and performance studies based on the data
can be found in [18].

3 Response of a single triple-GEM detector to collision-induced background parti-
cles

In this section, the sensitivities (defined below) of a single triple-GEM detector of the CMS GE1/1
design, without electronics and aluminium frame, are evaluated and compared with results reported

– 4 –
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Figure 3. Schematic drawing of the negative muon endcap, showing the location of the five slice test
superchambers.

in the GE1/1 Technical Design Report [8] and with studies done at the CHARM facility [12]. It
should be noted that the response of the single triple-GEM detector is affected by material of other
triple-GEM detectors within the superchamber.

3.1 Single triple-GEM detector geometry

The detector response is modeled using a GEANT4 [10] simulation with the geometry of a triple-
GEM detector [8] and incident background particles with properties consistent with those generated
in pp collisions at the LHC. A single triple-GEM detector is shown in figure 2. Chamber dimensions
and material composition are presented in tables 1 and 2, respectively. Figure 4 shows a simplified
schematic transverse view of a triple-GEM detector’s gas gap configuration.

Figure 4. Representation of a transverse view of a triple-GEM detector.

– 5 –
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Table 2. Material and dimensions of the different layers in a single triple-GEM detector.

Layer z-Dimensions Material

Drift Board 35 μm / 3.2 mm / 35 μm Copper / FR4 / Copper
Drift Gap 3 mm Ar / CO2

GEM1 5 μm / 50 μm / 5 μm Copper / Kapton / Copper
Transfer-1 Gap 1 mm Ar / CO2

GEM2 5 μm / 50 μm / 5 μm Copper / Kapton / Copper
Transfer-2 Gap 2 mm Ar / CO2

GEM3 5 μm / 50 μm / 5 μm Copper / Kapton / Copper
Induction Gap 1 mm Ar / CO2

Readout Board 35 μm / 3.2 mm / 35 μm Copper / FR4 / Copper

3.2 Simulation

The physics processes and decay chains are simulated using GEANT4 version 10.6 with the
physics list recommended for standard HEP processes (FTFP_BERT_HP). The list includes all
standard electromagnetic processes, the Bertini-style cascade for hadrons (<5 GeV), and the FTF
(Fritiof) model for high energies (>4 GeV). It also includes a dedicated model for neutrons below
20 MeV [19].

The simulation setup has “source planes” that generate primary particles. The source planes
are the same size as the drift board of the GEM detector and are located at a distance of 3 mm from
the detector, on both sides. This configuration captures all possible incident angles and path lengths
of the primary particles hitting the surface of the detector and traversing its sensitive volume. The
response of the detector to the primary incident particles is estimated separately on each side for
each source plane. The average is used to estimate the final response of the detector. Although the
simulation considers the interaction of particles and the creation of secondaries in the different gaps
of the triple-GEM detector, the detector response is extracted from the first two gas gaps, namely
the drift and transfer-1 gaps (figure 4).

The signal induction is due to the production of a charged particle inside the detector originating
from the interaction of neutral or charged background particles (e.g., neutrons, 𝛾’s, electrons,
and charged hadrons). Other meaningful processes in signal evolution (such as electron drift,
multiplication, charge transfer, and electronic response) are not covered in this study. Studies of
the optimization of signal detection [20] using other simulation packages were used for the detailed
design of the CMS GEM detectors.

The detector response is characterized using the sensitivity variable. Sensitivity is defined
as the probability for a charged particle to deposit energy in the sensitive volume (e.g., Ar/CO2

gas mixture), and to produce primary ionized electrons [8, 12]. Primary electrons go through a
multiplication process, so that the charge is large enough to be detected by a readout system with
charge thresholds. The charge threshold is related to the energy deposit required to separate signal
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from noise. Hence the sensitivity can be expressed as:

Sensitivity =
𝑁hits
𝑁total

(3.1)

Here, 𝑁total is the total number of incident particles entering the active surface of a GEM detector
from any direction and 𝑁hits is the number of total “hits” recorded above a certain energy threshold.
The “hits” are counted for a given incident particle at a given incident energy and angle through the
triple-GEM detector.

The simulated energy depositions in the first two gaps of a triple-GEM detector are converted to
charge depositions using corresponding amplification factor, and required to be above the minimum
threshold value of the VFAT chip. Although the readout electronics have a threshold of 3 fC, a
value of 1.69 fC is used, corresponding to one electron in the drift gap, in order to study the effects
of low levels of noise. Later in section 4.2, the energy thresholds are set to match the operational
configuration of the GE1/1 chambers in CMS.

The minimum energy deposits required are estimated as follows:

• The gas gain amplification (𝐺) was set to 1 × 104, corresponding to 24, 22, and 20 multipli-
cations, respectively, in the transfer-1, transfer-2, and induction gaps.

• The readout thresholds for the strips were set to 1.69 fC for 𝑖[ = 1 to 8. Hence, to achieve
this threshold a total of ∼ 10547 (= 1.69 fC /1.6021× 10−19 C) electrons are required.

• The minimum average number of electrons required to be produced in the drift gap and the
transfer-1 gap are 1 (= 10547/𝐺) and 24 (= 10547/𝐺2/3), respectively.

• The effective average energy required to remove an electron due to ionization for an Ar/CO2

gas mixture (in the ratio of 70/30) is 〈𝑊𝑖〉 = 28.1 eV [21, 22]. Thus, energy losses of 28.1 eV
and 674.4 eV (= 24× 28.1 eV) are needed to count as “hits” in drift and transfer-1 gaps,
respectively. Those electrons produced in the drift and transfer-1 gaps are amplified by 104

and 440, respectively, at the readout strips. If the energy loss of a particle, simulated by
GEANT4, is above the threshold, a “hit” is counted for (𝑁hits) in equation (3.1).

Due to the fact that GEANT4 does not report charged particles with a track length less than 0.7
mm [23], instead of counting secondary charged particles, we impose requirements on the amount
of energy deposited in the gaps. This procedure is consistent with previously published results in
ref. [12].

The detector response depends on the particle type, its kinematic properties, and the composi-
tion of the material in which the particle interacts. The dominant energy loss processes for neutrons
are inelastic scattering at high energy (> 10 MeV), elastic scattering at intermediate energy (10−5

to 10 MeV), and neutron capture at low energy (< 10−5 MeV). The dominant processes for 𝛾’s
are pair production at high energy (> 10 MeV), Compton scattering at intermediate energy (10−1

- 10 MeV), and the photoelectric effect at low energy (< 10−1 MeV). The dominant processes for
𝑒± are bremsstrahlung at high energy (> 1 MeV) and ionisation at low energy (< 1 MeV). Neutral
particles (neutrons and 𝛾’s) interact before they produce a charged particle. The estimated sensi-
tivity, as a function of kinetic energy and angle, is presented as a 2D map for neutrons (figure 5
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left) and 𝛾’s (figure 5 right). The one-dimensional projection of sensitivity as a function of incident
energy for different particles at normal incidence to the detector is presented in figure 6 left. The
sensitivity as a function of the incident angle for different particle types, at two energy values (1
and 100 MeV), is presented in figure 6 right.

Figure 5. Sensitivity map for neutrons (left) and photons (right). The 𝑥-axis is kinetic energy and the y-axis
is incident angle.

Figure 6. Sensitivity as a function of kinetic energy, for neutrons, photons and electrons, at normal incidence
to the detector (left). Sensitivity as a function of incident angle for different types of particles for energy
values of 1 MeV and 100 MeV (right).

The sensitivity is strongly dependent on the energy and incidence angle. The probability
for an interaction is correlated to the detector width and the incidence angle. If the incidence
angle increases the particle will traverse a larger distance inside the detector, so more material will
be available as target for the interaction. The probability to interact is also process and energy
dependent. To estimate the sensitivity, we take into account the energy spectrum of the incident
particles, the energy dependent interaction probability, and the path length.
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Sensitivities are obtained using large simulated samples with O(107) events. The statistical
uncertainty depends on the type of particle under study and the region in the sensitivity map.
Statistical uncertainties lie in the ranges 0-16% for neutrons, 0-2.1% for 𝛾’s, and 0-10.0% for 𝑒±.

It is important to note that the sensitivities were obtained without constraints from a particular
radiation environment. The only information considered was the energy ranges for the different
types of particles. Thus, the results can be used for any facility in which similar triple-GEM
detectors are installed [12].

The sensitivities for a single triple-GEM detector, shown in figure 6 left, are independent of
the shape of the surface of the detector. These results are qualitatively similar and quantitatively
compatible with those presented in ref. [12]. The main difference, for neutron sensitivity at low
energies, is attributable to several reasons. The GEANT4 version used in this simulation has updated
modeling for thermal neutrons. Energy thresholds for drift and transfer-1 gaps were applied in this
study but not in the previous one. Lastly, the previous study simulated a detector with an additional
layer of Kapton (50 μm) and FR4 (1.2 mm).

The sensitivity for photons found here is consistent with that found in the previous study. Note
that a GEM detector that is part of a superchamber installed in the CMS experiment will have a
response different from that of the single chamber considered here. In the following sections, the
background modeling is adapted to the characteristic radiation environment of the CMS experiment
and the specific detector geometry of the GE1/1 muon upgrade project.

4 Collision-induced background particles on the GE1/1 chambers

The prediction of background rate in the GE1/1 detectors requires two components: the simulation
of the radiation environment and the detector response. The radiation environment is simulated
with FLUKA for collision of the LHC proton beams with a center of mass energy of 13 TeV in the
configuration of the CMS experiment. The simulation models particle interactions and transport
through the different layers of the CMS detector. The estimation of detector response follows an
approach that is similar to that described in section 3, but using the geometry of a superchamber.
Both components are described in the following sections.

4.1 Radiation environment for GE1/1

The information for incoming particles reaching the GE1/1 system is extracted from a FLUKA
simulation for the conditions during data-taking in Run-2, with instantaneous luminosity of 1.5 ×
1034 cm−2 s−1. The cross section of the CMS detector geometry used in the FLUKA simulation
is shown in figure 7 top-left. A key property estimated with the FLUKA simulation is the flux of
particles: the number of particles per unit area and per unit time weighted for their tracklength in
a volume defined by the detector of interest. This distribution is presented in figure 7 top-right.
Other important distributions that characterize the incoming particles are those for energy, shown
in figure 7 bottom-left, and incident angle, shown in figure 7 bottom-right. These distributions are
needed for the subsequent GEANT4 simulation.

The results in figure 7 are consistent with an earlier study using the FLUKA simulation [24].
The major contribution in the region where the GE1/1 detectors are located comes from low energy
neutrons (10−11 to 104 MeV), 𝛾’s (10−3 to 104 MeV), 𝑒± (10−2 to 104 MeV) and charged hadrons
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Figure 7. CMS geometry used in FLUKA simulation run v3.31.4.2 (top-left). Flux of particles, normalized
to the instantaneous luminosity, arriving at the GE1/1 volume (top-right). Energy spectra of incoming
particles (bottom-left) and distribution of direction cosine with respect to the normal to the detector surface
for different particles (bottom-right).

(10−1 to 104 MeV). Minor contributions to the radiation field, such as muons from gauge boson
decays, are neglected as their production cross sections are an order of magnitude lower than those
shown in figure 7.

4.2 Detector response for a superchamber

The detector response to background radiation depends on all the materials of the triple-GEM
detector, including the electronics, cooling system, and mechanical support. The triple-GEM
detectors used in the CMS experiment have additional components compared to the simple triple-
GEM configuration described in section 3. Table 3 lists some of these important additional
components and their details. For this study, a long chamber configuration is used, as shown in
tables 1 and 2. The superchamber has a total thickness of 73.1 mm, including a space of 3.7 mm
between the two detectors.

Each triple-GEM detector unit has a GEM Electronics Board (GEB) with the readout electronics
and a cooling system that consists of cooling pads and cooling pipes. The cooling pipes contain
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circulating chilled water. Copper is used for the cooling pipes and pads because of its good thermal
conductivity. A main component of the readout electronics for a superchamber are the VFAT-3
ASICs, based on the earlier Very Forward ATLAS and TOTEM (VFAT) ASICs [25, 26] and an
Opto-Hybrid board. The VFAT-3s are used for reading, digitizing and processing the signals from
the 384 strips of each [-sector of a superchamber layer. The Opto-Hybrid board is plugged into the
GEB and contains Giga-Bit Transceiver (GBT) chip sets, optical receivers and transmitters, and a
Field Programmable Gate Array (FPGA). Further details of the front-end electronics can be found
in [8]. Figure 8 shows a GEANT4 based image of a superchamber, as used in this study.

Table 3. Additional material, layers and their dimensions used in the triple-GEM detector configuration in
the CMS experiment.

Layer z-Dimensions Material

GEB 0.1 mm / 0.9 mm Copper / FR4
VFAT and Opto-Hybrid 1.0 mm / 1.6 mm FR4 / FR4

Cooling Pads 1.0 mm Copper
Cooling Pipes 8.0 mm external, 6.0 mm internal Copper (Filled with H2O)

Spacers 3.0 mm / 1.0 mm / 2.0 mm / 1.0 mm FR4
External Frame 7.2 mm FR4

Aluminium Frame 11.5 mm Aluminium
Cover 1.0 mm Aluminium

The sensitivity is calculated by simulating the detailed detector configuration as described
above, that is the same configuration used in the GE1/1 slice test [18]. Thresholds used in simulation
are summarized in table 4 and estimated as discussed in section 3.2 but with an energy deposit
threshold corresponding to 3 fC, as used in the slice test [18].

Table 4. The energy thresholds and related parameters used in the simulation of the drift and the transfer-1
gaps of the triple-GEM detector configuration. The effective gain is set to 1× 104 and the charge threshold
for readout is 3 fC.

Parameters Drift Gap Transfer-1 Gap

Minimum no. of electrons in the gap 2 43
Energy thresholds 56.2 eV 1.21 keV

5 Collision-induced background hit rates in GE1/1 superchambers

The hit rate is defined as the number of particles detected per unit of time in single chamber. In
the slice test, the hit rate was measured for the GE1/1 superchambers as a function of instantaneous
luminosity and detector area [18]. The hit rate is one of the most important quantities to measure for
detector calibration and monitoring. It depends on the convolution of particle flux and sensitivities
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Figure 8. GEANT4 visualization of a superchamber containing two triple-GEM detectors.

for each particle type (neutrons, 𝛾’s, e±, charged hadrons) as functions of energy and incident angle,
as described in equation (5.1).

Hit Rate =
∑︁
𝑡 𝑦 𝑝𝑒

Sensitivity(𝑡𝑦𝑝𝑒, 𝐸, \) ⊗ Flux(𝑡𝑦𝑝𝑒, 𝐸, \, 𝑅) (5.1)

Here type is the kind of particle (i.e. neutrons, 𝛾’s, 𝑒± and charged hadrons), E is the energy of
the incident particle and \ is the angle with respect to the normal to the detector surface. The
perpendicular distance from the beamline is denoted by 𝑅. The particle flux is estimated using
FLUKA as presented in figure 7 top-right and multiplied by an average sensitivity. The average
sensitivity is obtained from the convolution of the sensitivity at a given energy and incident angle
with the normalized abundance of particles at that energy and incident angle. The convolution over
a given energy range gives the average sensitivity. The FLUKA simulation provides the information
needed for all possible particle types arriving from different directions at a given position and time.
The average sensitivity is used to convert the particle flux into total hits at that position.

The simulation technique used here for the sensitivity estimation is similar to that described
in section 3. The main difference is that here we have a superchamber and additional material due
to the presence of an extra triple-GEM detector. This affects the sensitivity of the other detector
layers since sensitivity is measured for incident particles arriving at the superchamber surface from
different directions. The sensitivities for Layer-2 of the superchamber, as a function of the energy of
the primary incident particles arriving at the chamber surface, is shown in 9 for neutrons, photons,
electrons/positrons and charged hadrons. It is convoluted over all possible incident angles and
contribution from incident primary particles reaching the chamber surface from both sides are used.

The average sensitivity, estimated using the energy spectrum of the incident background
particles, and the sensitivity for different energies are presented in table 5 for both Layer-1 and
Layer-2. The method of using the average sensitivity is preferred over obtaining the sensitivity for
different [-sectors because the detectors have a uniform response for each [-sector, as verified with
X-rays during quality control tests [27].

The effect of detector material and configuration on the sensitivity can be seen by comparison of
figure 6 left for the simplified geometry and figure 9 for the superchambers in the CMS experiment.

6 Systematic uncertainties

The accuracy of the sensitivity estimates relies on the correct description of the physics processes
and on realistic detector modeling. The physics processes considered in this simulation are well
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Figure 9. Sensitivity of Layer-2 as a function of incident energy for different particles. The sensitivity is
convoluted over all possible incident angles.

Table 5. Average Sensitivity for each type of particle for Layer-1 and Layer-2 of the superchamber configu-
ration used for data taking in 2018.

Particle Average Sensitivity of Layer-1 Average Sensitivity of Layer-2
(%) (%)

Neutron 0.64 ± 0.01 (stat.) 0.76 ± 0.01 (stat.)

𝛾 0.28 ± 0.01 (stat.) 0.22 ± 0.01 (stat.)

𝑒± 1.24 ± 0.04 (stat.) 0.31 ± 0.01 (stat.)

Charged Hadrons 26.29 ± 1.24 (stat.) 24.29 ± 1.14 (stat.)
(𝐾±, 𝜋±, 𝑝)

known and have been validated in the GEANT4 framework in several studies reporting comparisons
with experimental data [28, 29]. To quantify the impact of the detector modeling on the sensitivity
estimates the following parameters are varied.

• Drift Gap Width (DGW) variations could arise from mechanical deformations during de-
tector assembly. Variations [8] of ±10% are used in the simulation for both layers of the
superchamber. The impact on the average sensitivity of Layer-2 is shown in table 6.

• Gas Mixture Proportion (GMP) for the Ar/CO2 (in the ratio 70/30) gas was monitored
during detector operation and quality control testing and found to be negligible. However,
conservative variations of (60/40) and (80/20) were considered in the simulation. The impact
on the estimated average sensitivity of Layer-2 is shown in table 6.
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The impact of the parameter variations depends on the type of incident particle, kinetic energy
and incident angle. We found that a single detector is less sensitive compared to the experimental
configuration. The impact of parameter variations on the sensitivity for different energy ranges
is also estimated. The energy ranges for neutrons are low energy (LE) from 10−11 to 10−2 MeV,
intermediate energy (IE) from 10−2 to 1 MeV, and high energy (HE) from 1 to 104 MeV. The energy
ranges for 𝛾’s, 𝑒±, and charged hadrons are LE from 10−2 to 1 MeV and HE from 1 to 104 MeV. For
neutrons, the maximum variation in sensitivity due to GMP variations is 1.0% for LE, 5.6% for IE,
and 4.6% for HE. For 𝛾’s, 𝑒±, and charged hadrons the variation in LE (HE) is estimated to be 0.8%
(0.5%), 2.1% (0.3%), and 1.2% (0.1%), respectively. For DGW uncertainties, variations are similar
to those for GMP, except for the neutron case in the IE region for which the statistics are low.

The systematic uncertainty is also evaluated arising from changes in the setup of the primary
source near the surface of the detector. The distance of the source surface from the detector is varied
by ±2 mm from the nominal value of 3 mm and the average sensitivity is re-calculated to measure
the impact on the hit rate. A total variation of 0.5-0.8%, 0.0-1.0%, 0.2-0.4%, and 3.9-8.8% on
the average sensitivity is estimated for neutrons, 𝛾s, 𝑒±, and charged hadrons, respectively. These
uncertainties are also summarized in table 6.

Table 6. Variations of simulation parameters and their impact on estimated average sensitivity. The change
in sensitivity is relative to that obtained using the average sensitivity of Layer-2 shown in table 5.

Parameters Values for Variations Impact on average sensitivity of Layer-2 (in %)
Neutron 𝛾 𝑒± Charged Hadrons

DGW Drift Gap: 2.7 mm 0.6 1.4 1.0 0.5
Drift Gap: 3.3 mm 0.3 0.4 0.0 0.6

GMP Ar/CO2 (60/40) 1.0 0.4 0.3 0.5
Ar/CO2 (80/20) 0.1 0.9 0.9 0.2

source 𝑧-position 1 mm 0.6 0.4 0.9 4.0
from superchamber 5 mm 1.0 1.4 0.9 9.9

Another systematic uncertainty comes from variation of the 𝑥-𝑦 dimensions of the source
planes. The maximum variation for a 10% larger size of the source planes is about 1.3% or less for
any type of incident particle. A 10% smaller size gives a maximum variation of 6.7% or less.

The uncertainties described in table 6 for different types of incident particles result in uncer-
tainties on the hit rate. The overall uncertainty on the hit rate is dominated by neutron and photon
contributions.

The systematic uncertainty associated with the particle flux is estimated by comparing the
Run-2 scenario in FLUKA with an alternative scenario. In this alternative scenario, the material
composition of the shielding in front of the Hadron Forward (HF) calorimeter is changed, replacing
borated polyethylene by non-borated polyethylene; this change impacts the number of particles
reaching the muon stations. The uncertainty is evaluated by comparing the particle flux between
the two scenarios and a variation of 10 to 20% is found, depending on R, with a mean value of 15%.
The latter value is considered as the associated uncertainty.
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The uncertainties in the hit rate from the FLUKA simulation and the GEANT4 detector
simulation are added in quadrature. The total systematic uncertainty is about 14.5%.

7 Comparison of background modeling and experimental data

A comparison between simulation and measurement is used to validate the model presented in this
study. Figure 10 compares the measured hit rate of Layer-2 of superchamber 28 with the prediction
from simulation. The hit rate from simulation is obtained from the convolution of the average
sensitivity shown in table 5 and the particle flux shown in figure 7 top-right. The data points in
figure 10 correspond to different perpendicular distances R from the beamline to the centers of the
[-sectors. As expected, the hit rate is higher at lower R (higher [) because the flux from the collision
is higher in this region. The bottom panel of figure 10 shows the ratio of data to simulation and
the estimated systematic uncertainty. The contributions from different types of particles to the total
hit rate are shown in figure 11 for Layer-2. The largest contribution comes from neutrons while
photons contribute about ∼15%. Charged hadrons and 𝑒± contribute about 1% only.

Figure 10. Comparison of the measured hit rates on Layer-2 of superchamber 28 in the slice test with the
particle flux from the FLUKA simulation weighted by the sensitivity. The systematic uncertainties from the
detector modelling (by the GEANT4 simulation) are shown as shaded blue bands around the prediction. The
systematic uncertainties from the flux modelling for the CMS experimental configuration (by the FLUKA
simulation) are shown as orange bands after adding them in quadrature with the systematic uncertainties shown
in the blue band. The bottom panel shows the ratio of hit rates from data to those predicted from the simulation.

– 15 –



2
0
2
1
 
J
I
N
S
T
 
1
6
 
P
1
2
0
2
6

Figure 11. Prediction from simulation for hit rate contribution from different background particles at Layer-2
of superchamber 28.

The measured hit rates for the triple-GEM detector agree with those predicted from the simu-
lation within the uncertainty except for [-sectors 1 and 2 for which data were taken with higher than
nominal readout thresholds. The total uncertainty includes both the statistical uncertainty and the
systematic uncertainties, described in the previous section, added in quadrature. The uncertainty
of the hit rate in data includes the statistical uncertainty and uncertainties on the instantaneous
luminosity measurement.

The hit rate data for 𝑖[ = 1 and 2 (sectors with R > 210 cm) in figure 10 are lower than the
prediction. This can be explained by the higher than nominal thresholds for the VFAT-3 readout
electronics during the data taking. The thresholds for 𝑖[ = 1 and 2 were 8.8 and 4.0 fC, respectively,
corresponding to 6 and 3 electrons per strip in the drift gap. For 𝑖[ = 1, an energy loss of 168.6 eV
(= 6 × 28.1 eV) is needed to count as a “hit”, resulting in a low sensitivity. In this way, the applied
thresholds caused a distortion of the strip multiplicity distributions for 𝑖[ = 1 and 2. The detection
efficiency for muons at 𝑖[ = 1 was most affected by the higher threshold at the strip level. While
a threshold of 3 fC is low enough for our simulation model to reasonably reproduce the data, a
threshold of 8.8 fC is not low enough, especially since the interaction of particles with Ar/CO2 gas
(energy loss rate) [30] and electron multiplication (gas gain) are non-linear phenomena. While it
is difficult to reproduce the non-linear effects in the current simulation framework a future study
could be improved with a detailed description of the electron multiplication (avalanche) e.g. using
the GARFIELD [31] software package, as well as a simulation of the electronics.
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8 Summary

Collision-induced background hit rates in the CMS triple-GEM detector in pp collisions at the LHC
were evaluated by modeling the radiation environment and detector response using a framework
of the FLUKA and GEANT4 simulation packages. The FLUKA simulation provides kinetic
energy and angular distributions of incident particles in the radiation environment. The GEANT4
simulation models particle interactions based on an accurate material description of each GEM
detector. The simulated hit rates were obtained by combining the sensitivity and particle flux, and
compared with measurements at a luminosity of 1.5 × 1034 cm−2 s−1 at 13 TeV. The predicted hit
rates and experimental data are found to agree within their uncertainties for detector sectors with
nominal operating parameters.

The framework presented in this article is generic, so it can be used for evaluation of hit rates
on other detectors at High-Luminosity LHC, providing a better understanding of trigger rates and
longevity of detectors.
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