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Abstract The domain of data science is a large field, combining statistics,
computer science and sociocultural issues. It is an open question which topics
and which contents can and should be implemented in school, e.g. from the
perspective of computer science education. Within the frame of a design-based
research project a pilot course is designed by computer science and statistics
educators at the Paderborn University, addressing upper secondary students. In
this paper, we concentrate on the second of four modules, in which machine
learning and neural networks are adressed. Some individual phases of the module
are presented, followed by a metaperspective of the curriculum development
that contributes to our project, and further research questions.
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1 Introduction and Project Overview

In the present days and due to the increasing availability of big data, data science
is becoming more and more relevant in our daily lives, as can be seen e.g. by the
visualisation of Google search trends (see Figure 1). What data science really
means, however, and what it affords to do and teach in school education, are
open topics.

Figure 1: The search query “Data Science” has been gaining popularity for 5 years – represented as a
value between 0 and 100. Data source: Google Trends (https://www.google.com/trends).

Our project “ProDaBi” (Project: Data science and big data in secondary
schools, https://www.prodabi.de) searches for answers to the question
what, why and how to teach about data science at school. It is a joint
project of statistics and computer science education research groups at Pader-
born University, which is made possible by the Deutsche Telekom Stiftung
(https://www.telekom-stiftung.de).

Our goal in the project is the development of a curriculum, which includes the
need to figure out core ideas and competencies in the field of big data and data
science. The domain, however, is a large area that combines aspects of statistics,
computer science and socio-cultural issues. In order to ensure that all these
topics lead to a coherent curriculum, we have already discussed our ideas for the
project in an interdisciplinary way in some preliminary work. We have organized
an international symposium with experts from fields such as computer science
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education, statistical education, artificial intelligence (computer science), IT
industry, and, last but not least cultural sciences (to address sociocultural aspects
of Data Science).1 Results and an overview on several facets of data science can
be found in Biehler et al. (2018a).

First ideas and a good overview of the whole project can be found in the
paper of Heinemann et al. (2018). A main objective in the first year of the
project is the conception, implementation and evaluation of a one-year pilot
course (3 hours per week) of class 11–12 at an upper secondary school in
Paderborn. The course consists of 19 students, 2 female and 17 male.

Our pilot course on data science and big data in upper secondary schools
2018/2019 (and so the resulting curriculum) is divided into four modules:

1. In the first module, the students are familiarised with basic statistical
procedures around big data. This (statistical) module aims to promote
data literacy and awareness. A detailed description and a first insight into
our reflection can be found in Biehler et al. (2018b).

2. The second module, which is described in more detail in this article,
is intended to introduce students to the area of artificial intelligence,
in particular into machine learning. The learning goal of module 2 is
the change from classical algorithmic problem solving to data-driven
processes using the subtopic of machine learning. The students learn
the basics of Python programming, decision trees and artificial neural
networks.

3. The third module gives the opportunity to try out and deepen the learned
basics in real “Big Data” projects. The students will work in two smaller
groups of 9 students on a real data project and evaluate it. An important
element will be the interaction of “stepping in” and “stepping out”. The
students actively carry out their data project (stepping in) and should
cyclically distance themselves from the active process and reflect on
further aspects of their project (stepping out). In this way, experiences
can be gathered which then can be reflected on in the broader context:
What goals, opportunities and changes does my work bring about?

1 Perspectives for data science Education at School Level – Educational Contributions from Statistics,
Computer Science and Sociocultural Studies (http://go.upb.de/SymposiumProDaBi).
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4. In the last and fourth module, social and cultural aspects based on the
collected experiences will be dealt with. In this module the chances and
risks, as well as the role of the human being in the context of data science
will be finally reflected.

In the following Section 2, we will go one step back from the more concrete
contents to the question “Why should the students learn data science?”. We
want to make it quite clear that educational questions and content in the
classroom should not (only) be determined by current scientific topics. Rather,
the curriculum and lesson development should be viewed from the pupils’
perspective: What do young people need in the future to be able to lead a mature
and self-determined life? Subsequently, we want to concretize the rather abstract
thoughts by presenting our concrete implementation in Section 3. Here our
second module (artificial intelligence and machine learning) is presented in
more detail. The paper ends with an outlook and further steps in connection
with our project in Section 4.

2 Identifying the Rationale

Developing a curriculum can be an astonishing complex endeavour. In curriculum
theory or curriculum research, several models can be found, one interesting
model is presented by Van den Akker (2004). In the curricular spider web,
Van den Akker outlined the idea, that the various components of a curriculum,
and hence of teaching and learning are interrelated, and mutually dependent
on each other (see Figure 2).

Thijs and van den Akker comment: “Our preferential visualisation of the
ten components is to arrange them as a spider web [...] not only illustrating
its many interconnections, but also underlining its vulnerability” (Van den
Akker, 2004, p.5).

The most important component, and consequently placed in the middle
of the web, is the rationale, the underlying vision or basic philosophy of the
curriculum. The rationale should not be confused with the aims and objectives of
the curriculum – it serves more the purpose of linking together the components,
providing consistency, and providing basic principles for justification and
evaluation of a curriculum.
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Figure 2: Curricular spider web (compare with Van den Akker (2004), page 6).

The implicit or underlying nature of the rationale often causes it to be mentioned
in the introduction only, and to be implicit, and, therefore, often overlooked in
the rest of the curriculum. It is, however, probably the most relevant issue in
curriculum development. As Van den Akker puts it: “The rationale (referring
to overall principles or central mission of the plan) serves as major orientation
point, and the [...] other components are ideally linked to that rationale and
preferably also consistent with each other” (Van den Akker, 2004, p.40).

The rationale is not only relevant for curriculum designers, but also for
teachers. There is often a gap between curricular ideas and the specific teach-
ing implementation. In a generalised form, the problem is that the teachers
often have a wrong or missing idea of computer science and they (among
other things), therefore, are not clear what individual topics should be taught.
Duncan et al. (2017) gives an example of this problem:

“For example, in some of the professional development with the teachers using black
and white cards to represent binary values, teachers have asked which colour is
used for 0 and 1. The real concept is that some sort of convention must be agreed
on, rather than rote-learning a rule about this particular abstraction. ” (Duncan
et al., 2017)
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In addition, the problem goes deeper, because it should not only be possible to
draw conclusions about computer science principles from the teaching example,
but also about their relevance for everyday life, e.g. in connection with other
information systems – but how should this be possible for learners, if even
the teachers cannot draw this connection? Tim Bell calls the problem the
need for a “big picture” the teachers (and curriculum designers) should be
aware of (see Bell, 2018). This is also important for the data science curriculum
we want to develop, especially as data science is a dynamic and complex field
(see also Biehler et al., 2018a; Arbeitsgruppe Curriculum 4.0, 2018).

Our idea for a big picture or rationale underlying the data science cur-
riculum is that of a hybrid interaction system between humans and tech-
nology. The role of a big picture in general is described in more detail in
Schulte and Budde (2018).

The interaction between two agents lies at the core of the model: The human
being and the technology. This should be denoted by the term “hybrid”. The
interaction can be understood as a chain of actions that goes back and forth
between the two parties: “[...] human action followed by computer action
followed by human action [...]”. Both agents have their own characteristics and
intentions that influence the interaction. The crucial idea is that the actions of
both are shaping and at the same time are being shaped by the Hybrid Interaction
System (HIS). And, moreover, the agents themselves are also shaping and
being shaped by and within the HIS. The roles and nature of one of the
agents cannot be fully understood without the framework or context of the HIS
which they are part of.

In the end, within this framework we conceptualise the role of a designer or
computer scientist not as developing an isolated piece of technology, but instead
of designing and developing the HIS (shown in Figure 3).
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Figure 3: Role of the designer in the context of the Hybrid Interaction System (HIS).

The question now is, is this framework useful in the context of data science, and
more precisely, for teaching about artificial intelligence and machine learning?
Based on the model of the HIS we can explore the bigger picture of AI to be
transported in the teaching module:

1. The change in problem-solving: Problem solving is, in general, one of
the major rationales why to teach computer science at school. So, when
the overall approach to problem solving in computer science changes, that
should be reflected properly. We can see that the traditional approach can
be conceptualized as focusing on the Input-Process-Output (IPO) model,
and even more to producing the P: the way the computer transforms
an input into the desired output (see Figure 3). So we can embed the
traditional approach to problem solving within a bigger picture. With
AI, the designers role can be seen as changing from analyzing input and
output in order to find a solution, and having to understand the solution
in order to find the algorithm. Now the system learns the solution by data
driven methods that automatically generate the connection of input to
output. And the system is able to transfer the found solution to new cases.
This changes the role of the designer and developer of computational
artifacts.
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2. New role for users: In the classical view, a user just uses the algorithmic
solution designed by the computer scientists, here the user does the
same, but only at the first look: By triggering the AI to search for a
solution, based on the user’s input, the user is not only using a fixed
system; instead she is feeding some new data points into it. An AI-system
can continue learning, and not only giving a solution based on a re-
trained model. In this way the user’s role changes because (s)he is part
of the process to design or refine the solution. A prominent example is
Microsofts chatbot Tay (see Reese, 2016).

3. New roles of designer and user in the HIS: The sometimes as strictly
separated roles of user vs. designer conceptualized relationship be-
tween user and designer is replaced by a continuum of in-between roles
(see Schulte and Budde, 2018, for details). It means there are users who
become designers even during the interaction. They actively change
technology and are not pure users of predefined interaction possibilities.
We can see the same with AI: Designers design a “living” system, which
is influenced by the user anyway, so why not allow the user to be able
to interfere with how the user gets solutions, see e.g the suggestions
by Weigend (2017). The user on the other hand should see his own
responsibilities for results and their interpretation. See again the example
of Microsoft’s chat bot, and the discussion on bias in data.

4. The notion of the human-in-the-loop: This is sometimes debated in
AI (see also Demartini, 2015; Holzinger et al., 2016). It is an important
aspect to consider in the teaching module: The human is shaped by AI,
but the human can also shape the AI, that is the general idea in the
HIS-concept of shaping and being shaped by technology.

To sum it up: The notion of HIS should foster reflection within the data science
course that the roles of the human and of the technological agent can be
conceptualised in various different ways, and ultimately our learners’ should
reflect on these roles of humans. We think for example, that the “Human-in-the-
loop” in AI systems has several roles. Especially, machine learning is not problem
solving without human interference. Instead, setting up machine learning systems
allows and requires human creativity, experience, and professionalism.
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In our project we have tried to implement these ideas of the “bigger picture” in
first attempts. In module 2, the idea of the “the change in general problem-solving
approach (classical approach)” and “the change in general problem solving
approach, the new approach” should be made tangible. In the following chapter
we will introduce the module on the more content-related level. In this way it
will become clear how the ideas can be combined with concrete teaching at the
curriculum level.

3 Looking for the Overlap Between Data Science and
Computer Science Eduction: The Module on Artificial
Intelligence and Machine Learning

The second module, which lasts 7 weeks with overall 21 teaching hours, focuses
on the topic of machine learning, a field which connects statistical methods
and computational learning. A challenge in this module is the meaningful
introduction of the basic concepts of artificial intelligence (AI). We need an
appropriate didactical reduction of a topic, which is also treated in whole
university courses. That is why we begin with an overview and an introduction
to the subject area of AI and machine learning. Our aim is for learners to
understand the change towards “learning algorithms”.

Since even the field of machine learning is still too large to be dealt with
comprehensively, we will focus on decision trees and artificial neural networks
as examples for two important paradigms (symbolic AI vs Neural Networks,
see Munakata, 2008, p.2).

Module 2 is thus divided into two units. In the first unit pupils will
get in touch with the shift from classical problem-solving with self- and
handmade Decision Trees to generated Decision Trees and data-driven
problem-solving methods.

In a first step the learners generate small trees “manually”, and then learn
how decision trees can be generated automatically by an algorithm (using
probably ID3). By comparing and reflecting on the difference between manually
constructed and algorithmically derived decision trees the learners should
understand the shift from classical algorithmic problem-solving to machine
learning methods, and the associated different role of the human problem solver.
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The second unit contains practical experiences with artificial neural networks
and first discussions about effects on society, which will be deepened in the
following modules in the pilot course. In the next two subsections we will
point out further details on both units, giving some activities, design ideas and
learning goals.

3.1 Unit 1: Introduction in Machine Learning and Decision Trees

In this section we will not go into detail about the thematic treatment of
Decision Trees and will only present the introduction to machine learning. As
already mentioned, we will begin to teach the students basics about AI and
machine learning and then come to the first of the two more deeply discussed
paradigms. Pupils will gain experience with the concept of white-box learning
using Decision Trees as an example. More precisely we want our students to ...

... learn about basic ideas of artificial intelligence and machine learning.

... learn two concrete methods, namely decision trees and artificial neural
networks.

... be able to describe how machines learn.

... be able to describe limitations of machine learning and to distinguish it
from human learning.

... gain deeper knowledge in programming with Python using Jupyter Note-
books (in contrast to module 1, see Biehler et al., 2018b).

... get basic knowledge about validation of models.

... understand how to use Python-packages for data science, e.g. sklearn.

... analyze data with Decision Trees, (ID3 algorithm).

In the introduction to this learning module, pupils will get a first idea of the
concept “Learning” by performing an unplugged activity, which is called Sweet
Learning Computer McOwan and Curzon (2018). Our work in this context was
further differentiated and published in the Science Year 2019 (an initiative of
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the german ministry of Education and Research). Further information can be
found on the website: https://www.wissenschaftsjahr.de/2019/. It is a
game that is played like a small version of chess called Hexapawn. Moves are
represented with the help of (the colour of) sweets (see Figure 4). Moves that
have not led to success are eaten by the pupils, and so the learning of the Sweet
Learning Computer takes place. Initial random moves are improved by this form
of training, where eating up of sweets is connected to deletion of bad moves.
In short, the computer learns in the unplugged game by deleting bad moves
from the repertoire of all possible moves. So the machine will not make that
move again. This way the machine learns from mistakes. Aspects that should
be discussed afterwards include the fact that learning depends on the quality
of the data (how the students play). Another crucial point for learning is also
the topology. In the game the learners learn that the machine learns by making
mistakes. Another possibility would be to reinforce good moves. These and
other possibilities can be discussed in the reflection of the game played. The
knowledge about the created trees is used in the following sessions to introduce
decision trees and to meet the other learning objectives mentioned above.

Computer turnStart Human turn

decide
randomly

…

…

… …

Win!

Human turn

Figure 4: If the human wins, the last move of the computer is deleted. Deletion means the human eats
the sweets and thus the move that caused the loss no longer occurs.2

2 Built upon the image series “Mmmmm Delicious” by Oksmith, published on
http://openclipart.org/. All of the images on this site are in the public domain i.e. CC0.
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3.2 Unit 2: Artificial Neural Networks (ANN)

The second unit introduces artificial neural networks and will cover the training
phase. Why the black box-like solution process of ANN is difficult to explain
(see Benítez et al., 1997). Benítez et al. (1997) show a way (with university
complexity) to “obtain an understandable interpretation of neural nets”. More
precisely we want our students to ...

... know how numbers and characters are automatically recognized.

... understand that black box models such as ANN do not require any (human-
like) prior knowledge, for example, to classify numbers successfully.

... understand connections between layers in ANN and what the meaning of
training is.

... understand the general principle of backpropagation and modification of
weights.

... know about avoidance of over-adaptation.

... have knowledge about “deep” learning.

... know basic terms such as activation function, input layer, output layer,
hidden layer, epochs, etc.

... analyze, interpret, process and visualize information with machine learning
methods.

... understand what a bias is and to know about societal challenges and ethical
questions.

The introduction to the topic will again take place via an unplugged activity,
which will familiarize the students with the tasks and functions of a neural
network (see McOwan and Curzon, 2016). An illustration of this activity can
be found in Figure 5. The activity is called brain-in-a-bag, because everything
you need to build an artificial brain fits in a shopping bag. The artificial
brain, in which each student represents a neuron, plays the simple card game
Snap. If enough students take part, two groups representing two brains can
play against each other.
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There are three types of neurons that are embodied in the neural network by
students. The respective types of neurons always represent one layer of the
network. The first layer is responsible for input. The learners playing neurons
of this input layer receive input and react accordingly. This means that if they
see a red card, for example, they give a roll of paper to the next student. The
student who receives this roll is a neuron of the next layer. The so-called
processing layer. They represent the brain as interneurones. These students can
get a roll of paper from two different places. If they do, they “switch”, passing
the roll of paper one layer at a time. The third and final layer is the output. If a
paper roll arrives here, the student “switches” and outputs “snap”. So we have
three layers in total:

1. Input as vision processing,

2. Processing as brain,

3. Output as speech processing.

SNAP!

Pos2Pos1

Input
Figure 5: The procedure of the game Snap in an abstracted brain with artificial neurons. Ropes
represent connections between neurons, tubes represent messages between neurons. 3

3 Built on a picture from the series “Mmmmm Delicious” by Oksmith, published on
http://openclipart.org/. All of the images on this site are in the public domain i.e. CC0.
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These layers are marked in the figure and carry a respective symbol eye, brain,
output (in the sense of speaking). The students get only their description of their
task. If we now let the whole network act, we can observe how the interaction
creates a system, which recognizes cards of the same color.

An example to illustrate these concepts, ways of thinking, approaches and
algorithms in the next part of the unit is the handwritten digit recognition task
(using the MNIST Database, see LeCun et al., 1998). Students experiment
with the influence of parameters like e.g. the number of neurons and layers,
the learning rate, the activation function, the data representation used for input
(features), and so on using the interactive visualisation provided by the tensor
flow playground (https://playground.tensorflow.org/). Later they will
experiment in the same way with an implemented neural network in a Jupyter
notebook, similar to the example provided by Tariq Rashid’s course: “Make
Your Own Neural Network” (Rashid, 2016) or “Deep Learning with Python”
by Chollet (2017).

In addition, we plan to introduce the mathematics of back-propagation
at least to some degree and probably let them calculate a small example,
similar e.g. to calculating the numbers by hand on squared paper, like it
is done by Schaal (2017).

These examples as a whole should provide the pupils with an understanding
of the role of parameters, and hence the human designer of a machine learning
setup, as well as some ideas how the black box works. In addition, the shown
techniques should be understood and mastered to a degree that allows to use
them (with probably some additional help by the supervisors) in the project
phase of the course (that is, in module three).

A discussion about the risks and about possible biases serves as an introduction
to the societal challenges, ethical questions and the role of humans in human-
computer interaction. Possible questions are:

• How can you combine the different types of learning and intelligence to
leverage the strengths of both?

• How do man and machine act as interaction partners in order to represent
a uniform system?
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4 Summary and Further Steps

Within the framework of our project, there are a multitude of exciting questions
that still need to be considered. These have already been intensively analysed in
certain steps in our planning and integrated into the plan.

An exciting question concerns the field of learning behaviour of students,
competences and (possible) misconceptions. Since data science and big data
is still a very young and broad field, there is little research about beliefs and
(mis-)conceptions of learners (and teachers). Also, models for competence
development and learning trajectories in the field of data science and big data
have not yet been developed and researched in detail.

Another aspect we want to include is what difference it makes for students to
use different (categories of) tools. By way of example, we will use two tools to
investigate the influence tool use has on the use of What You See Is What You Get
(WYSIWYG) tools or tools that require programming skills. One subquestion,
we want to adress, is part of the discussion about teaching and learning with
digital media. In German politics, the focus is often on “learning with media”,
“learning about media” and how technology works is rarely taken into account.
How could we implement a sustainable and meaningful media education not
only in data science education, but also in computer science education and in the
long term and, especially, through a focus on the “Allgemeinbildung” (general
education) in all subjects in school? A good overview of the current state of the
German debate can be found in Bastian (2017).

Another field for research will be the implementation of concrete teaching.
It should be observed, which contents and methods affect the learners and
how. On the one hand, the work in projects will be methodically implemented
with points of reference to agile software development. How can the evaluated
method (for example SCRUM) be adapted in teaching and what effect does this
methodical design of teaching have? A further aspect which can be analysed
in more detail is the implemented data cycle. Within the teaching units of the
different modules, learning activities are oriented towards the data cycle. For our
pilot course we have so far been strongly oriented towards the PPDAC cycle (see
Wild and Pfannkuch, 1999). Where the acronym PPDAC discribes initials of the
names of the five steps of the cycle: Problem, Plan, Data, Analysis, Conclusion.
The following questions are interesting: How can this cycle be integrated into
teaching and how can learners experience the processes in the data cycle?
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The research questions outlined here are intended to provide an insight into
further work. In addition to the questions and aspects described here, there
are certainly numerous other fields which are of interest. A more detailed and
differentiated description of these research questions combined with the further
steps can be found in Heinemann et al. (2018).

In this paper we have tried to give a first impression of our project and our
work. On the one hand, we focused on the description and contents of the second
module. On the other hand, we have tried to clarify our view of the rationale. We
are of the opinion that one must always start from the learner when developing
and designing a curriculum and learning processes. Based on the considerations
about why learners have to learn something, one can think concretely about
possible contents and learning processes. We hope that this attitude became
clear in our paper and also inspires others to think about educational theory.

The research questions outlined in the previous section made it clear that
the project still has potential and further work to do. Within the framework
of our project we are excited to see how our planned learning units work for
the learners and what we can observe. Based on the design-based-research
principle, we collect a lot of data and observations to document the learning
process as accurately as possible (video recordings, audio recordings, collection
of student results and observations using observation sheets). On the basis of the
data we will then analyse the lessons and draw conclusions about our planning.
The acquired knowledge will then flow into our curriculum development and
be tried again in the next cycle in 2019/2020. Furthermore, we are pursuing
the idea of designing and implementing teacher training courses and offers
for interested people. We hope our work will be broad-based and that we will
receive differentiated and varied feedback from other teachers and researchers.
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