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ABSTRACT Investigations of the dynamic behaviour of power electronic components integrated into electric networks require suitable and established simulation methodologies. Real-time simulation represents a frequently applied methodology for analyzing the steady-state and transient behavior of electric power systems. This work introduces a guideline on how to model power electronics converters in digital real time simulators, taking into account the trade-off between model accuracy and the required computation time. Based on this concept, possible execution approaches with respect to the usage of central processing unit and field-programmable gate array components are highlighted. Simulation test scenario, such as primary frequency regulation and low voltage ride through, have been performed and accuracy indices are discussed for each implemented real-time model and each test scenario, respectively. Finally, a run-time analysis of presented real-time setups is given and real-time simulation results are compared. This manuscript demonstrates important differences in real-time simulation modelling, providing useful guidelines for the decision making of power engineers.

INDEX TERMS Real time simulation, AC-DC power converters, power systems modeling, power electronics modeling.

I. INTRODUCTION Real-TIME simulation has become part of the everyday practice for power engineers in the last few years. The challenges created by the evolution of the power grid towards a renewable-based power system are making the interest for advanced testing more and more significant. At the same time, this transition means also that we are moving from a traditional electromechanical system to a power electronic-dominated grid. This transition is deeply affecting the traditional concepts of power systems dynamics and consequently have effects on the simulation approaches [1].

While the simulation of power electronics is already per se a challenge [2], the real time condition brings further requirements, and thus requests dedicated modeling and simulation approaches. Good reviews of the state of the art for power system simulation in real time can be found in [3], [4] or [5], while specific solutions for real time simulation of power electronics are reported in [6], [7] and [8]. The purpose
of this paper is to bring this knowledge together and present a structured approach to select the proper modeling approach and solver implementation to support the real-time simulation of power electronics in a power system application.

The real-time constraint brings the need for a compromise in the modeling complexity, which has to be assessed a priori to get meaningful results. On the other hand, because real-time simulation has been moving towards smaller and smaller time steps, it is also reasonable to consider integration methods normally not considered for the off-line case. The set of considerations makes clear that approaches to real-time simulation may differ significantly from the solution adopted for desktop simulations, and the type of trade-off to be considered are quite different. Last but not least, also the type of hardware platform can make a difference. Solutions based on FPGA, for example, are only adopted for real-time simulation, opening new horizon for the modeling options [9].

In the paper, we propose categories of models and analyse the features of such categories with respect to realistic use case scenarios in power system. Furthermore, in the case of real-time simulation, the specific execution approach plays also a key role. For this reason, a specific analysis is also presented to understand the main implication of central processing units (CPU) based approaches versus field programmable gate arrays (FPGA) implementations. As one major contribution of this work, the accuracy of implemented models is compared by means of relative two-norm error indices. In addition, run time analysis related to the required computational power for respective converter models is performed.

This article is structured in the subsequent manner: following this introduction I representing the state-of-the-art in research, section II presents real-time simulation scenarios with particular focus on functional parts of power electronic devices. In section III, real-time modelling approaches of respective devices are discussed. Section IV introduces important benefits and limitations related to the execution and implementation of different modelling approaches. Section V highlights several examples of simulation setups where modelled power electronic devices are connected to a low voltage network. Different grid scenarios are tested and results for different real-time models are compared with respect to system control and functionality. In Section VII, practical suggestions of specific guidelines and modelling approaches are proposed. Finally, Section VIII concludes this article.

II. REAL-TIME SIMULATION SCENARIOS FOR POWER SYSTEMS

As explained in the introduction, the goal of this paper is to provide guidelines on how power electronics converters should be modelled when dealing with real-time simulation for power system applications. To this aim, we first define two test cases as well as a set of tests and of performance metrics that will be used to compare the considered modelling choices.

A. TEST CASES

The first test case is based on a single grid-connected converter depicted in Fig. 1. The second one is based on an increasing number of converters connected to the same feeder, as shown in Fig. 2.

Fig. 1 depicts the general structure of the modular architecture of a power electronic device. Different parts are interconnected by power and control signals and listed as follows: the power conversion part is marked in red, hardware parts indicated by orange color, and control systems are marked by blue color. Referring to the modelling process of power electronic devices, the degree of modelling depth can be adjusted according to required applications. The power conversion part may include topological and thermal properties as switching events of semiconducting components are modeled in depth. Alternatively, equivalent circuits can be applied for the implementation of power conversion or generation stages. Respective components of hardware parts are precisely modeled by means of equivalent inductors, capacitors, and resistors. In additions, models may include temperature effects and damping properties of respective components are modeled in depth.
passive components. With respect to control circuits, transfer function representations may be used for the purpose of simplified modeling. For detailed modeling, integrated controllers and related control algorithms tracking the error between reference and measured variable can be included, as shown in Fig. 1.

Fig. 2 depicts the second test case. This test case is based on the simplified representation of a low voltage distribution feeder, where power converters are individually added to step by step increase the complexity of the system. With the first test case, we will analyze how the different modelling levels and approaches considered affect the execution time of a single converter scenario. The goal of the second test case shown in Fig. 2 is to analyze how the considered modelling levels and approaches affect the execution time for a system of growing size. The focus lies on highlighting how specific modelling approaches affect differently the computational effort at the scaling of the system size.

The test case has been designed so that oscillations due to resonances and interactions between converter controllers are avoided. This type of analysis is extremely important for real-time simulation, since the real-time constraint is more often violated due to the size of the system than the complexity of the single converter model.

B. REFERENCE USE CASES IN LITERATURE
This section briefly summarizes the modelling techniques adopted in the literature, while performing power system studies. In particular, two common studies are considered in this paper, that are the frequency regulation and the fault ride through capability. Despite further study cases can be included, this paper wants to provide two explicite examples of how much the modelling can impact the simulation results and the computational time.

- Frequency regulation: This study is characterized by slow dynamics in the range of less than few Hertz, and involves mainly the exchange of active power. As a consequence, the level of modelling details in these cases is relatively low. Static or simplified dynamic models are employed in these studies, that are coupled with energy balance equations, such as the case for batteries [10], wind farms [11], [12], heating, ventilation and air conditioning (HVAC) [13], [14], market operations [15]. In [16], the HVDC system and the power network are represented with equivalent transfer functions, modelling the system inertia and generator model. This modelling has been considered sufficient for depicting the active power exchange among the HVDC and the system, neglecting the impact of reactive power on the frequency control.

- Fault Ride Through (FTR): In [17] a simplified linearized model of the doubly-fed induction generator (DFIG) turbine is developed to verify a newly proposed fault ride through approach. However, for certain applications, a more detailed representation of the converter is needed. As an example, in [18], the fault ride through strategy for a Multilevel Modular Converter (MMC) has been proposed, working on the switching status of its semiconductors. As a consequence, the full switching model of the MMC needs to be modelled. In [19], the fault ride through of generic voltage source converters has been proven by using a full switching model of the converter. Despite working more at higher control level, rather than at lower level PWM control, the authors wanted to have the highest accuracy possible, to be compared then with experiments.

C. METRICS
The two main aspects will be considered in evaluating the modelling approaches considered in this paper: execution time and accuracy. Regarding the execution time, a normalized value of execution time will be utilized as a metric, obtained using the execution time of a single converter modelled at the highest level of detail as base. To evaluate the accuracy, instead, we will compare the difference of the simulation results of each model with respect to ones from higher complexity models, as described in next Section III.

The accuracy of the presented models is compared by means of relative two-norm error index as below:

\[
E^J = \frac{\|x^J_i - x^{J+K}_i\|_2}{\|x^{J+K}_i\|_2} = \sqrt{\frac{\sum_{i=1}^{N_j} (x^J_i - x^{J+K}_i)^2}{\sum_{i=1}^{N_j} (x^{J+K}_i)^2}}
\]

where \(x_i\) is a generic electrical variable (for example active power) at time \(i\), \(N_j\) is the total number of time steps, \(J\) represents the chosen model between the ones shown in Fig. 3, and \(J + K\) represents the model with \(K\)-step higher accuracy than model \(J\). As an example, Model (c) is \(K = 2\) higher accuracy steps than Model (c).

This metric allows to understand if a further accuracy step is required for a specific power system study, or the chosen one gives already accurate results. If the two-norm error \(E^J\) between two models is smaller than a certain threshold (e.g. 1%), the \(J\)-level model can be chosen, while the \(J + K\)-level model may only increase the computational time without increasing the simulation accuracy.

III. MODELING APPROACHES
In general, many different approaches may be categorized, applied, and implemented for real-time based modeling as is well documented in literature [4], [5]. In this work, particular focus is set on the real-time modeling and implementation of power electronic devices for grid-connected applications. In contrast to work presented in [2], where power electronics modeling for non-real-time (or offline) simulators has been discussed, this work analyzes the implications of modeling under the constraints set by real time simulators.

As highlighted in Fig. 1, a converter device consists out of different subsystems and it is the aim of this work to point out the cascaded modeling process for each of these parts. Depending on the need of the modeling depth, several subsystems may be simplified or even neglected.
For transient scenarios, correct results can only be achieved when corresponding control subsystems with fast dynamics are included in the model and implemented accordingly.

Tab. 1 presents a summary of real-time models relevant for subsequent case studies. Their implementations include the integration of different control systems, primarily applied for smart grid applications. Starting from the simplest to the most complete one, these models have been categorized with crescent letter denomination, as listed in Tab. 1 and shown in Fig. 3.

- **Model (e)** consists of a complete representation of the power converter, including the switching elements and passive elements, such as the grid filter and DC link capacitors. The controller layers have been represented in details: the front-end converter is controlled in current. It receives its reference from an outer DC voltage control loop, and provide the modulation signal in output, that the PWM algorithm transforms in the gate signals for the semiconductor switches. The power flow is regulated by the energy source converter (e.g., a buck-boost or Dual Active Bridge converter that control the power flow in an energy storage system), here modeled as a power-controlled current source. An additional modeling layer can be added, including the thermal behaviour of the switching elements. This aspect can be critical for reliability studies [20], and it is strictly related to the converter power profile [21]. Further, model details of the energy source can be added at this stage. However, in order not to lose in generality in this work, the modelling of a particular energy source (e.g., photovoltaic, battery bank) has been omitted, and left for the specific modelling case.

- **Model (d)** differs from the Model (e) in the modelling of the power hardware. Instead of the semiconductor switches models, Model (d) adopts an average modelling approach, that averages the voltage across the semiconductors within one switching period $T_s$:

$$V(t) = \frac{1}{T_s} \int_{t-T_s/2}^{t+T_s/2} S_{1,...,n}(\tau)V_{dc}d\tau$$

where $T_s$ is the switching frequency of the converter, $S_{1,...,n}$ are the $S_i = \{0, 1\}$ switching signals of each semiconductor, and $V_{dc}$ is the DC-link voltage. As a result,
the control loops within model (d) remain unchanged. The PWM block is omitted and the modulation signal is amplified by the measured DC voltage $V_{dc}$ and sent to a controlled voltage source, that represents the average voltage output from the power switches.

- **Model (c)** neglects the dynamics of the converter DC link, incorporating the power controller in the front-end converter. This model starts with the assumption that the DC link capacitor bank is sufficiently big, or the phenomenon under observation is sufficiently small, to allow a decoupling between the AC and DC side of the converter.

- **Model (b)** simplifies the control loop, considering only the current controller of the converter. This simplification is assumed valid in the case where the phenomenon under observation is faster than the dynamics of the power controller, and therefore can be assumed static for the considered time window. The model includes a PLL allowing for the calculation and injection of current reference $I^*$ from a power set-point and the PCC voltage measurement $V_{s}$.

- **Model (a)** is an open-loop, equivalent current controller that injects the current reference $I^*$ with a certain dynamic determined by the time constant $T_{eq}$. This model does not include a PLL, thus can be used only within simulation software that provide a global angle.

### IV. EXECUTION APPROACHES

In actual state-of-the-art real-time simulators two type of functional devices are mainly used as computational units: CPUs and FPGAs. The purpose of this section is to provide an overview of current use of CPU and FPGA technologies for real-time simulation of power electronics systems.

In general, we can say that CPU based solutions offer higher flexibility and higher throughput due to the much higher clock frequency involved. At the same time, FPGA based solutions are becoming more and more relevant for highly dynamic investigations of real-time simulation of power electronics based systems. The growth in the use of FPGAs for the simulation of power electronics converters is due to mainly two reasons. Historically, FPGAs have been used in real-time simulation applications for the same reasons they were and are used in power electronics control solutions: input-outputs management and signal conditioning. For example, all major commercial real time simulators can sample gate signals at a frequency higher than the one of the simulation time step so to reduce the effect of inter time step switching events.

In this context, FPGA have been used also for preprocessing of the sampled data [22]. More recently, FPGA started being used also for computational purposes, directly solving part or the whole system model. The FPGAs structure provides an unique chance to maximize parallel execution also of very small computational tasks introducing minimal overhead and the very low latency ensures real time operation also with very small time steps of less than 1 $\mu$s.

As demonstrated in [9] and [23], FPGA can be used to achieve almost perfect parallelizability of the solution flow so that the time step used for the simulation became independent from the size of the system. In this way very detailed models of power electronics converters, also including switching device modelling [24], [25], can be executed for real-time system level studies. FPGA can also be used to accelerate CPU based simulation of complex converters (e.g. MMC) when very small time step execution is not required, as for example in [26]. Furthermore, FPGA based solvers, as demonstrated in [27], make also possible to solve those complex power electronics converter using very small time step such as 50 ns.

The major issue in the use of FPGA for real time simulation is the time-consuming and error-prone model development process. Compared to what is actually possible with CPU, the process is difficult to automate and it requires a significant involvement of the final user. To overcome these limits without sacrificing flexibility such as using pre-developed model scenarios, the use of High Level Synthesis (HLS) languages have become more popular in recent years. For a comprehensive review of recent development in FPGA based simulation of power electronics systems, also looking at device level modelling and at development tools (e.g HLS), please refer to [8]. Another limit of FPGA solution is given by the limited resources availability on the single FPGA. To overcome this limit multi-FPGA solutions have been developed for the purpose of simulating very large systems [28].

### V. SIMULATION EXAMPLES

The following section lays the foundations for the run-time comparison of selected, real-time based models. Each of the simulation setups is described in detail and a comparison of achievable run-times is performed. In addition, resulting alterations of the control behaviour of respective models are analysed for different grid scenarios.

In what follows, two selected, representative test scenarios are discussed and results are compared for the purpose of validated comparison. Firstly, the primary frequency regulation capability is demonstrated for all models. Secondly, the dynamic behaviour for a symmetrical three-phase FRT scenario is discussed for respective models.

#### A. PRIMARY FREQUENCY REGULATION

As an initial condition, each of the models is connected to an ideal, three-phase grid modeled by three single-phase voltage sources with a nominal line-to-line AC voltage value of $U_{LL} = 400$ V at a nominal frequency of $f_{nom} = 50$ Hz. Different models are all executed in real-time and results with respect to the primary frequency regulation are compared one to each other. The first three models are all average models with different implementations of control circuits, while the fourth model is given by a simplified transfer function model.

As a test scenario representing a fundamental functionality for grid-connected, active generation units, the primary frequency regulation is discussed. Figure 4 shows plots of
the line frequency and the active power of above-mentioned real-time models, respectively. Results show that each of the real-time models is capable of achieving the required dynamic behavior for a correct primary frequency regulation. A comparison of graphs shows that there is only marginal difference between applied models (i.e.: “model (d)”, “model (c)”, “model (b)”, and “model (a)”). Even if not being shown in Fig. 4, it may be noted that plots of all other models show similar behaviour and accurate results. Therefore, a simplification of the model can be applied without losing in representation fidelity.

For this basic test scenario, the power and frequency behavior of respective real-time models is almost identical. This outcome could be expected, and this simple case study has been chosen on purpose in order to demonstrate the validated dynamic behaviour for all models. Tab. 2 shows accuracy indices for each model as resulting figures for the primary frequency regulation test case.

### TABLE 2. $E^J_\%$. Accuracy indices for each model for primary frequency regulation test case.

<table>
<thead>
<tr>
<th>Model</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b)</td>
<td>1.09</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(c)</td>
<td>2.37</td>
<td>1.47</td>
<td>-</td>
</tr>
<tr>
<td>(d)</td>
<td>2.28</td>
<td>1.37</td>
<td>0.10</td>
</tr>
</tbody>
</table>

---

the modelling depth of selected models. Two test scenarios are considered: Firstly, a symmetrical voltage dip from 1.0 p.u. to 0.7 p.u. with a fault duration of 100 ms is tested. Secondly, a voltage dip from 1.0 p.u. to 0.3 p.u. with a fault duration of 100 ms is discussed.

For each of the FRT tests, three models have been selected and results are discussed for models: “model (e)”, “model (d)”, and “model (c)”. Since model (e) includes not only all control circuits but also switching components, it is assumed that this model will show optimum performance for high transients. For average models (d) and (c), different tracking behavior during transients are expected for the real-time models. For all figures, graphs are marked with the following colors: “model (e)” is marked by the black color, “model (d)” by the red color, and “model (c)” is marked by the blue color.

During FRT events, control circuits of active devices are tested for the correct functioning and accurate behavior. Alongside the accurate control of positive sequence voltages and currents, the corresponding active, reactive, and apparent power values has to validated. Under these transient conditions, instability may occur when control circuits are ill conditioned or improperly configured. Furthermore, the signal accuracy represents an important criterion to assess the real-time performance of the related models. The latter is related to the modeling depth and the quality of the executed model. Stability and accuracy of real-time models are discussed for different FRT scenarios.

1) FRT TEST CASE 1 (SYMMEtRICAL 3-PHASE LVRT; $U = 0.7$ p.u.)

For the first FRT test case, initial conditions are defined as follows: each model is connected to an ideal, three-phase grid modeled by three single-phase voltage sources with a nominal line-to-line AC voltage value of $U_{LL} = 400$ V at a nominal frequency of $f_{nom} = 50$ Hz. Before, during, and after the fault, the active power setpoint is set to 0.5 p.u., while the reactive power setpoint is set to 0 p.u.

As can be noted in Fig. 5, as soon as the voltage dip is applied, the active power injection surges, due to an initially uncontrolled current in-rush. As consequence, the power controller-loop in all three models tries to restore the power output to the initial conditions. However, this occurs with different dynamics, depending on the models. While the model (e) and model (d) do not differ in the power dynamic, model (c) shows a more damped behaviour, reducing the second power swing during the transients. This can be noted also during the voltage restoration at 0.4 s.

Similar results can be found in the reactive power plot in Fig. 6, where model (c) shows an overdamped dynamic with respect to the reactive power profiles in model (e) and model (d). The reason of such behaviour can be found in the DC link modelling difference. Whereas in model (e) the DC link is fully modeled, and in model (d) its dynamics are represented with an average model, in model (c) it is
neglected. As a consequence, the DC voltage dynamic, shown in Fig. 7, and its related controller are not considered.

A comparison of results in Figs. 5, 6, and 7 shows that the dynamic behaviour of models (d) and (e) is not significantly different when considering respective time constants at the start and at the end of the voltage dip. Since model (e) is a true switching model, the DC link voltage and also the reactive power show higher noise. However, the signal average of model (e) shows identical amplitudes compared with model (d) except for transient in-rush scenarios. When analysing results of model (c) it must be noted that time constants of transient scenarios are higher and the dynamic behaviour differs for models (d) and (e). In the same manner, signal amplitudes of model (c) for transient scenarios are not accurate and show lower values, in general. For steady state behaviour, all models (c), (d), and (e) show accurate results and reproduce correct DC voltage signals as well as active and reactive power signals. Results show that stability for the FRT test case 1 with configured grid voltage dip settings could be achieved for respective models. Tab. 3 presents resulting accuracy indices for each model for FRT Test Case 1.

2) FRT TEST CASE 2 (SYMMETRICAL 3-PHASE LVRT; $U = 0.3 \, \text{p.u.}$)

The limitations in neglecting the DC link dynamics are more evident in this second case. For the second FRT test case, identical initial conditions are given as for the FRT test case 1. As unique difference to test case 1, the applied voltage drop is increased from 0.3 p.u. to 0.7 p.u. with respect to the nominal voltage.

In contrast to the FRT test case 1, where only damping differences have been noted, in test case 2 the stability of the converter has been compromised. As can be noted in Figs. 8 and 9 for the active and reactive power, respectively, model (e) and model (d) destabilize after a short transient, on the opposite of model (c), that tries to restore the initial conditions. The reason can be found in the DC link modelling. Neglecting the DC link model, model (c) does not see the impact of the low DC link voltage conditions of model (d) and model (e) as shown in Fig. 10. Due to the voltage drop severity, the converter transfers a sufficient amount of energy to deplete the DC link capacitors, and thus their voltage drops below the AC voltage peak. As a consequence, the converter goes out from the linear control region, destabilizing after few milliseconds. It can be concluded that stability could not be achieved for all models for the FRT test case 2.
When comparing results to FRT test case 1, modified stability properties are caused due to the higher value of the applied voltage dip, which results in an uncontrollable state of the control of respective models.

VI. COMPUTATIONAL TIME ANALYSIS

In this section, the required computational time for simulating each model in real time has been calculated following the benchmark described in Section II, and depicted in Fig. 2.

To assess the execution time of each model, the converter is connected directly to a voltage source, and then it is compiled and executed on an OP4510 real-time simulator using the software RT-LAB. The monitoring tool of RT-LAB allows selecting 100 consecutive simulation time steps during the simulation, and calculate the average, minimum and maximum model execution time within these 100 time steps. This tool allows users to assess their model computation requirements in order to avoid over-runs for real-time simulations. Although this approach cannot provide an exact computational effort calculation and depends on the used hardware, it can provide a good estimation of the relative required execution time for each model, which is the scope of this work. Without losing in generality, the results of this section can be transferred to other simulation platforms. Despite some changes in the absolute results, the required computational time trend should not suffer from substantial deviations.

In this case, the parallel connection through a 0.1 Ω resistance of up to 15 converters has been considered. In FIGURE 11, the results of this analysis are normalized with respect to the required computational power of a single converter of model (e).
converters. From the results in FIGURE11, the following conclusions can be drawn:

- The complexity of the controller has little to no impact on the required simulation time. Model (b), (c), and (d) computational times do not change noticeably when varying the number of parallel converters.
- The use of open-loop, current source-based models can be greatly beneficial to large scale simulations, such as frequency regulation studies. A 3-times computational speed factor lies between the other average models and model (a), making the latter more suitable for such studies.
- The computational time does not increase linearly with the number of converters, but it shows a parabolic growth, which acceleration factor varies between current-sources and voltage-sources based modelling approaches.
- Model (e) computational time growths non-linearly after only few parallel converters are considered.

VII. MODELLING RECOMMENDATION FOR REAL TIME SIMULATIONS

This section concludes the modelling work, proposing guidelines for engineers on the modelling of power converters for digital real time simulation applications.

A. RECOMMENDATION FOR MODELS CHOICE

Two aspects have been addressed, related to CPU-based and FPGA-based simulations. The following recommendation can be made for CPU-based simulations:

- Model (e) can be represented in CPU-based solver only if the ratio between switching frequency and real time simulation time-step is higher than 10. This is a safety rule to be able to represent carefully the dynamic spectrum of the converter (i.e., switching frequency). Considering the relatively high required computational time (2.61 µs), only few converters are recommended to be simulated in CPU-based simulations. If higher switching frequencies are presents, FPGA solutions shall be considered.
- Considering the low impact on the simulation time-step, model (d) shall be preferred over model (c) and (b). It increases the model accuracy, while no impact on the required computational power has been noted.
- If large scale simulation shall be performed, model (a) represents a viable option, considering the low requirements for computational power. Model (a) shall be recommended only if the analyzed system dynamics are several magnitude order slower than the internal current control of the converter (e.g., for primary frequency studies).

In general for system level studies, CPU based solutions are still the recommended choice. FPGA solutions are recommended when:

- the analysis objective require a model of model (e) type and a switching frequency above 20 kHz is used, e.g. [29],
- independently on the model used for the power electronics converter the dynamic of interest are governed by very small parasitic values. For example, in [30] a platform for testing of DC protection has been developed, in this case the very small time step used was required by the short cable considered and not by the switching frequency.

To conclude, another application for which FPGA based solver appears as a suitable solution is the real-time analysis of common mode effect. This has not been yet verified.

B. APPLICATION GUIDELINES FOR POWER SYSTEM STUDIES

As a conclusion of this work, Table 4 proposes an application guideline for choosing a proper model for specific power system studies, where it is possible to appreciate the different trade-off in terms of complexity and computational effort. In Table 4, the power system studies are allocated from the slowest (on the left) to the fastest dynamics (on the right). As can be noted, the power system dynamic affects the model choice:

- Frequency Regulation: dynamics in the range of few Hertz are involved, leaving only the slowest control loops (e.g., power loop) in the front-end converter that can influence the system dynamics. Considering also the system size for these studies, models from a) to (c) are recommended.
- Reactive Power Provision: the reactive power provision can reach up to several hundreds of Hertz dynamics. Model (a) can be excluded from these studies, as well as Model (d), due to the low influence of the DC-link in the service provision (assuming a stable regulation of DC voltage). Models (b) and (c) are recommended for these studies, considering that the power and current loops are directly involved in the provision of reactive power.
- Grid forming: for grid forming converters (e.g., wind turbines converter, Smart Transformer) the outer loops, such as the voltage/power control, play a fundamental role. For this reason, Model (b) shall be excluded from this analysis, and only Model (c) and (d) are recommended.
- Islanding: in islanding detection strategies, controlled active and reactive power disturbance are inserted in the system, to verify the islanded condition. It follows that the power loop (Model (c)) and DC-link voltage loop (Model (d)) are fundamental to achieve accuracy islanding detection algorithm results.
- Fault Ride Through: as demonstrated in this work, the results accuracy for fault ride through studies depends on the DC-link status. If low AC voltages are reached, the DC link voltage may drop leading to an unstable converter condition. As a conclusion, while Model (d) provides good accuracy in the results, Model (c) cannot
The modeled converter data have been listed in Table 5, and provide a proper model choice depending on the power system study has been proposed, where in Table 4 the recommendation for with reference to scalability. Finally, a modelling guideline possible challenges that may emerge in the model selection voltage controllers are PI in FIGURE 3 is a |  

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Power $P_n$</td>
<td>10 kW</td>
</tr>
<tr>
<td>Nominal Voltage $V_n$</td>
<td>230 V</td>
</tr>
<tr>
<td>Converter side $L_C$</td>
<td>0.85 mH</td>
</tr>
<tr>
<td>Converter side $R_C$</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td>Grid side $L_G$</td>
<td>0.5 mH</td>
</tr>
<tr>
<td>Grid side $R_G$</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td>Filter Capacitance $C_f$</td>
<td>5.5 μF</td>
</tr>
<tr>
<td>Filter Damping $R_f$</td>
<td>2 Ω</td>
</tr>
<tr>
<td>DC Capacitor $C_{dc}$</td>
<td>5 mF</td>
</tr>
<tr>
<td>DC voltage $V_{dc}$</td>
<td>750 V</td>
</tr>
<tr>
<td>Current Controller P</td>
<td>2.5 p.u.</td>
</tr>
<tr>
<td>Current Controller I</td>
<td>150 p.u.</td>
</tr>
<tr>
<td>Power Controller P</td>
<td>5 p.u.</td>
</tr>
<tr>
<td>Power Controller I</td>
<td>200 p.u.</td>
</tr>
<tr>
<td>DC Controller P</td>
<td>0.7 p.u.</td>
</tr>
<tr>
<td>DC Controller I</td>
<td>135 p.u.</td>
</tr>
<tr>
<td>Time Constant $T_{eq}$</td>
<td>20 ms</td>
</tr>
</tbody>
</table>

represent fully the study behaviour. Model (e) can be applied in this case for a full representation of the study, however, it comes to a higher computational time cost.

- Faults: a converter fault current contribution depends on the energy stored in the passive elements (both AC and DC) and on the switching elements blocking capability. For these reasons, average models (from (a) to (d)) are not suitable for these studies, and only a full-switching model (e) can fully represent the fault current behaviour.

VIII. CONCLUSION

This paper presented a rather comprehensive set of guidelines for developing real time simulation of power system scenarios with high penetration of power electronics. Starting from the definition of 5 categories of models, a quantitative analysis is performed with reference to two meaningful system level studies. The quantitative evaluations allow the user to understand the modeling compromises in moving from one level of details to another. The accuracy analysis reported in Table 2 and 3 has been then enriched by a computing time analysis in Figure 11 which help the users understanding the possible challenges that may emerge in the model selection with reference to scalability. Finally, a modelling guideline has been proposed, where in Table 4 the recommendation for a proper model choice depending on the power system study is provided.

APPENDIX

The modeled converter data have been listed in Table 5, in order to allow reproducibility of the results. The filter $Z_f$ in FIGURE 3 is a LCL filter. The converter current and DC voltage controllers are PI controllers and they have been tuned following the indication in [31] on cascaded DC and AC controller for power converters.
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