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Abstract

This paper is concerned with the rigorous error analysis of a fully discrete scheme
obtained by using a central fluxes discontinuous Galerkin (dG) method in space and
the Peaceman—Rachford splitting scheme in time. We apply the scheme to a general
class of wave-type problems and show that the resulting approximations as well as
discrete derivatives thereof satisfy error bounds of the order of the polynomial degree
used in the dG discretization and order two in time. In particular, the class of problems
considered includes, e.g., the advection equation, the acoustic wave equation, and
the Maxwell equations for which a very efficient implementation is possible via an
alternating direction implicit splitting.

Mathematics Subject Classification 65M12 - 65M15 - 65M60

1 Introduction

In this paper we consider the rigorous error analysis of a fully discrete alternating
direction implicit (ADI) scheme for a general class of wave-type problems. In partic-
ular, we analyze the full discretization obtained by using a method-of-lines approach
comprised of the Peaceman—Rachford scheme in time [37] and a central fluxes dis-
continuous Galerkin (dG) discretization in space [5,20] in a rather general framework.
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Given an initial state #° we seek the solution u of the wave-type problem

M8,u=fu+g, Ry x @, (1a)
u(0) = u’, Q, (1b)
on an open, bounded and connected Lipschitz domain in Q C Rd, d=2,3,...,sup-

plemented with suitable boundary conditions. The latter will be incorporated into the
domain of the spatial differential operator L. In (1), M € L (£2)™>*™ is a symmetric
and uniformly positive definite material tensor and g € C(R+; L2(Q)™) is a source
term. The operator L is a Friedrichs’ operator [13] given by

d
Lu=Y" Lidu+Lou, LieR"™", i=0,....4d,
i=1

where the partial derivatives are to be understood in a distributional sense. The assump-
tion that the coefficients Lo, ..., L4 are constant is posed for the sake of presentation.
However, we point out that all results hold true for more general coefficients fulfill-
ing suitable regularity assumption, cf., [29] for details. To obtain a wellposed (and
energy-dissipating) problem in this constant coefficient case, it is sufficient to assume
that the symmetric part of L is negative semi-definite, i.e., xT(Lo + LOT)x < 0 forall
x € R™, and that the remaining coefficients L1, ..., Ly are symmetric [5,23]. Note
that it is possible to drop the condition on L¢ and still get a wellposed, albeit only
shift-dissipative, problem. The class of problems described by (1) comprises, among
others, the advection equation, the acoustic or elastic wave equations, and the Maxwell
equations, cf., [2,3,5,29].

In this paper, we employ the framework of (abstract) evolution equations. This
allows us to study the wellposedness of (1) within the well-understood and extensive
theory of linear semigroups [36]. Moreover, one can then formally apply time inte-
gration schemes designed for ordinary differential equations, such as Runge-Kutta
schemes or the Peaceman—Rachford scheme used here, in a straightforward way. We
thus eliminate the material tensor M in front of the time derivative to obtain

oru =JLu—+ f, R+ x , (2a)
u(0) = u®, Q, (2b)

with f =M “loandLu=M -1 Lu. By this reformulation, £ inherits the structure
of L and we thus refer to this operator as a Friedrichs’ operator as well.

We analyze a fully discrete Peaceman—Rachford ADI scheme for the numerical
solution of (2). ADI schemes are a class of splitting schemes first proposed for the heat
equation discretized by finite differences in [37]. The main idea is to split the spatial
differential operator oL in terms of the spatial directions. Combining this splitting with
a suitable time integration method, such as the Peaceman—Rachford scheme, results
in an unconditionally stable integrator. The main feat of the resulting scheme is that
each timestep can be performed at about the cost of an explicit integrator, which
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makes it extremely efficient. Roughly speaking, this efficiency is achieved by splitting
in such a way that only partial derivatives in one spatial direction occur in each of
the split operators, essentially decoupling the one-dimensional flows. Of course, this
severely restricts the class of problems to which the method can be applied efficiently.
One main restriction is that the problem has to be considered on cuboidal domains
(or unions thereof). Further, up until recently, the method was basically restricted to
finite difference discretizations of the heat equation or the acoustic wave equation,
both in two dimensions, where the appropriate splitting can easily be deduced [37].
There are varieties, where more than two split operators are considered to tackle
higher dimensions, see e.g., [15,27]. However, this results in a scheme that is only
conditionally stable, hence losing a very favorable property of ADI schemes.

Rather surprisingly, in [33,45], a novel ADI splitting into two operators for the
full 3D Maxwell equations was proposed for finite differences time domain (FDTD)
discretizations on the Yee grid [43]. Consequently, this ADI-FDTD method received
a lot of attention and gave rise to several variants. For instance, more efficient imple-
mentations can be found in [4,14,16,25] and energy preserving variants in [7,17,18],
see also the references given in these papers.

Motivated by this new splitting, in [22], the authors of this paper identified a general
class of problems of the form (2) and their space discretizations which admit a splitting
that leads to an efficient ADI method with only two split operators, while preserving
unconditional stability. Since this class only comprised diagonal material tensors, it
was extended to more general tensors in [29].

Further, in [41] and the recent review [42], the Peaceman—Rachford and other,
related splitting schemes were rewritten into a formulation referred to as fundamental
implicit scheme. This reformulation avoids applications of the discrete operators on
the right-hand side leading to an even more efficient scheme. One can directly apply
these ideas to the scheme considered here and in [22], since it exhibits the exact same
structures exploited in [41,42].

Unfortunately, finite differences in space prevent a rigorous error analysis under
realistic regularity assumptions on the approximated solution. Hence, in [22], we
combined the Peaceman—Rachford scheme with a dG discretization in space, cf.,
[5,20]. We showed that if a tensor-structured grid is used, the fully discrete method
exhibits runtime behavior similar to the finite difference version. In particular, one step
can be performed in linear complexity w.r.t. the number of elements used in the mesh.
Here, we supplement these computational investigations by a rigorous error analysis
of the scheme used in [22].

There are already some results on the stability and convergence of the Peaceman—
Rachford scheme applied to finite difference space discretizations, cf., e.g., [12,18,25,
26,31,38]. However, these results rely on strong regularity of the exact solution. So
far, we are only aware of one publication that provides rigorous error bounds under
realistic regularity assumptions, namely [19]. However, these results seem not to be
applicable to the setting we consider here, because they rely on the assumption that
norms of some concatenations of the discrete operators are bounded independently of
the discretization parameters. To our knowledge, this is not the case here.

Besides full discretization results, there exist several rigorous semidiscrete analyses
for the Peaceman—Rachford scheme applied to the Maxwell equations interpreted as
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an abstract Cauchy problem. In [21], the homogeneous and in [6,8,9], the inhomo-
geneous and damped equations were considered. Further, in [44], a detailed analysis
of the abstract Maxwell problem with jumping material parameters was performed,
providing error bounds of order 3 /2 for suitable data. We point out that all these results
pose assumptions only on the data, as opposed to the analysis carried out here, which
assumes regularity of the exact solution. However, the regularity analysis carried out
in [6,8,9,21] can be used to defer these assumptions to the data in the particular case
of Maxwell equations.

The analysis we present here is based on the fact that the Peaceman—Rachford
scheme can be interpreted as a perturbation of the Crank—Nicolson scheme. Hence,
we were able to extend techniques established in [24,40]. These techniques were
originally developed for a locally implicit time integration scheme but also apply
to the full discretization obtained by the Crank—Nicolson and the leapfrog scheme,
respectively. In fact, our extension of these techniques can also be applied to other
perturbations of the Crank—Nicolson scheme in a straightforward manner.

Further, based on a stronger stability result for abstract evolution equations given
in [28], we identify suitable approximations to the first-order derivatives in space
and time of the solution of (2). We show that, if the solution is sufficiently regular,
these approximations fulfill error bounds of the same order as the approximations
to the solution given directly by the scheme. We point out that these results can be
generalized in a straightforward way to other schemes that can be analyzed by the
techniques from [24,40]. As far as we are aware of, such results were not given before
in the literature. Nevertheless, we would like to mention that related error bounds in
a discrete H'-norm were achieved for finite difference methods under much stronger
regularity assumptions in [16,17].

In [23], as a preliminary work to the analysis of the full discretization of (2), we
analyzed the error of the spatial semi-discretization by a central fluxes dG method
[5,20]. However, in contrast to [23], in this paper, we directly define and formulate
all our results in a weighted L’-inner product incorporating the material tensor M
instead of the standard one. This approach appears to be more natural for our analysis.
Further, by stating the required polynomial approximation results in this weighted
inner product, we could eliminate Assumption 4.2 in [23]. As a consequence, all
results now apply to more general material parameters, e.g., piecewise Lipschitz or
piecewise smooth instead of piecewise constant ones. Since most proofs in [23] directly
generalize to this weighted setting, we do not present them in detail here again.

Lastly, note that our analysis is not restricted to the class of problems which allow for
an efficient ADI splitting cf., [22] for details. In fact, these restrictions are only neces-
sary for the efficiency of the method, not for the numerical analysis of the discretization
scheme. Hence, our results also hold for more general problems and geometries of the
domain, cf., Sect. 4.1.

The paper is organized as follows. After providing some notation, in Sect. 2, we
present the analytical framework used for our analysis and show wellposedness of
(2). Subsequently, in Sect. 3, we briefly present the spatial discretization employed
in our method-of-lines approach. Section 4 starts by providing suitable splittings,
which are then used to fully discretize (2) by using the Peaceman—Rachford method
in time. In this section we also show unconditional stability of the scheme and identify
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approximations to the first-order derivatives in space and time of the solution of (2).
Then, in Sect. 5, we present our main results, which show rigorous error bounds for
both the approximations directly provided by the scheme as well as the aforementioned
approximations to the derivatives. We conclude with numerical experiments verifying
our theoretical results in Sect. 6.

Notation

In this section, we introduce the basic notation used throughout the paper.
The distributional partial derivative in ith coordinate direction of R? is denoted
by 9;,i = 1,...,d. Given a multi-index o = (&, ...,04) € Ng we write 0%y =

o€ Ng by |«|. For vectors and matrices these derivatives act componentwise.

Given two real Hilbert spaces (X ( . | . )X) and (Y, ( . | . )Y), we denote the set
of all bounded operators from X to Y by 5(X, Y). The identity operator on a Hilbert
space is denoted by Z. We write the dual space of X as X’ and denote the canonical
dual pairing between X and its dual by (- | -): X' x X — R.

In Sect. 2 we will restrict a Friedrichs’ operator A to its domain D(A), which
incorporates the boundary conditions in such a way that the restriction becomes max-
imal dissipative. Then, we define the domain of the concatenation of two Friedrichs’
operators A and B as D(AB) = {v € D(B) | Bv € D(A)} and extend this
definition recursively to more than two operators.

For the remainder of this section, let K C R? be open and F C K. The set of
polynomials of degree at most k € N on K is denoted by QZ(K ).

Given two vector-valued functions u,v € L%*(K)™, we denote the (standard)
L*(K)-inner product by

(u’v)L2K=/u-vdx,
’ K

and for F C 0K and U V| € L2(F )™, we denote the surface integral over F as

= . do.
(]0) = [, -vyp 0o

For the analysis, we also need the following inner product weighted by the material
tensor M given by

(“ ‘ U)K = (M” ’ U)LZ,K'

By the properties of M, the weighted and L>-inner product are equivalent and thus,
the space (L?(K)™, (- | -),) is a Hilbert space. The norms induced by these inner
products are denoted by || - |2, k. || - Ik and || - ||, respectively.

The L2?-Sobolev spaces on K are denoted by H4(K), g € Ny, and we equip them

with the norms

@ Springer



M. Hochbruck, J. Kéhler

q
2 2 2 2 .
lolz x =D Wk, =Y l0%I%, j=0,....q,
ot

la|=j

where o € Ng is a multi-index. Note that we use the weighted L2-norm, not the
standard one, to define the Sobolev-norms. However, by equivalence, these spaces can
be identified. Further, note that ¢ = 0 yields the corresponding (weighted) L2-space.

We denote the spectral norm of a matrix A € R™>" by || A||. Given a square matrix-
valued field A € L°°(K)™*™, the essential supremum of the spectral norm of A is
denoted by

[Allco, x = ess sup [[A(x)].

xek

Lastly, by W?*°(K), ¢ € Ny, we denote the L°°-Sobolev spaces on K and for
A € WT-R(K)™*™M we write

Allg.00,x = max [[3%Alloo,k -
loe|<q

2 Analytical setting

In this section, we briefly present some properties of Friedrichs’ operators and systems
of the form (2). We refer to [2,5,11,23] for most of the details.
The graph space of a Friedrichs’ operator L is defined as

H(L) ={veLl>(Q)" | LveLl?(Q)").

As a straightforward consequence of [5, Lem. 7.2], the graph space H (<L) together
with the (weighted) graph norm

I-lle=1-lle+ 1L e

form a Hilbert space and by definition we have L' € B(H (L), L?(2)™). The notation
H (L) for the graph space is inspired by H (div) and H (curl), which are important,
since they arise for the wave and Maxwell equations, respectively.

In this weak setting, the meaning of boundary values is not clear. In order to still
get hold of them, we need to introduce a more general concept of boundary values.
For this, we first need to define the formal adjoint of L.

Definition 2.1 We call L® € B(H (L), L?(2)™) defined via
d
ML®y = — Z Lidiu+ Lo u
i=1

the formal adjoint of L.
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The formal adjoint .L'® allows us to define the following boundary operator, which is
the aforementioned generalization of boundary values.

Definition 2.2 We call Ly : H(L) — H (L) defined by
(£3u|v)=(c€u|v)9—(u|£®v)9 forall u,v € H(L) 3)

the boundary operator associated with L.

Basically, (3) is a generalized integration-by-parts formula. Further, note that the
boundary operator L3 is symmetric and bounded, i.e., Ly € B(H(L), H(L)'), cf.,
[11, Lem. 2.2].

Boundary conditions in this framework are implemented by incorporating them into
the domain of the operator -£. To this end, we follow the procedure in [11, Sec. 2.1]
and assume the existence of the following abstract boundary operator.

Assumption 2.3 There exists a bounded operator LT € B(H (L), H(L)") with
(Lrv|v)<0 forallve H(L), (4a)
H(L) = ker(Ly — L) + ker(Ly + LT). (4b)

Since the kernel of a bounded operator on a Hilbert space is closed, both ker (L5 —oLT)
and ker (L3 + Lr) are Hilbert spaces if endowed with the graph norm of L.

To show wellposedness of (2), we use semigroup theory. Hence, we define the
domain of L as D(L) = ker(Ly — JLT). In fact, if restricted to this space, L is
maximal dissipative [23, Thm. 3.5]. Note that D (L") can be seen as the subspace of
H (L) in which the boundary conditions defined by LT are incorporated.

As a direct consequence of the maximal dissipativity, the famous Lumer—Phillips
Theorem [10, Thm. II.3.15, Cor. 11.3.20] implies that the restriction £’ Ip ) is the

generator of a contraction semigroup, which we denote by ( e'L ) /0 Thisimmediately
yields the following wellposedness and stability result, see [36] and [28, Lem. 2.4] for
the second stability bound.

Corollary 2.4 Let f = fi + fo with fi € C'(Ry; L2(Q)™) and f> € C(Ry; D(L)).
Then, for a given initial value u® € D(L), there exists a unique solution u €
C'(Ry; L2(Q)")NCRy; D(L)) of (2) given by the variation-of-constants formula

t
ut) =L u + / 9L f£(s)ds.
0
Further, we have the stability bounds

t
lu@®le < u’lq +/0 If()leds,
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and
lou®lle + ILu®)la

1
<3(ILu’lg + max If () la +f 18 f1($)ll + £ f2()ll2 ds).
0

3 Spatial discretization

We use the dG method with central fluxes to discretize the Friedrichs’ operator L. The
content of this section is a brief presentation of previously established results (mostly
from [11,23,29]), hence we omit the rather technical and lengthy proofs.

To avoid taking domain approximation into account, in the following, we assume
Q2 to be polyhedral. Given a mesh 7; of 2, we denote the diameter of an (open)
mesh element or cell K € 75 by hg. The index i = maxge7; hg denotes the
maximal diameter of all elements in 7; or meshsize of 7. To keep the notation of
mesh-dependent norms concise and intuitive, we further define the piecewise constant
function h € L*°(2) by h|1< = hg forall K € 7;.

Since we analyze the approximation error w.r.t. /1, we consider a sequence of meshes
Ty = (Tﬁ) e Where H is a countable collection of positive numbers 4 < 1 with 0 as
only accumulation point. To investigate the aforementioned error, we have to ensure a
certain quality of the meshes as the meshsize approaches zero and we therefore assume
that 77, is admissible in the sense of [5, Def. 1.57]. This means that the mesh sequence
is shape and contact regular and has optimal polynomial approximation properties.
We denote the regularity parameter of 73 by p.

The faces of a mesh 7 are collected in the set Fj = f}lm U fznd, which is decom-
posed into the set of interior faces or interfaces .7:}1“‘ and the set of boundary faces ﬁ“d.
Further, for each K € 7; we introduce the subset of faces that compose the bound-
ary of said element as ]-"/If and denote the maximum number of faces per element by
Ny = maxke7; |fllf |. Note that this number is bounded independently of i € H due
to the admissibility of 77, cf., [5, Lemma 1.41].

We denote the outward unit normal vector to an element K € 7; by nX. Addi-
tionally, we define a face normal vector to each face FF € F5; denoted by nf in the
following way. Given a boundary face F € ,ind, we simply define n" as the outward
unit normal vector to I". For each interface F € f}{”, we denote the two neighboring
elements w.r.t. F' arbitrarily by K IF and K f and fix this choice. The face normal vector
n’" is then defined as the outward unit normal vector to K{ .

Next, we denote the discrete approximation space consisting of broken polynomials
of degree at most k in each variable by

Vi = {v e L*Q) |v|, € Qj(K) forall K € T }".
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Throughout the rest of the paper, we denote objects contained in or mapping into the
discrete space Vj in bold face. In particular, we slightly deviate from the notation
introduced in the beginning by denoting the identity on V}; by Z.

Remark 3.1 To keep the presentation concise, we consider polynomials of the same
degree on each element K € 7;. Note, however, that the dG method can easily
handle different polynomial degrees on different elements and all our results can be
generalized to this case in a straightforward manner. Further, there is more freedom in
choosing the discrete spaces, e.g., polynomials of total degree at most k. More details
on this can be found in [5, Sec. 1.2.4.3].

As a consequence of the admissibility of 77;, some important properties of the discrete
spaces can be inferred. In particular, since admissibility implies shape and contact
regularity, the inverse inequality and the discrete trace inequality
IVollx < Clllh"vlk, and  vllF < Cellh™" vk, )
respectively, hold for all K € 7, F € }';f [5, Lem. 1.44 & 1.46]. We point out that
the result on the elements is originally stated in the standard L2-inner product, not the
weighted version used here. However, by equivalence, it also holds in this setting. The

inverse inequality (5) further implies a similar inequality for the Friedrichs’ operator
L instead of the gradient, namely

L]k < CrCiyllh Wi, K eTp, (6)

where C; = max;—q, 4 [|M~">L; M™% .k and Cipy = «/EC{HV + 1.

To identify a best approximation in Vj; to some L>-function (in some sense), we
define the (weighted) L2-projection 7, : L2(Q)" — V4 w.rt. the weighted inner
product (- | - ), such that for v € L2(2)" we have

(v—mpv |(,o)Q =0 forallg € Vj.
The error caused by this projection is then denoted as

e, =V — THV. @)

Since the mesh sequence 73 is admissible and hence possesses optimal polynomial
approximation properties in the sense of [5, Def. 1.55], we are able to infer bounds
that measure the quality of this approximation. However, since we use a weighted L>-
projection and the necessary results [5, Lem. 1.58 & 1.59] are given for the standard
one, we can not immediately apply them. Still, the next lemma shows that these results
also hold in our setting.
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Lemma3.2 Forallh e H, K €Ty, F € }'f and v € H‘f“(K) the projection error
el satisfies

1 1/2
leXlx < Crlh? i1k, llellr < CaplhdT 0] 441 &,

where Cy and Cy y are independent of K and h.

Proof To prove this, one shows that, by the properties of M, the projection error
7y w.r.t. the weighted inner product yields the same quality of approximation as the
standard L>-projection w.r.t. || - | 12,k - Using the equivalence of the weighted and
standard norm then yields the claim. We omit the details. O

We aim to approximate functions in space by elements of the discrete approximation
space Vj. These discrete functions can be discontinuous along element borders but
are polynomials on the elements. Thus, they are apt to approximate functions that are
sufficiently smooth on the elements. The broken Sobolev spaces defined by

HY(Tp) = {v e L*(Q) | v|,, € HI(K) forall K € Tz}, q € N,

contain such functions. They are Hilbert spaces if endowed with the norm

q
2 2 2 2
“v”% i Z |v|j» 1’ lvlq,Tﬁ = Z |v|q,K'

Jj=0 KeT;

Since neither functions contained in the discrete approximation space Vj, nor those
contained in the broken Sobolev spaces HY(7;) need to be continuous across the
boundaries of mesh elements, their evaluation at these boundaries is not well-defined.

Thus, for an interface F € f}{“, we write V| F and V| F for the limit of a function
1 2

v approaching F from K f or KX respectively. With this, we define the average and
the jump of a function v across an interior face F € F" as

Vigr + Vlks

follr = 5

and [[U]]F:v|1<f_v|1<2f’
respectively. These values serve as a measure for the discontinuities of the discrete
functions and are used to establish coupling between the otherwise decoupled elements

in the discrete problem.
Lastly, analogously to the broken Sobolev spaces H?(7y;), we define the spaces

W (T ™ = [ A € L®(Q)™ " | A|K € WL (K)Y"™ "™ forall K € Ty },
q € Ny, together with the norm

A 7, = max |A K-
1Allg,00,7 ax 1 Allg,00,
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3.1 Friedrichs’ operators in the discrete setting

To define the discrete operator, it is convenient to have a more concrete representation
of boundary values than the abstract boundary operator L3 from Definition 2.2. To
achieve this, we restrict ourselves to spaces whose elements admit square-integrable
traces — in contrast to those of H (L. In particular, we consider the intersection of
H (L) and the broken Sobolev space H '(73). Then, the abstract boundary operator L3
can be expressed by means of the usual integration-by-parts formula (on each element
K € 7). Namely, by [23, Lem. 4.3] for v, w € HY(T;), we have

d
(£v|w)K—(v|£®w)K:(L§v|w)3K, LK:anLi,
i=1

and, for v, w € H(L) N H'(Ty), Definition 2.2 of L3 hence yields

(Lov|w)= 3 (Lgv|w)

KeTy

Note that Lg( € L>®(0K)™*™ for all K € 7j. Further, since we later on work on

individual faces, we define the boundary field LaF € L®(F)™*™ oneach face F € Fy,
via

d
F_ Fr.
Ly = E n; L;.
i=1

Following the same line of reasoning, it is convenient to also have a representation
of the abstract boundary operator LT in terms of boundary fields. This is achieved by
making the following assumption, which is in fact fulfilled in many practical situations.
We refer to [11, Sec. 5] for some examples.

Assumption 3.3 The boundary operator LT is associated with a matrix-valued bound-
ary field Lr € L°(I")™*™ such that for v, w sufficiently smooth we have

<£rv | u)) = (Lrv | w)r.

Lastly, we give an auxiliary result needed to bound defects occurring in the error
analysis of the fully discrete scheme. It can be proven by multiple applications of the
product rule applied to £ = M~'L and exploiting that Lis composed of constant
coefficients and first-order partlal derivatives.

Lemma3.4 Letg > 0, v € H(L) N HIT(T)™ and M € W9 (Tz)"™ ™. Then
Lv e HI(T)™ and for all p € Z, we have

1R Lollg 7 = CromgllhPvllgs1,7;,
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and, in particular,
ILvlg.7 < Crmglivlig+1.7:
where Cp y 4 only depends on q, d, C g, |M||co,Q, and ||M_l llg,00,7;-

3.2 Discrete Friedrichs’ operators

We now define the central fluxes dG discretization of .. Instead of defining it only
on the discrete approximation space Vj, which would be sufficient for formulating
the (semi-)discrete problem, we extend its domain of definition to the space D (L) N
H'(T;)™. This will prove useful later for the error analysis. Hence, we define the
discrete operator domain associated with £ as

V£ = Vi 4+ (DL N HY(T)™).

The discrete operator is then defined as follows.

Definition 3.5 The central fluxes dG discretization of L is the operator L : VF:E — Vi
defined as

(Lvlo)g= D (Lov]o)y— > (L5 []r | ol F)

KeT, F e]—'j{“

—3 > (@f —Lrv|e), forallg e V.
Fej:lznd

Note that £ is well-defined as an easy consequence of the Riesz representation theorem,
cf., [23, Sec. 4.3].

In the following, we state some important properties of the discrete operator needed
for the analysis of the fully discrete method. Proofs of the first results can be found in
[23, Sec. 4.3]. Note again that, despite the fact that the results therein are given w.r.t. the
standard L?-inner products, the proofs can be carried out completely analogously in
the weighted setting. The first proposition shows that the discrete operator is consistent
in the sense that its application to a sufficiently smooth function yields the projection
of the continuous operator applied to this function. Further, it states that the discrete
operator inherits the dissipativity on the approximation space.

Proposition 3.6 The discrete Friedrichs’ operator L fulfills the consistency property
Lv=myLv forallve DL)NH (T)™.
Further, its restriction to Vy, is dissipative, i.e., we have

(Lv|v), <0  forallve Vj.
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Note that this immediately implies that £ is also maximal dissipative, since V}, is finite
dimensional.

We formulate the following two results as a slightly more general version than the
respective ones given and proved in [23]. We need these more general results for the
last property of the discrete operator stated in this section. However, as the proofs are
completely analogous to the ones given in [23, Sec. 4.3 & Appendix] by using the
broken weighted L2-norms ||h? - || instead of the non-broken version, we omit them
here. The first result states that the discrete operator £ satisfies an inverse inequality,
reflecting the corresponding property (6) of the original operator.

Proposition 3.7 Let v € Vj. Then, for all p € 7, the discrete Friedrichs’ operator £
fulfills the inverse inequality

_1
IhPLvllq < Ciny,z,pIlRP " 0]lq,

and, in particular,

A

—1
ILvle < Civ,cllh vq.

The constants are given by Ciny, ¢ p = CCiny + %C&(Crwg + NyCrp(l+p ”+1/2))
and Ciny,x = Ciny,.£.0 With Cr o = maxFEﬁ;ind ||Lg — Lr|lco.F-

The next result gives a bound on the broken weighted L?-norm of £ applied to
the projection error e} of a sufficiently smooth function v defined in (7). In some
sense, this quantifies how well the discrete operator £ approximates the continuous
one, as for v € D(L) N H'(T;)™, we have Le! = Lv — Lpv = (mpL — Lrp)v by
Proposition 3.6.

Proposition 3.8 Ler v € D(L) N HITY(T;)" for 0 < q < k. Then, for all p € 7, we
have

[hPLel o < Cr r,plh?T90|g41,7;,
and, in particular,

[Lex Nl

IA

Cr,r1hv]g41.7;-

The constants are given by Cy p p = %NaCtrCma(Cr,Op + Cr(1 + pp+1/2)) and
Cr.r =Cxrr0

The last result is another approximation property and generalizes Proposition 3.8
to more than one discrete operator. We point out that this result and its proof are
generalizations of [35, Thm. 6.3]. There, the assumption of a quasi-uniform mesh
sequence is needed and the result is restricted to powers of one particular operator
(namely the Maxwell operator and its central and upwind fluxes dG discretization).
Note that for each operator that is applied, we lose one order of / in the approximation.
The proof is given in the appendix.
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Lemma3.9 Let L1, ..., L, be Friedrichs’ operators with corresponding domains
D(LY),....D(Ly) and let Ly, ..., L, be their respective central fluxes dG dis-
cretizations. Further, let M € W% (T;) and v € D(L,...L1) N HIT(T)™ for
r —1<gq <k. Then, forall p € Z we have

|hP Ly ... Lol — tpLy ... L)Vl < CIRPTATD Ty 20 (8)
and, in particular,
1Ly ... LoLymy — ply ... LDvllg < CIRYTD 0] 4175,

where the constants are independent of h.

4 Full discretization

This section is concerned with deriving the full discretization of the wave-type problem
(2). To this end, we use a method-of-lines approach and first spatially discretize before
we discretize in time. We achieve the first step by replacing the continuous operator £’
by its discrete counterpart £ and projecting the data onto the discrete space V. This
yields the spatially semi-discrete wave-type problem

8,14 = éu + fy-[, ]RA,—, (93)
u(0) =u?, (9b)

with f; := 7, f and initial value u?Z = mpu®.

The spatially discrete problem (9) is an evolution equation posed on the finite-
dimensional approximation space Vj. Hence, and since the discrete operator is
dissipative (and maximal due to the finite-dimensionality), its wellposedness and sta-
bility can be analyzed completely analogously to the original problem.

Full discretization is now achieved by discretizing (9) in time via the Peaceman—
Rachford scheme. Before we can do so, we have to introduce a splitting of the (discrete)
spatial operator, since the Peaceman—Rachford scheme is a splitting scheme. There
are two ways to achieve this goal, which, in this case, lead to the same result. Namely,
we either split the continuous operator, leading to two Friedrichs’ operators, which
we then discretize via the dG method. Or we discretize the full operator and then split
the discrete one. As we deem it to be the more systematic way, we present the first
approach in the next section.

4.1 Splitting
We split the Friedrichs’ operator L = A + B into two operators by splitting its

coefficients. More precisely, we split L; = A; + B; foralli = 0, ..., d such that
Ag, By € R™*™ are negative semi-definite and Ay, By, ..., Ag, By € R™ ™ are
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symmetric. This leads to two operators
~ d ~ d
ﬂuzz ioiu + Aou, (Bu:Z B;oju + Byu,
i=1 i=1

and analogously to £ we define A = M A and B = M3, respectively. We
extend all concepts introduced in Sect. 2 to the split operators, using analogous nota-
tion.

Additionally, we assume that we can split the boundary operator L accordingly,
meaning that we have LT = Ar + Br with Ar and Br fulfilling Assumption 2.3
w.r.t. A and B, respectively. Moreover, we assume that both Ar and Br satisfy the
analogue of Assumption 3.3 with the respective boundary fields denoted by Ar and Br-.
By the same reasoning as in Sect. 2, this yields that A and B are maximal dissipative
if restricted to D(A) = ker(Ay — Ar) and D(B) = ker(By — Br), respectively.

As we are interested in a splitting of the discrete operator, we also discretize these
split operators. Hence, we define the discrete operator domains

V' = Vi + (DO NHYT)™), VP = Vi +(D@®B)NH (T)™)

associated with A and @B, respectively, and the central fluxes dG discretizations
A: Vﬁﬂ — Vj and B: Vﬁ@ — V} of the Friedrichs’ operators A and B analo-
gously to Definition 3.5. Using bilinearity of the inner product and the properties of
the coefficients and boundary fields discussed above yields

L=A+B, (10)

i.e., A and B indeed constitute a splitting of L.

4.2 Peaceman-Rachford scheme

We now use the Peaceman—Rachford scheme to obtain the fully discrete scheme that
we analyze in the remainder of the paper. Let 7 > 0 be the timestep size, #, = nrt,
"= f(t,) and f]' := fz(t,). The Peaceman—Rachford scheme applied to the semi-
discrete wave-type problem (9) is given by

(T 3A)u; " = (T+ 3BJur + 5 (I - 3A) £y (11a)
(T 5Bjuy™ = T+ 3 A2+ 3T+ SA LT, A1)
ud =ul, (11c)

n+1/2

where u!! ~ u(t,) is the fully discrete approximation at time #,, n € N, and u-
an intermedlate value.

We point out that (11) is in fact equivalent to the scheme used in [9,34], which
relies on a different intermediate value unJr /2 (for f # 0) but produces the same u?.
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In particular, one can show that this change results in u';H/ 2 being an approximation
to u(t,11/2) of the same order as u?} is to u(t,). This can be shown by using exactly
the same arguments we use later.

To analyze the scheme, it is convenient to recast (11) into the equivalent form

W 8, w4 (T %Q)—1(1.+ %A)t;;[n-&-l/Z’ (12a)
20 — 10 (12b)

= Uy,
where Spr : Vi — Vj is defined as

S = (T—iB) ' (T+1A) T~ 5A) " (T+35B), (13)
and

FrHiz = A - e 2, 2,
2 2

(14)

Note that the resolvents of A and B exist because they are maximal dissipative.
This readily implies the following result, which states that the fully discrete scheme
is wellposed and provides a closed solution formula for the approximation.

Theorem 4.1 For all i € 'H and all T > 0 there exists a unique u’,Hrl e Vi, fulfilling
the fully discrete scheme (12) given by the discrete variation-of-constants formula

Wit =SEHul £ oY) ST 3B) T T+ AR as)
j=0

Next, we show that the fully discrete scheme is unconditionally stable, which is
a well-known fact for the Peaceman—Rachford scheme in this maximal dissipative
setting. We follow the proofin [21] to show stability of the full discretization. However,
some adaptions are necessary for the fully discrete version to get a bound that is
independent of the discretization parameters. We proceed in two steps and first give a
bound on arbitrary powers of the system operator Sy, .

Theorem 4.2 Letv € V and g € N. Then, for all i € H and all T > 0, we have
ISk vlle < I(Z+ 5B)vlq.
Proof For arbitrary ¢ € N and v € Vj, we have

=(Z-3B)7'cT (T + SA) (T - TA) (Z+ 5B)lo

ISkl = 1@~ 3B)"'(T+34)(T-34) ' (T+3B)) vle

withC = (Z+ ZA)(T - %_)_1 (Z+3B)(T- %_)_1. Both A and B are maximal
dissipative (in the M-norm), and thus both their resolvents as well as the transforms
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(T-3%A) ! (T+%A)and (T— %_)_1 (Z+ 5B), respectively, are contractive (in the
M -norm), see e.g., [39] for a proof of the latter. This proves the claim. O

Note that the occurrence of the discrete operator B on the right-hand side means that
the bound provided in Theorem 4.2 is not uniform in /2. However, the next result shows
that the scheme is unconditionally stable nonetheless.

Corollary 4.3 Forall i € H and all T > 0, the approximation u’,Hl given by the fully
discrete scheme (12) satisfies

n
I e < ule + 5IBulle + 1Y (1F T 21e + SIAL T 210).
j=0

Ifu® € D@®B) N HY(Tp)" and f € C(Ry; D(A) N H'(TH)™), we have

1 0 0 0
luy e < 1u’lle + 51Bu’le + 5Crglu’l 7
n

+r Y (177" 2la + SIATPlg + Cra 742117,
j=1

Proof The discrete variation-of-constants formula (15) and Theorem 4.2 together with
the contractivity of (Z+ $B)(Z — %_)_l yields

n
i —1 —
i e < IS5 udlle + 7Y IS (T —5B)” (T+ FA) £ lle
j=0

n
<IZ+IBullo+1> 1T+ TA) L 2q.
j=0

Using the triangle inequality shows the first bound.
To show the second one, we add and subtract %nh Bu® and use Proposition 3.6
(consistency) and the contractivity of 7y to obtain

0 0 0 0 0 0
SIBuzlle < SlmnBu’llq + 15Bru” — 5Bu’|lq < 5|Bu’llq + 5Bey llo-

The bound on this term follows by Proposition 3.8 (approximation property) and
proceeding analogously for the term involving A proves the claim. O

Next, we show the discrete analogon to the second bound in Corollary 2.4. Since
this stability result involves discrete derivatives of the approximations, we define the
discrete time derivative and the discrete space derivative at time 1,112 as

+1 n n+1 n
u” —u u +u
8,u¥ 12 - == . u and ,Cuﬁ 172 = .Auﬁ 172 + B—~—1t s
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respectively. While the definition of the discrete time derivative is rather intuitive, the
discrete space derivative is more involved. Its structure is due to the splitting nature of
the Peaceman—Rachford scheme. In fact, if one considers the semi-discrete analysis in
time, one sees that the full-step approximations at time #, are only contained in D (®),
whereas the half-step approximations at time #,1,2 are only contained in D(A),
cf., [29] for details. Hence, one has to use the split operators to obtain a reasonable
approximation on the whole family of meshes.

Corollary 4.4 For all i € H and all t > 0, the approximations {u"}n>0 and

T
{u'ZH/z}nZO given by the fully discrete scheme (11) satisfy

812 lq + LU q

=3 (ILula+ max (1F/la+ 5147 lo)

/+1 , 1 j+l1 j—1 (16)

+rZ I —lle + SIAT——"—|l0))

SC?

where C is independent of h, T and n ift, < T forsome T > 0,u’ € D(L)YNH (T)™
and f € CY(Ry; D(A) N HY(Ty)™).

Proof First, note that by (14) we have

Zji+l/2  Fj-1/2 JHL pj-l
T o

=z T . jeN (I7)
T 2T

Further, the definition (13) of Sp; and the discrete splitting property (10) yields

1 (Z+35A) T+ 3B) - (T-3A4)(IZ-3B)

T

We point out that taking the limit T — 0, we obtain the derivative of Sp; w.r.t. T
evaluated at 0 on the left-hand and the discrete operator £ on the right-hand side. This
corresponds to the fact that Sy is a (time-)discrete version of the semigroup generated
by L and this relation reflects the fact that the derivative of a semigroup evaluated at
0 yields its generator.

Having this in mind, we take the discrete derivative of the sequence {u’},>0 and
apply the discrete variation-of-constants formula (15) and (17) to obtain
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ud + 3 Sy (T 5B) (T + SA)fIT
j=0

n+l1/2 _ on
Ocuty =S

S —1
T

n—1 ) B .
S s @-sB) T @ A F
j=0

=S (T-3B) (@~ 34) 'L + 85 (T~ 1B) T+ AT
" ‘ JH1 i1
+rY Sl (@ 38) (T 34T
j=1

)

2T

where we further performed an index shift to combine the two sums. Note that this

can be seen as applying a discrete version of the Leibnitz rule of integration. Taking

norms and applying Theorem 4.2 yields an appropriate bound on || afu':H/ 2 -
Thus, it remains to show the bound on |Ig¥+l/2 o to prove (16). To do so, we add

the (half-step) Peaceman—Rachford iterations (11a) and (11b) to obtain

— T
c_urTerl/z — 8,u¥+1/2 _ 7;:+1/2 _ ZJ_4(fj;1+l _ fnn) (18)

Taking norms and using the already established bound on || a,_u’$+1/ 2 lq yields (16).
For the uniform bound, we use the fundamental theorem of calculus to obtain

n j+1 j—l In+1

_ n tit1
> ||%|lsz= %2/, ||7Th3rf(s)||QdS§/O I70hd; £ (s)ll2 ds,
j=1 j=14-1

and analogously for the same term including A. The remaining terms can be bounded
as in the last part of the proof of Corollary 4.3. For completeness, we state the concrete
bound in the appendix. O

5 Error analysis

In this section, we derive the main results of this paper, namely the error bounds
for the fully discrete scheme (11) resulting from the Peaceman—Rachford scheme in
time and a central fluxes dG discretization in space. More precisely, we show that
the approximation u” gained from performing n steps of this scheme converges to
the exact solution u(t,) of the original problem (2) at time #,, with order two in time
(the classical order of the Peaceman—Rachford scheme) and order k in space, given
that the solution is sufficiently smooth. Further, we show that discrete derivatives of
the approximations w.r.t. space and time converge to their continuous counterparts
exhibiting the same rates if a bit more regularity is assumed.
In order to perform the analysis, we split the full discretization error " into

e" =u(ty) —ul =e +e", (19)
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where el, = u(t,) — mpu(t,) is the projection error at time 1, and e = mpu(t,) — u’
is the discretization error after n steps. Note that by Lemma 3.2 we already have a
bound on e, of order k + 1 for sufficiently smooth solutions. Thus, it suffices to bound
the discretization error e”. Besides this, we also show bounds for the time derivative
error

12 12
e = muduuty g1 0) — B2,

and the space derivative error

12 : 12
e 2 = gLty ) — Lul 2,

5.1 Error recursion

We start by showing that the discretization error e” satisfies the fully discrete scheme
(12) up to a defect. To keep the notation concise we define Rpy : Vj — Vj via

Ry = (Z-3B) (Z-34)".

abbreviating the concatenation of the resolvents of A and B.

The error analysis is based on the fact that the Peaceman—Rachford scheme can
be interpreted as a perturbation of the well-known Crank—Nicolson scheme. Thus, we
decompose the full defect into a defect already present in the Crank—Nicolson scheme
(which corresponds to the quadrature error of the trapezoidal rule) and an additional
defect caused by the perturbation.

Lemma5.1 Let i € H and © > 0. Then, for all n € Ny, the discretization error
" = mpu(ty 1) — u'™ of the dG-Peaceman—Rachford scheme satisfies

et =8, e" + Ry (dl +dl),  neNy, (20a)
e’ =0, (20b)
where the dG-Crank-Nicolson defect dt, is given by
dgN = Th (u(tn—i-l) - ”(tn)) - %(énh (u(tn+l) + u(tn)) + 7y (fnJrl + fn))7

and the (dG-Peaceman—Rachford) perturbation defect d; is given by

‘L'Z 1'3 —
diy = S ABry (utn 1) — ult)) + o APy f7 112,

Proof We begin by inserting the projected exact solution into the recursion (12a) of

the fully discrete scheme. This causes an error, which we define as Rpy (dy + dpy
and we thus obtain

ﬂh“(thrl) = §PR Thu(ty) + (I_ %E)_l(z‘l‘ %-A)T?y-;l-i_l/z + EPR (dZN +d§R)'
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Expanding the products and using the splitting property (10) proves the claim. O

As a consequence, Theorem 4.1 yields the representation formula

e =3 Si Ry @y +diy) 1)
j=0

for the discretization error. Further, by Theorem 4.2, this representation formula imme-
diately implies an error bound for our scheme if the defects fulfill appropriate bounds.

Note that the Crank—Nicolson defect already closely resembles the (projected)
quadrature error 8¢ of the trapezoidal rule applied to d;u, i.e.,

In+1 oru(t Ou(t
83N=/ u(s)ds —t ,u(n+1)2+ vt (i)
1,

n (22)

= (u(tarn) — u(ta)) = r(xw + ),

where we used the fundamental theorem of calculus and the differential equation
(2a) for the second equality. The only difference is that the second term involves the
operator L), instead of 7,.L". This discrepancy results in the spatial error term.

Moreover, after again applying the fundamental theorem, the perturbation defect is
already of order three in 7, which is the order required to obtain order two globally.
The only task still to be done is thus to show that the remaining factors can be bounded
independently of the discretization parameters. In fact, these observations will be key
to bounding the defect as we will see in the next section.

5.2 Bounds on the defects

Next, we derive appropriate bounds on the defects occurring in the error recursion
(20). We start with the dG-Crank—Nicolson defect.

Lemma5.2 Let i € H and © > 0. Further, assume that u € C>(Ry; L*(2)™) N
C(Ry; D(L) N H*Y(Tp)™). Then we have

2t
T n+1
ldexlle < < / 18715l ds + Cor.r 31" (u(tnsr) + u(t) 1.7, (23)
In

Further, ifu € C*(Ry; L2(2)™) N C'(Ry; D(L) N H(T3)™) we have
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—1 2 1
”dgN _dgN T /'[n
T

o< —
-1 /0 (24)

Proof We exploit the observation made at the end of Sect. 5.1 and rewrite d. as

dgN Zﬁh(u(tn—i-l) - u(tn)) - %(ﬂhof(u(tn+l) + ”(tn)) + 7771(]0”_H + fn))
— S(Lrn — 7nL) (utar1) + u(tn))

=TpSon — %_(eﬁ‘“ + e;;),

where we have added and subtracted the term involving 7;,.L for the first and used
Proposition 3.6 (consistency) for the second equality. The first term is just the pro-
jected quadrature error (22) of the trapezoidal rule. Using the associated Peano kernel
representation, its M-norm can be bounded by the first term in (23). The M-norm of
the second term can be bounded by using Proposition 3.8 (approximation property).
Combining these bounds yields (23).

For the second bound (24), we take the discrete derivative of d(y, which yields

dr, —d'! sn, — it
CN - CN =7, CN - CN —%é(eﬁ""l _eg—l)_ (25)

We use the definition of 87 in (22) together with multiple applications of the funda-
mental theorem of calculus and the substitution s — s 4 t to obtain

In
s — 8l = / (a,u(s + 1) — du(s) — T(9uls + 1) + afu(s))) ds
26)
= / (/ 02u()dg — L(0%u(s + 1) + afu(s))) ds.
In—1 s

The integrand w.r.t. s is again the quadrature error of the trapezoidal rule and the bound
thus follows from its Peano kernel representation (and transformation of the integrals).
For the second term in (25) we use the fundamental theorem of calculus to obtain

L(ext! =) = L{(utre) = wltam)) = T (utrs) = uttao)) )

Int1
= / é(atu(s) - m,&tu(s)) ds
-1
Int1
= éeg’“(s) ds.

In—1

Using Proposition 3.8 (approximation property) concludes the proof. O
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Next, we bound the perturbation defect, again exploiting the ideas stated at the end
of Sect. 5.1. In fact, the approach is similar to the one used in the proof of Lemma 5.2,
meaning that we replace the discrete operators (which can only be bounded in negative
powers of /i, not uniformly) by their continuous counterparts.

Lemmab53 Let h € H, t > 0 and k > 1. Further, assume that we have
M e Whoo ()™ y e CYRy; D(AB) N H>(T3)™) and f € CR4; D(A*) N
H?(T3)™). Then we have

In+1
ldr o < —/ [ ABB,u(s) e + Cor ulldu(s) 2,7, ds
+ Z(nﬂzf”“/zng + Cor, I F 22, 73).

Further, ifu € C*(Ry; D(AB) N H*(T3)™) and f € C'(Ry; D(A*) N H>(T)™),
we have

n n—1
dPR B dPR

I o <—f / [ ABu(s+57) o+ Corulldfu(s +57) 2.7 ds ds
[n 1

tn+1
+ T f 1220, F ()l + Con s 101 £ ()27 ds,
th—1

where the constants are given by Cpr yy = Ciny, 7Cr.3,—-1 + Cx. 2C3. 1 1
and Cpr, f = Ciny, 1Cr 1, —1 + Cx,aCa,m1-

Proof We use the fundamental theorem of calculus and take the norm to obtain

2 In+1

3
T —
Idille < - | IABrdu(s)liads + 7 1A m " P la.

Following the approach used for the double integral in (26) we have

n n—1
dPR - dPR

I o <—/ f||ABnh32u<s+rg)||gdgds
h—1

[n 1
+ / 1A% 7,3, £ (5) | 2 ds).
ty

-1

We show the bound on || ABrj,d;u(s)||q. The remaining terms can be treated anal-
ogously. Adding and subtracting 7, A B0, u(s) yields

ILAB7; d:u(s)lle < | wn ABdu(s) o + | (ABry — 73 AB)du(s) |-
Using the contractivity of the L?-projection for the first and Lemma 3.9 (with r = 2,

p = 0and g = 1) for the second term concludes the proof. The exact constants can be
derived by explicitly executing the first induction step in the proof of Lemma 3.9. O
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5.3 Fully discrete error bounds

We are now able to state the main results of this paper. Since the assumptions for all
results in this section are similar, we encapsulate them in the following assumption.

Assumption 5.4 For £ € N, the exact solution of the wave-type problem (2) satis-
fiesu € CP2(Ry; L2 (™) N CYRy; D(AB) N H>(T)™) N CH 1Ry ; D(A) N
H*1(T;)™), and the inhomogeneity satisfies f € C*~V(R; D(A%) N H>(T;)™).
Further, the material tensor fulfills M € W10 (7;)">™,

Our first main result gives bounds on the full discretization error of the scheme. Note
that the regularity assumptions posed on the exact solution are in fact equivalent to
the combination of the corresponding ones posed in Lemmas 5.2 and 5.3. Further, we
point out that in the general setting of this paper, these convergence rates are expected,
since they coincide with the classical order of the Peaceman—Rachford scheme and,
in this general setting, the optimal convergence rate for the central fluxes dG method
[32], respectively.

Theorem5.5 Let h € 'H, © > 0, let k > 1 be the polynomial degree of the dG
method, and let Assumption 5.4 be fulfilled with ¢ = 1. Then, for all n € Ny, the
dG-Peaceman—Rachford error satisfies

n
1 k+1 k
luttns) =i g < Col W' Ui Dlksr 7 + Cor 5 D0 1B (ujs) + u @) k1,75
j=0

2 1
T n+1
+I</ 3187 u)lle + I ABu(s) g + Corulldru(s) l2.7; ds
0
n

+1 Y (PF g + Con 177 07,))
Jj=0

< C(R* +77),

where C only depends on ty11, Cx, Cr_r, Corus Cor, £, 103u(s) I, I ABIu(s)|lq,
() k1,75, 10iu() 12,75, A% f ()l and || £ ()l2.7;. s € [0, tag1].

Proof We decompose the error as in (19). The projection error e;}“ is bounded by
Lemma 3.2. Thus, it remains to bound the discretization error ¢"*!. We use (21)
together with Theorem 4.2 to obtain

n
le" e =" (ldixlle + Idiklla).
j=0
The claim now follows by Lemmas 5.2 and 5.3. O

Owing to the stability bound on the discrete derivatives in Corollary 4.3, we are
also able to show that the errors eﬁH/ 2 and eTl/ 2 converge with the same orders if

we assume some additional regularity. For the sake of readability, we do not give the
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details of the full bounds as in Theorem 5.5 here. However, they can be found in the
appendix.

We start with the time derivative error. Note that we again need the combined
regularity already required for the corresponding bounds in Lemmas 5.2 and 5.3.

Theorem5.6 Let i € H, t > 0, let k > 1 be the polynomial degree of the dG
method, and let Assumption 5.4 be fulfilled with € = 2. Then, for all n € Ny, the full
dG-Peaceman—Rachford time derivative error satisfies

8t (tas1/2) — 32| < C(RF + 72),

where C is independent of h, T and n ift, < T for some T > 0.

Proof As for the dG-Peaceman—Rachford error, we first split the full error into a
projection error and the discretization error eﬁ—H/ % The projection error can again be

bounded by Lemma 3.2 and it thus remains to bound ||e'1’+1/2 -
First, note that the derivative error e'ZH/ 2 fulfills
e 2 lg = llmndutns2) — d-ur g
1 n
u(tyy1) — u(ty) el —e
< Nou(tnt12) — ————lla+ |l——lla
T T
t, n+1 n
T n+1 e —e
3

<t [ e 15 e,

8 Ji T

where we have used that the first term in the second line is the quadrature error of the
. . . . n+l _ ,n
midpoint rule. Hence, it remains to bound || &—%

the error representation (21), which yields

|lo- We do this by again applying

e"“ —e" 1 n n_j . . n—1 ol ) )
- ?(Z Soi 'R (e + di) = Z Spr Ry @iy +d{’R))

T =0 =0

db—dls' | dh —dly

= %‘EI?R Rix (dgN + ng) + Z §}?R7j7—zpk ( T T

j=1

).

Taking the norm and using the stability result Theorem 4.2 and the bounds on the
defects in Lemmas 5.2 and 5.3 (together with transforming some integrals) yields the
desired bound. O

Lastly, we show the error bound for the approximate space derivative. Note that
besides the combination of the corresponding assumptions in Lemmas 5.2 and 5.3 we
need some additional regularity of the inhomogeneity.

Theorem5.7 Let i € H, t > 0, let k > 1 be the polynomial degree of the dG
method, let Assumption 5.4 be fulfilled with £ = 2, and f € C(Ry; H* ' (T;)™) N
C%(Ry; L2(Q)™). Then, foralln € N, the full dG-Peaceman—Rachford space deriva-
tive error satisfies
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|-Luttnir2) — LUl g < C(R* +7°),

where C is independent of h, T and n ift, < T for some T > 0.

Proof Again, we first split the full error into a projection and a discretization
part. Note that by d,u, f € C(Ry; H*1(7;)™) we immediately obtain Lu €
C(Ry; HX1(T;)™) via the original differential equation (2a), allowing us to bound
the projection error. Hence, it remains to bound the discretization error ||e:l;r]/ 2 la-

To do so, we compare (18) to the projected original differential equation (2a) at

time 7,112 to obtain

2 n+1 n
12 — T =
eT 12— et — 7n (f (tng12) — f"H/z) + Z'Am’f'
We have already bounded e';H/ % in the proof of Theorem 5.6 and the second term

can be bounded by Taylor expansion. The last term can be bounded by using the
fundamental theorem of calculus and subsequently proceeding analogously to the
corresponding part of the proof of Lemma 5.2. O

6 Numerical experiments

In this section, we present numerical experiments to verify the theoretical results
obtained in this paper. Three different cases are considered, all of them consisting
of the full 3D Maxwell equations with perfectly conducting boundary conditions,
each time supplied with different data. Each data set is chosen such that there is an
analytical solution with which the approximations can be compared to obtain the exact
approximation error.

6.1 Linear Maxwell equations

For all cases, we consider the linear, isotropic and undamped Maxwell equations on
Q =1[0,2] %[O, 1]2 in the following form. Given a three-dimensional, open, bounded
and connected Lipschitz domain  C R3, we seek the electric field E : RixQ2 — R3
and the magnetic field H: R, x  — R3 solving the Maxwell system

e E=VxH-J in Ry x €, (27a)
uotH = —VxE in Ry x Q, (27b)
E©0)=E°, H©O) = H° in Q. (27¢)

Here, the initial data EC, H: @ — IR3, external current J : Ry x Q2 — R3 and
material parameters ¢, ;: Q@ — R\ {0} (permittivity and permeability, respectively)
are given. These equations are supplied with perfectly conducting boundary conditions
on ' = 0, i.e., we require
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nx E=0 onT, (274d)

where n is the outward normal vector on I".
Defining

and
~ 0 Vx el 0
r’E:<—Vx 0)’ M=<0,uI>’

we see that (27) can be written in the form of (1). Further, by [11, Lem. 3.5], the
perfectly conducting boundary conditions (27d) define an operator fulfilling Assump-
tions 2.3 and 3.3. Hence, if we have ¢, u € L*°(Q2) and J € C(Ry4; LZ(Q)Z’) this
problem fits the framework of this paper with d = 3 and m = 6.

In order to employ the Peaceman—Rachford method, we use the splitting proposed
in [33,45]. In particular, we first split the curl operator into

02
0 and C; =
0

03
0
0

o O

0
0
02

o2 o

0
Vx =C; —C with  Cy = | 93
0

D

1

and with this define the split operators

~ (0C ~ (0 —C
ﬂ_<020> and @_<_Cl 0).

It can be shown that these split operators fulfill all necessary assumptions for our
theory and we refer to [29, Sec. 6.5.3] for the details.

The scheme was implemented with the help of the C++ finite element library
deal.ii [1], which was used to discretize the operators in space. The code can
be found at https://www.waves.kit.edu/dg- ADIL.php. All experiments were performed
on uniform tensorial meshes of various mesh widths and we used a polynomial degree
of £k = 2 on all elements for the dG method. Lastly, the simulation interval for all
experiments was chosen to be [0, 2] and we plot the maximal error over all timesteps
in all graphs.

Cavity solution. As a first example, we consider the well-known cavity solution of
the homogeneous Maxwell system with constant material parameters. In particular,
we set J = 0, assume ¢, u € R to be constant and consider the family of solutions to
(27) given by

@ Springer


https://www.waves.kit.edu/dg-ADI.php

M. Hochbruck, J. Kéhler

E) cos(kixy) sin(kax) sin(k3x3)
E(t,x) = g1 E; sin(kyxy) cos(kaxn) sin(k3x3) | cos(®1),

E3 sin(kyxy) sin(k2x2) cos(k3x3) 28)
(Ezlq — Ey(z) sin(k1x1) cos(kpxa) cos(k3x3)
H(t,x) = 2O~ | (Ezk; — E1k3) cos(kix)) sin(kaxa) cos(ksxs) | sin(®r)
(E1k2 — Eaky) cos(kixy) cos(kpxn) sin(k3x3)
for (1,x) € Ry x . Here, we denote by ¢ = (eu)~!/? the speed of light, x =
(k1, k2, K3) € ]R%r is the wave vector and ® = c ||k || is the angular frequency. Further,
E1, E;, E5 are preset amplitudes of the waves. For our numerical experiment we chose
the parameter set

e=pn=1, K1 = k3 = k3 = 27, and E=-1, EQZO, E3=1,

which, in particular, leads to a solution satisfying the perfectly conducting boundary
condition (27d).

Varying material parameters. For the second example, we adapt the cavity solu-
tion such that it allows for varying material parameters. In fact, one can show that (28)
is a solution to the homogeneous (i.e., J = 0) Maxwell equations (27) for sufficiently
smooth &, u: Q@ — R with u = % and (Ve) x E=0onQforallt € R;.

We exploit this and choose the solution given by (28) with the parameters

1 —~ ~ ~
8(x)=—=x12+1, ki=ky=mn, Ei=1, and «x; = E, = E3 =0,

p(x)

for x € Q. Besides satisfying the above mentioned criteria, note that, again, the
resulting solution also fulfills the perfectly conducting boundary conditions (27d).

Inhomogeneous Problem. As a last example we consider the following solution
to the inhomogeneous Maxwell equations. Let ® € C?*(R) with n x V& = 0 on
[ and ¥ € CY(R). Then, forx € Q,¢t € R+, the solution of (27) with J (¢, x) =
—W'(r) VO (x) and ¢ = u = 1 is given by

E(t,x) =V(t) VP (x), H(t,x)=0.

In particular, we choose

P(x) = (xf —2x)(F — )63 —x3), W) =+ 35437 430+ 1,

for this example.

6.2 Results

First, note that all three considered examples are sufficiently regular to fulfill the
requirements of our main results Theorems 5.5, 5.6 and 5.7. Hence, we expect at least
the convergence orders presented in these theorems.
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max |[u(t,) —u? max ||Lu(ty,) — Lu’?
1ax [lu(tn) —urllo 1ax [|-Lu(tn) ~ Lullo —e— 0283675

TTTTTIT T T T T T T T T T T T T — 7] | —e— 0.216506
—0— 0.173205
—0— 0.144338
—0— 0.123718

0.108253
—8— 0.096225
Zo il L1 el Lol | 0.086602

1073 1072 1073 1072 --- 0@
timestep T timestep T

Fig. 1 Errors produced by the fully discrete scheme (11) applied to the problem solved by the cavity
solution plotted against the timestep 7. The employed mesh sizes are given in the legend

max |[u(t,) —u’? max [|Lu(ty,) — Lu’?
1ax [lu(tn) —urllo tax || Lu(tn) ~ Lu't llo —e— 0283675

T T T T T T T T TTTTTI T T T T T 7 | —e— 0.216506
—0— 0.173205
—0— 0.144338
—0— 0.123718

0.108253
—0— 0.096225
Ll ST Lo Lal” Lol | 0.086602

1073 1072 1073 102 --- 0
timestep T timestep T

1072 102

1074 10~

Fig. 2 Errors produced by the fully discrete scheme (11) applied to the problem with varying material
parameters plotted against the timestep t. The employed mesh sizes are given in the legend

Further, since the first two examples are homogeneous, both the discrete as well as
the continuous objects considered in Theorems 5.6 and 5.7 coincide by the numerical
scheme (12) and the continuous problem (2), respectively. Therefore, we expect the
same errors for both, which was indeed the case in all numerical results.

We performed several simulations with varying meshsizes /2 and timesteps 7 to
verify our theoretical results. The resulting errors are displayed in Figs. 1, 2, 3, 4
and 5.

In all experiments, one clearly sees the second-order convergence in time (whenever
the spatial error is small enough so that the temporal error is dominant). The spatial
error contained in e”, however, behaves about an order better than predicted in the
homogeneous examples, i.e., we see convergence of order about k + 1 in /2. This is
probably due to the high regularity of both the considered solutions and the employed
meshes. Such an improved order of convergence on a regular rectangular grid was
shown in [30] for the neutron transport equation in dimension two. For general meshes
and less regular solutions this might not be the case, see e.g., [40, Fig. 3.3] for a
counterexample on unstructured meshes. In addition, this is not the case for the errors
in the derivatives, e’ and eff (which coincide here as explained before), where we
see second-order convergence. In the inhomogeneous example we see no influence of
the spatial error at all. However, this is to be expected, since we used k = 2 in the
experiments and thus both the solution and the inhomogeneity (as well as their spatial
derivatives) are contained in the approximation space Vj; (for all ¥ € R). Hence, it is
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max [lu (1) - % lo

max [Lu(1) — Lu't o

T T TTTTT T T T T TTTIT T T 1 7T T T TTTTT T T T T TTTT] T T T‘,L}
1072 J e rot
1074 - PR B U & B .
0°F o -7 8 106 27 -~7 8

}\i'rx/x/ul Lol L1 | Lol [

1073 1072 1073 1072
timestep T timestep T
max |0y u(tn) — O-u%|lo
" —e— 0.288675
T T TTTTT T T T T TTTIT T T 1 7T
1072 - || —@— 0.216506
| —e—0.173205
. o -~ || —e—0.144338
1= v 1| —e—o0.123718
- 0.108253
0el- o -7 - | —@— 0.096225
T 0.086602
= Tl Lol L1
1073 1072 - 0(72)
timestep T

Fig. 3 Errors produced by the fully discrete scheme (11) applied to the inhomogeneous problem plotted
against the timestep t. The employed mesh sizes are given in the legend

mas [Ju (1) - lo

. T
- = 0(&2)
- == O(R)

max [|-Lu (1) - £ut o

10—0.5
mesh width /2

- = O(ﬁz)
. ’O(ﬁ3) [

1070
mesh width /i

Fig. 4 Errors produced by the fully discrete scheme (11) applied to the problem solved by the cavity
solution plotted against the mesh width /i. The approximations were produced by using 5120 timesteps for
time integration

easy to see that the defects derived in Sect. 5.1 (and consequently the derived bounds
on the errors) are in fact independent of /2, which explains this behavior.

Lastly, note that the errors in the space derivative of the solution corresponding to
Theorem 5.7 are of approximately one to two orders of magnitude higher than those
of the error in the solution. This can probably be explained by the fact that additional
terms involving the inhomogeneity enter the error constant.
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max [|u(tn) —u7llo max [|Lu(tn) ~ Luzllo

- T

- O(ﬁz)

—_—— O(ﬁ3)
1072

- O(ﬁz)
1074 | 1074 |- o ||
! !
107! 10705 107! 10703
mesh width /i mesh width i

Fig. 5 Errors produced by the fully discrete scheme (11) applied to the problem with varying material
parameters plotted against the mesh width /1. The approximations were produced by using 5120 timesteps
for time integration

Acknowledgements Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Founda-
tion)— Project-ID 258734477 — SFB 1173. We thank Roland Schnaubelt for valuable discussions concerning
our analytical setting, Konstantin Zerulla for his suggestion of the second example and Constantin Carle
and Jan Leibold for the third example in Sect. 6.

Funding Open Access funding enabled and organized by Projekt DEAL.

OpenAccess Thisarticleis licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included
in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If
material is not included in the article’s Creative Commons licence and your intended use is not permitted
by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Appendix

In this appendix, we gather several things, which were omitted in the main part of the
paper for readability. First, we give the postponed proof of Lemma 3.9.

Proof (Lemma 3.9) The proof is performed via induction over r. The initial step is
given by Proposition 3.8 (approximation property). Hence, we assume (8) to hold for
some r < ¢ + 1 and consider the case r + 1. We apply Proposition 3.6 (consistency)
to the outermost operator £, to obtain

AP Lyt ... Lrmp — wpligr ... LDVl
=[P L1 Ly .. . Lrmty — Ly ... LDv]lg.

Adding and subtracting £, 7,-L; ... L1v and using the triangle inequality yields

AP Lyt ... Limn — wpLigr ... L1Vl
<\hPLr 1 (L ... Limty —mpLy ... LDV
+ AP Lr 1 (L ... L1 — Ly ... LDV g

@ Springer


http://creativecommons.org/licenses/by/4.0/

M. Hochbruck, J. Kéhler

To tackle the first term, we use Proposition 3.7 (inverse inequality), yielding

WP Ly (L ... Limtyy — Ly ... LDV
< Cinvotyiy pIBP L, . Lymty — 7ty Ly ... L)V,
which can be bounded by the induction hypothesis with p — 1 instead of p.
For the second term, note that Lemma 3.4 yields £, ... Ljv € HA4HD=" (7)™,

Hence, we can use Proposition 3.8 (approximation property) with exponent p and
regularity parameter ¢ — r to obtain

NAPLr i1 (Ly ... L1 —mply ... LDV
= AP Lrrrey 1o

< Cmoa“,p|hp+(q+1)—(r+1)£r Ll g7

Applying r times Lemma 3.4 yields the asserted bound for this term. O

Full bound for Corollary 4.4. Next, we explicitly state the constant C used in Corol-
lary 4.4. It is defined by
el + 1Lur g < 3 (ILale + Cr il 7,

+SE{8?XH] (IIf e+ S1AfO e + 5Cral f($)17)

Int1
+/O 19: f ()l + 5140 f ()l + 5Cr, 210, f ()17 dS>-
Full bounds for Theorems 5.6 and 5.7. Lastly, the full bounds defining the constant
C in Theorems 5.6 and 5.7 are given by

n+1/2

10 (tnt1/2) — Oty "o < Col W u(tys1 ) k1,73

Int1
+ ot (MR + e+ [ W)l 7 05)
LA R 3
+ ([ H000ut,+ wola + 15ula) s

1
+/0 (I ABIu(s)lle + Cor.ulldu(Ts)l2,7;) ds

+ I F 2 o 4 Cor I F Y P27,
1 t,,ths1 4

+/ / Hatu(o)lleds ds
0 T

N

1 th+Ts
+ /0 f I ABI2U() g + Crna126(s) 7. de ds
TS

th+1
2 [T 1Al + Con 100l 05),
0
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and

ILu(tnr12) — Lu g < Coll T LUty ) k1,73

Int1
4o (JH )+ o+ [ IR D© i 7, )

2

1
T
+z(/0 3(107ut + o)l + 13 u@s) g + 197 f @t + T5)ll2) ds

1
+/O (IABdu(Ts) @ + Corulldru(zs)ll2,7;) ds

1
+/0 (1A, f(tn + T5)ll@ + Cr210: f (tn + T5)|1.7;) ds

+ I e + Con f 17
1 t,,+rs1 4

+f/ 318/u(s)le dg ds
0 Jrs

1 th+ts
+ /O f IABPu(S) e + Conull02(s) 2.7, de ds
TS

Int1
+2 / 120, £ ()l + Cor, 1190 £ ()1l 75 ds ).
0

respectively.
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