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QUADRATURE BY PARITY ASYMPTOTIC EXPANSIONS (QPAX)
FOR SCATTERING BY HIGH ASPECT RATIO PARTICLES\ast 

CAMILLE CARVALHO\dagger , ARNOLD KIM\dagger , LORI LEWIS\ddagger , AND ZO\"IS MOITIER\S 

Abstract. We study scattering by a high aspect ratio particle using boundary integral equation
methods. This problem has important applications in nanophotonics problems, including sensing and
plasmonic imaging. To illustrate the effect of parity and the need for adapted methods in the presence
of high aspect ratio particles, we consider the scattering in two dimensions by a sound-hard, high
aspect ratio ellipse. This fundamental problem highlights the main challenge and provides valuable
insights to tackle plasmonic problems and general high aspect ratio particles. For this problem, we
find that the boundary integral operator is nearly singular due to the collapsing geometry from an
ellipse to a line segment. We show that this nearly singular behavior leads to qualitatively different
asymptotic behaviors for solutions with different parities. Without explicitly taking this nearly
singular behavior and this parity into account, computed solutions incur a large error. To address
these challenges, we introduce a new method called quadrature by parity asymptotic expansions
(QPAX) that effectively and efficiently addresses these issues. We first develop QPAX to solve the
Dirichlet problem for Laplace's equation in a high aspect ratio ellipse. Then, we extend QPAX for
scattering by a sound-hard, high aspect ratio ellipse. We demonstrate the effectiveness of QPAX
through several numerical examples.
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1. Introduction. Metal nanoparticles are being used extensively for chemical
and biological sensing applications because they exhibit strong electromagnetic field
responses and they are biologically and chemically inert (e.g., see [3] for a review).
For these applications, the shape of individual metal nanoparticles can drastically
affect the sensitivity of sensors. Consequently, there has been much interest in un-
derstanding how nanoparticle shape affects scattering by electromagnetic fields. In
particular, there has been interest in studying so-called high aspect ratio nanoparti-
cles [4, 6, 12, 27, 28, 29]. Examples of these include nanorods, nanowires, nanotubes,
etc. High aspect ratio nanoparticles have anisotropic and tunable chemical, electri-
cal, magnetic, and optical properties that make them attractive for designing sensors.
Moreover, the diffusion of high aspect ratio nanoparticles provides enhanced function-
ality such as delivering DNA in plant cells [11].

It is then fundamental to understand the scattering properties of high aspect ratio
nanoparticles to design next-generation sensors. However, these scattering problems
are challenging due to the inherently high anisotropy affecting both the near- and far-
field behaviors of the scattered field. Indeed, the narrow axis of a high aspect ratio
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nanoparticle may be much smaller than the wavelength of the incident field, while the
long axis may be comparable to or larger than it.

Motivated by these sensing applications, we seek to study the fundamental issues
inherent in scattering by high aspect ratio particles. To that end, we study here a
simple model of two-dimensional scalar wave scattering by a high aspect ratio ellipse.

This problem contains several key features that make scattering by high aspect
ratio particles challenging, but is simple enough to allow for a rigorous analysis. We
will also show that the analysis for this simple problem extends to more general
problems.

We study this problem using boundary integral equation methods [16, 21, 24].
We are interested in using boundary integral equations to study this problem because
they provide high accuracy [10, 13, 17, 19, 22, 23, 32], they provide valuable physical
insight over all scales of the problem, and they generalize easily to more complex
problems including multiply connected domains, e.g., ensembles of high aspect ratio
particles.

The two-dimensional problem we study here is advantageous because we can
compute its analytical solution in terms of special functions (see Appendix A). We
use this analytical solution to validate our methods. Moreover, Geer has studied
scattering by slender bodies using asymptotic analysis and obtained a uniformly valid
asymptotic solution [14]. That asymptotic analysis can be applied to this problem
and adds further insight. Essentially, Geer's asymptotic solution for this scattering
problem is given by a continuous distribution of point sources over a line segment along
the semimajor axis of the ellipse. This asymptotic analysis allows us to anticipate
the challenges that the boundary integral equation formulation will have with this
problem.

In this paper we show that there is an underlying nearly singular behavior within
the scattering boundary integral operator, in the limit where the ellipse coalesces to
a line segment. Nearly singular behaviors arise when the kernel of the integral oper-
ator is sharply peaked (but not singular), leading to a large error in computations.
Typically, we see nearly singular behaviors in the so-called close evaluation problem,
corresponding to evaluating layer potentials near the boundary [7, 8, 9, 16, 17, 30]. In
other words, the close evaluation problem happens after one has accurately solved the
boundary integral equation. For this present problem, the high aspect ratio ellipse
leads to a nearly singular integral operator in the boundary integral equation, itself,
thereby adversely affecting the accuracy of the computed solution. Nearly singular
boundary integral equations also arise when boundaries in a multiply connected do-
main are close to one another. This nearly singular behavior was seen when particles
suspended in a Stokes flow were situated closely to one another [1, 5, 31]. To our
knowledge, there is not a systematic treatment of nearly singular boundary integral
equations. Thus, this study provides valuable insight into those problems as well.

By exploring the causes of the emerging nearly singular boundary integral opera-
tor, we find that it is due to a factor that is the kernel of the double-layer potential for
Laplace's equation. Thus, we study the related interior Dirichlet problem for Laplace's
equation and find that there exist qualitative differences in the asymptotic behaviors
of solutions with different parity (with respect to the major axis of the ellipse). By
addressing this difference in parity explicitly, we develop a new method which we call
quadrature by parity asymptotic expansions (QPAX). We show that this method ef-
fectively solves the interior Dirichlet problem for Laplace's equation. Then we extend
QPAX for the scattering problem and show that it effectively addresses the nearly
singular behavior of the associated boundary integral operator.
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The remainder of this paper is organized as follows. Section 2 presents the prob-
lem of scattering by a high aspect ratio ellipse that we study here and its boundary
integral equation formulation. This formulation reveals the cause of the nearly singu-
lar behavior. To isolate the nearly singular behavior of the boundary integral operator
identified in section 2, we study the related Dirichlet problem for Laplace's equation
in a high aspect ratio ellipse in section 3. Here we identify that the nearly singular
behavior leads to qualitatively different asymptotic behaviors based on parity. We
then introduce QPAX to effectively and efficiently solve that problem. Finally, we
extend QPAX for scattering by a sound-hard, high aspect ratio ellipse in Section 4.
In Section 5 we discuss application of this method to other scattering problems includ-
ing more general high aspect ratio particles shapes. Section 6 gives our conclusions.
Appendix A provides details about the exact solutions used for validation in our nu-
merical results, and Appendix B gives proofs of the considered asymptotic expansions
in the paper.

2. Scattering by a high aspect ratio ellipse. We introduce a simple, two-
dimensional model for studying scattering of scalar waves by a high aspect ratio
particle. Let D \subset \BbbR 2 be a bounded simply connected set denoting the support of a
particle with smooth boundary \partial D and let D = D \cup \partial D. We study the sound-hard
scattering problem, which can be written as

(2.1)

find u = u\sansi \sansn + u\sanss \sansc \in C 2(E := \BbbR 2 \setminus D) \cup C 1(\BbbR 2 \setminus D) such that\left\{         
\Delta u+ k2u = 0 in E,

\partial nu = 0 on \partial D,

lim
r\rightarrow \infty 

\int 
| x| =r

| \partial nu\sanss \sansc  - \sansi ku\sanss \sansc | 2 d\sigma = 0,

where u denotes the total field, k is the wavenumber, u\sanss \sansc is the scattered field, u\sansi \sansn is
the incident field, and \partial n denotes the normal derivative. The last equation in (2.1)
is the Sommerfeld radiation condition. To study scattering by a high aspect ratio
particle, we consider the ellipse defined by

(2.2) y(t) = (\varepsilon cos(t), sin(t)), t \in \BbbT := \BbbR /2\pi \BbbZ ,

with 0 < \varepsilon \ll 1. The aspect ratio for this ellipse is \varepsilon  - 1. Hence, we study the
asymptotic limit, \varepsilon \rightarrow 0+ for high aspect ratio particles. Given x \in E, we denote
xb \in \partial D as the closest point on the boundary, and we write xb = y(s) for s \in \BbbT (see
Figure 1).

We can write the analytical solution of (2.1) in terms of angular and radial Math-
ieu functions (see (A.1) in Appendix A for details), and use that analytical solution
to study the behavior of fields scattered by the high aspect ratio ellipse. In particular,
we evaluate this analytical solution using the following incident field,

(2.3) u\sansi \sansn (\xi , \eta ) =

15\sum 
m=0

\alpha \sansi \sansn 
m\sansM \sansc (1)m (\xi , q) \sansc \sanse m(\eta , q) +

15\sum 
m=1

\beta \sansi \sansn 
m\sansM \sanss (1)m (\xi , q) \sanss \sanse m(\eta , q)

with (\sansc \sanse m, \sanss \sanse m) denoting the angular Mathieu functions of order m and (\sansM \sansc (1)m ,\sansM \sanss (1)m )
denoting the radial Mathieu function of the first-kind and order m, both defined using
elliptical coordinates (\xi , \eta ) (see Appendix A for more details). The coefficients are
\alpha \sansi \sansn 
m = 2 \sansi m \sansc \sanse m(\pi 2 , q) and \beta \sansi \sansn 

m = 2 \sansi m \sanss \sanse m(\pi 2 , q), and (2.3) approximates a plane wave
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<latexit sha1_base64="lJjxyjdLaLRjChHNI4OPph/8CKY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLZCvZSkF70IRS8eK9gPaGPZbDft0s0m7G7EEPo3vHhQxKt/xpv/xk2bg7Y+GHi8N8PMPC/iTGnb/rYKa+sbm1vF7dLO7t7+QfnwqKPCWBLaJiEPZc/DinImaFszzWkvkhQHHqddb3qT+d1HKhULxb1OIuoGeCyYzwjWRhpUnx48dIWSmjqvDssVu27PgVaJk5MK5GgNy1+DUUjigApNOFaq79iRdlMsNSOczkqDWNEIkyke076hAgdUuen85hk6M8oI+aE0JTSaq78nUhwolQSe6QywnqhlLxP/8/qx9i/dlIko1lSQxSI/5kiHKAsAjZikRPPEEEwkM7ciMsESE21iKpkQnOWXV0mnUXfsunPXqDSv8ziKcAKnUAMHLqAJt9CCNhCI4Ble4c2KrRfr3fpYtBasfOYY/sD6/AG9KJAq</latexit><latexit sha1_base64="lJjxyjdLaLRjChHNI4OPph/8CKY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLZCvZSkF70IRS8eK9gPaGPZbDft0s0m7G7EEPo3vHhQxKt/xpv/xk2bg7Y+GHi8N8PMPC/iTGnb/rYKa+sbm1vF7dLO7t7+QfnwqKPCWBLaJiEPZc/DinImaFszzWkvkhQHHqddb3qT+d1HKhULxb1OIuoGeCyYzwjWRhpUnx48dIWSmjqvDssVu27PgVaJk5MK5GgNy1+DUUjigApNOFaq79iRdlMsNSOczkqDWNEIkyke076hAgdUuen85hk6M8oI+aE0JTSaq78nUhwolQSe6QywnqhlLxP/8/qx9i/dlIko1lSQxSI/5kiHKAsAjZikRPPEEEwkM7ciMsESE21iKpkQnOWXV0mnUXfsunPXqDSv8ziKcAKnUAMHLqAJt9CCNhCI4Ble4c2KrRfr3fpYtBasfOYY/sD6/AG9KJAq</latexit><latexit sha1_base64="lJjxyjdLaLRjChHNI4OPph/8CKY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLZCvZSkF70IRS8eK9gPaGPZbDft0s0m7G7EEPo3vHhQxKt/xpv/xk2bg7Y+GHi8N8PMPC/iTGnb/rYKa+sbm1vF7dLO7t7+QfnwqKPCWBLaJiEPZc/DinImaFszzWkvkhQHHqddb3qT+d1HKhULxb1OIuoGeCyYzwjWRhpUnx48dIWSmjqvDssVu27PgVaJk5MK5GgNy1+DUUjigApNOFaq79iRdlMsNSOczkqDWNEIkyke076hAgdUuen85hk6M8oI+aE0JTSaq78nUhwolQSe6QywnqhlLxP/8/qx9i/dlIko1lSQxSI/5kiHKAsAjZikRPPEEEwkM7ciMsESE21iKpkQnOWXV0mnUXfsunPXqDSv8ziKcAKnUAMHLqAJt9CCNhCI4Ble4c2KrRfr3fpYtBasfOYY/sD6/AG9KJAq</latexit><latexit sha1_base64="lJjxyjdLaLRjChHNI4OPph/8CKY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LLZCvZSkF70IRS8eK9gPaGPZbDft0s0m7G7EEPo3vHhQxKt/xpv/xk2bg7Y+GHi8N8PMPC/iTGnb/rYKa+sbm1vF7dLO7t7+QfnwqKPCWBLaJiEPZc/DinImaFszzWkvkhQHHqddb3qT+d1HKhULxb1OIuoGeCyYzwjWRhpUnx48dIWSmjqvDssVu27PgVaJk5MK5GgNy1+DUUjigApNOFaq79iRdlMsNSOczkqDWNEIkyke076hAgdUuen85hk6M8oI+aE0JTSaq78nUhwolQSe6QywnqhlLxP/8/qx9i/dlIko1lSQxSI/5kiHKAsAjZikRPPEEEwkM7ciMsESE21iKpkQnOWXV0mnUXfsunPXqDSv8ziKcAKnUAMHLqAJt9CCNhCI4Ble4c2KrRfr3fpYtBasfOYY/sD6/AG9KJAq</latexit>

n
<latexit sha1_base64="oEwIUNcAXfPrPer+0x5L5aJ7VOk=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ1VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB44gjUw=</latexit><latexit sha1_base64="oEwIUNcAXfPrPer+0x5L5aJ7VOk=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ1VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB44gjUw=</latexit><latexit sha1_base64="oEwIUNcAXfPrPer+0x5L5aJ7VOk=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ1VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB44gjUw=</latexit><latexit sha1_base64="oEwIUNcAXfPrPer+0x5L5aJ7VOk=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ1VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB44gjUw=</latexit>

ny
<latexit sha1_base64="QMBM63tX3ykbnQUMK+47cTypLCk=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwobtttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby63IwrQ+qNbfhLkDWiVeQGhRoD6pf/WHCshilYYJq3fPc1AQ5VYYzgbNKP9OYUjahI+xZKmmMOsgXx87IhVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9F1kHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPhUbgrf68jrpNBue2/Dum7XWTRFHGc7gHC7BgytowR20wQcGHJ7hFd4c6bw4787HsrXkFDOn8AfO5w8hy444</latexit><latexit sha1_base64="QMBM63tX3ykbnQUMK+47cTypLCk=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwobtttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby63IwrQ+qNbfhLkDWiVeQGhRoD6pf/WHCshilYYJq3fPc1AQ5VYYzgbNKP9OYUjahI+xZKmmMOsgXx87IhVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9F1kHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPhUbgrf68jrpNBue2/Dum7XWTRFHGc7gHC7BgytowR20wQcGHJ7hFd4c6bw4787HsrXkFDOn8AfO5w8hy444</latexit><latexit sha1_base64="QMBM63tX3ykbnQUMK+47cTypLCk=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwobtttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby63IwrQ+qNbfhLkDWiVeQGhRoD6pf/WHCshilYYJq3fPc1AQ5VYYzgbNKP9OYUjahI+xZKmmMOsgXx87IhVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9F1kHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPhUbgrf68jrpNBue2/Dum7XWTRFHGc7gHC7BgytowR20wQcGHJ7hFd4c6bw4787HsrXkFDOn8AfO5w8hy444</latexit><latexit sha1_base64="QMBM63tX3ykbnQUMK+47cTypLCk=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRFoueiR68YiJBRNoyHaZwobtttndmpCG3+DFg8Z49Qd589+4QA8KvmSSl/dmMjMvTAXXxnW/ndLG5tb2Tnm3srd/cHhUPT7p6CRTDH2WiEQ9hlSj4BJ9w43Ax1QhjUOB3XByO/e7T6g0T+SDmaYYxHQkecQZNVby63IwrQ+qNbfhLkDWiVeQGhRoD6pf/WHCshilYYJq3fPc1AQ5VYYzgbNKP9OYUjahI+xZKmmMOsgXx87IhVWGJEqULWnIQv09kdNY62kc2s6YmrFe9ebif14vM9F1kHOZZgYlWy6KMkFMQuafkyFXyIyYWkKZ4vZWwsZUUWZsPhUbgrf68jrpNBue2/Dum7XWTRFHGc7gHC7BgytowR20wQcGHJ7hFd4c6bw4787HsrXkFDOn8AfO5w8hy444</latexit>

y = y(t)
<latexit sha1_base64="wixjKZlyt0VYaPVPLgZDEWygNp0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFhMhNuEujTZC0MYygonBJIS9zV6yZG/v2J0TjiP/wsZCEVv/jZ3/xs1HoYkPBh7vzTAzz4+lMOi6305ubX1jcyu/XdjZ3ds/KB4etUyUaMabLJKRbvvUcCkUb6JAydux5jT0JX/wxzdT/+GJayMidY9pzHshHSoRCEbRSo/llFyRtILn5X6x5FbdGcgq8RakBAs0+sWv7iBiScgVMkmN6XhujL2MahRM8kmhmxgeUzamQ96xVNGQm142u3hCzqwyIEGkbSkkM/X3REZDY9LQt50hxZFZ9qbif14nweCylwkVJ8gVmy8KEkkwItP3yUBozlCmllCmhb2VsBHVlKENqWBD8JZfXiWtWtVzq95drVS/XsSRhxM4hQp4cAF1uIUGNIGBgmd4hTfHOC/Ou/Mxb805i5lj+APn8wdLp49Y</latexit><latexit sha1_base64="wixjKZlyt0VYaPVPLgZDEWygNp0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFhMhNuEujTZC0MYygonBJIS9zV6yZG/v2J0TjiP/wsZCEVv/jZ3/xs1HoYkPBh7vzTAzz4+lMOi6305ubX1jcyu/XdjZ3ds/KB4etUyUaMabLJKRbvvUcCkUb6JAydux5jT0JX/wxzdT/+GJayMidY9pzHshHSoRCEbRSo/llFyRtILn5X6x5FbdGcgq8RakBAs0+sWv7iBiScgVMkmN6XhujL2MahRM8kmhmxgeUzamQ96xVNGQm142u3hCzqwyIEGkbSkkM/X3REZDY9LQt50hxZFZ9qbif14nweCylwkVJ8gVmy8KEkkwItP3yUBozlCmllCmhb2VsBHVlKENqWBD8JZfXiWtWtVzq95drVS/XsSRhxM4hQp4cAF1uIUGNIGBgmd4hTfHOC/Ou/Mxb805i5lj+APn8wdLp49Y</latexit><latexit sha1_base64="wixjKZlyt0VYaPVPLgZDEWygNp0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFhMhNuEujTZC0MYygonBJIS9zV6yZG/v2J0TjiP/wsZCEVv/jZ3/xs1HoYkPBh7vzTAzz4+lMOi6305ubX1jcyu/XdjZ3ds/KB4etUyUaMabLJKRbvvUcCkUb6JAydux5jT0JX/wxzdT/+GJayMidY9pzHshHSoRCEbRSo/llFyRtILn5X6x5FbdGcgq8RakBAs0+sWv7iBiScgVMkmN6XhujL2MahRM8kmhmxgeUzamQ96xVNGQm142u3hCzqwyIEGkbSkkM/X3REZDY9LQt50hxZFZ9qbif14nweCylwkVJ8gVmy8KEkkwItP3yUBozlCmllCmhb2VsBHVlKENqWBD8JZfXiWtWtVzq95drVS/XsSRhxM4hQp4cAF1uIUGNIGBgmd4hTfHOC/Ou/Mxb805i5lj+APn8wdLp49Y</latexit><latexit sha1_base64="wixjKZlyt0VYaPVPLgZDEWygNp0=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFhMhNuEujTZC0MYygonBJIS9zV6yZG/v2J0TjiP/wsZCEVv/jZ3/xs1HoYkPBh7vzTAzz4+lMOi6305ubX1jcyu/XdjZ3ds/KB4etUyUaMabLJKRbvvUcCkUb6JAydux5jT0JX/wxzdT/+GJayMidY9pzHshHSoRCEbRSo/llFyRtILn5X6x5FbdGcgq8RakBAs0+sWv7iBiScgVMkmN6XhujL2MahRM8kmhmxgeUzamQ96xVNGQm142u3hCzqwyIEGkbSkkM/X3REZDY9LQt50hxZFZ9qbif14nweCylwkVJ8gVmy8KEkkwItP3yUBozlCmllCmhb2VsBHVlKENqWBD8JZfXiWtWtVzq95drVS/XsSRhxM4hQp4cAF1uIUGNIGBgmd4hTfHOC/Ou/Mxb805i5lj+APn8wdLp49Y</latexit>

Fig. 1. Sketch and notations of the scattering by a high aspect ratio ellipse problem.

propagating in the +\^x direction (see [26, sect. 28.28(i)]). In Figure 2(a), we plot the
real part of u\sansi \sansn given by (2.3) for k = 2. We observe in Figure 2(a) that this incident
field closely approximates a plane wave propagating in the +\^x direction within the
window [ - 5, 5]\times [ - 5, 5], which provides bounds for our computational domain.

Using (2.3) as the incident field, we evaluate the analytical solution for the sound-
hard scattering problem, and we plot its amplitude in Figure 2(b) for k = 2 and
\varepsilon = 0.01. Note that with this choice of parameters, the semimajor axis of the ellipse
is on the order of the wavelength, but the semiminor axis is much smaller than the
wavelength. The black bar in Figure 2(b) represents the high aspect ratio ellipse that
cannot otherwise be seen.

(a) Real part of u\sansi \sansn defined in (2.3). (b) Amplitude of u solution of (2.1).

Fig. 2. Plots of the real part of the incident field u\sansi \sansn and the amplitude of the total field u.

We find that scattering by the high aspect ratio ellipse is highly anisotropic. We
observe a strong diffraction behavior around the high curvature regions; the solution
demonstrates a strong amplitude near the illuminated face of the ellipse and a shadow
regions on the other side of the ellipse. It is clear from this result that the scattered
field on or near the boundary plays an important role in this scattering problem, with
impact on the far field.
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The boundary value problem above provides a simple setting for identifying and
addressing inherent challenges arising from scattering by a high aspect ratio parti-
cle. In what follows, we incorporate asymptotic and numerical analysis to develop a
method that accurately solves this problem. In section 5, we show how this method
can be extended to study scattering by a sound-soft ellipse, a penetrable ellipse (in
particular for plasmonics), and a particle with a more general shape.

2.1. Boundary integral equation formulation. Solution of the Helmholtz's
equation in the exterior domain E is given by the representation formula [21]

(2.4) u(x) = u\sansi \sansn (x) +

\int 
\partial D

\partial nyG(x, y)u(y) d\sigma y  - 
\int 
\partial D

G(x, y)\partial nyu(y) d\sigma y, x \in E,

with ny denoting the outward normal at y (see Figure 1). The fundamental solution
is given by

G(x, y) =
\sansi 

4
\sansH 

(1)
0 (k| x - y| )

with \sansH 
(1)
0 denoting the Hankel function of the first kind of order zero. Since \partial nu = 0

on \partial D, we find that (2.4) reduces to

(2.5) u(x) = u\sansi \sansn (x) +

\int 
\partial D

\partial ny
G(x, y)u(y) d\sigma y, x \in E.

Using classic properties of the double-layer potential [21], the unknown field u on the
boundary solves the boundary integral equation

(2.6)
1

2
u(xb) - 

\int 
\partial D

\partial ny
G(xb, y)u(y) d\sigma y = u\sansi \sansn (xb), xb \in \partial D.

On the high aspect ratio ellipse defined in (2.2), we can write the integral in (2.6)
as \int 

\partial D

\partial ny
G(xb, y) u(y) d\sigma y =

\int 
\BbbT 
\partial ny

G(y(s), y(t)) u(y(t)) | y\prime (t)| dt;

we then rewrite the kernel as

(2.7) \partial nyG(y(s), y(t))| y\prime (t)| =
\sansi k\pi 

2
r(s, t; \varepsilon )\sansH 

(1)
1 (k r(s, t; \varepsilon ))KL(s, t; \varepsilon )

with

r(s, t; \varepsilon ) = 2

\bigm| \bigm| \bigm| \bigm| sin\biggl( s - t

2

\biggr) \bigm| \bigm| \bigm| \bigm| 
\sqrt{} 
cos

\biggl( 
s+ t

2

\biggr) 2

+ \varepsilon 2 sin

\biggl( 
s+ t

2

\biggr) 2

and

(2.8) KL(s, t; \varepsilon ) =
1

2\pi 

 - \varepsilon 
1 + \varepsilon 2 + (1 - \varepsilon 2) cos(s+ t)

.

The kernel KL given in (2.8) corresponds to the kernel for the double-layer potential
solution of Laplace's equation for this narrow ellipse. In light of (2.7), we make the
following remarks.

\bullet Due to the factor of \sansH 
(1)
1 (k r(s, t; \varepsilon )) appearing in the kernel given in (2.7),

the derivative of the kernel has a logarithmic singularity on s = t. This
singularity is well understood (see [21]).
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\bullet For ts such that s + ts \equiv \pi [2\pi ] (with the notation k [X] denoting k modulo
X), KL(s, t; \varepsilon ) given in (2.8) behaves according to

KL(s, ts; \varepsilon ) =  - 1

4\pi \varepsilon 
 - \rightarrow 
\varepsilon \rightarrow 0+

 - \infty .

Since \bigm| \bigm| \bigm| \bigm| \sansi k\pi 2 r(s, ts; \varepsilon ) \sansH 
(1)
1 (k r(s, ts; \varepsilon ))

\bigm| \bigm| \bigm| \bigm|  - \rightarrow 
\varepsilon \rightarrow 0+

1,

it follows that the asymptotic behavior for (2.7) on ts is given by this asymp-
totic behavior for KL.

\bullet The kernel KL is sharply peaked at the mirror points s + t \equiv \pi [2\pi ], and
this peak is enhanced as the ellipse collapses, in other words when the mirror
points become closer. This sharp peak leads to a nearly singular integral
operator in the boundary integral equation.

\bullet The cases s =
\bigl\{ 
 - \pi 

2 ,
\pi 
2

\bigr\} 
are degenerate since the derivative of the kernel (2.7)

admits a singularity for s = t, and we have the nearly singular behavior (the
mirror points coincide in this case).

The integral operator in the boundary integral equation (2.6) is weakly singular
on s = t and nearly singular on s+ t \equiv \pi [2\pi ]. The weak singularity on s = t can be
addressed using the product quadrature rule due to Kress [20]. The nearly singular
behavior, however, is problematic. In the results that follow, we show that this nearly
singular behavior leads to a large error unless it is explicitly addressed.

3. Dirichlet problem for Laplace's equation in a high aspect ratio el-
lipse. In the previous section, we identified that the factor ofKL given in (2.8) causes
nearly singular behaviors in the boundary integral equation. To isolate this issue, we
consider here the following interior Dirichlet problem for Laplace's equation,

(3.1)
find u \in C 2(D) \cup C 1(D) such that:

\Delta u = 0 in D, u =  - f on \partial D,

where f gives the smooth, prescribed boundary data. The solution of (3.1) can be
represented as the double-layer potential [16, 21]

u(x) =
1

2\pi 

\int 
\partial D

ny \cdot (x - y)

| x - y| 2
\mu (y) d\sigma y, x \in D,

with1 \mu \in C 2(\partial D) denoting the solution of the following boundary integral equation:

(3.2)
1

2
\mu (xb) - 1

2\pi 

\int 
\partial D

ny \cdot (xb  - y)

| xb  - y| 2
\mu (y) d\sigma y = f(xb), xb \in \partial D.

Note that (3.2) is similar to (2.6). On the high aspect ratio ellipse (2.2), this boundary
integral equation becomes

(3.3)
1

2
\mu (s) - 

\int 
\BbbT 
KL(s, t; \varepsilon )\mu (t) dt = f(s), s \in \BbbT ,

with KL given in (2.8).

1In general, a continuous function is sufficient. As we will see later we will need C 2 regularity.

D
ow

nl
oa

de
d 

02
/1

7/
22

 to
 8

4.
13

2.
35

.7
1 

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
C

C
B

Y
 li

ce
ns

e 



© 2022 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license

QUADRATURE BY PARITY ASYMPTOTIC EXPANSIONS (QPAX) 1863

3.1. Analytical solution of boundary integral equation (3.3). We com-
pute the analytical solution of (3.3) as follows. By computing the discrete Fourier
transform of (3.3), we obtain

1

2
\mu m  - 2\pi \sansK m\mu  - m = fm, m \in \BbbZ ,

with (\mu m)m\in \BbbZ , (\sansK m)m\in \BbbZ , and (fm)m\in \BbbZ denoting the complex Fourier coefficients of
\mu , KL, and f :

X(s) :=
\sum 
m\in \BbbZ 

Xm\sanse \sansi ms, X = \mu , KL, f.

One can check using (2.8) that KL(s, t; \varepsilon ) boils down to a function in s+t. We rewrite
this system as \biggl( 

1

2
 - 2\pi \sansK 0

\biggr) 
\mu 0 = f0

and \biggl( 
1
2  - 2\pi \sansK m

 - 2\pi \sansK  - m
1
2

\biggr) \biggl( 
\mu m
\mu  - m

\biggr) 
=

\biggl( 
fm
f - m

\biggr) 
for m \not = 0.

The solutions of these problems are given by

(3.4) \mu 0 =
2f0

1 - 4\pi \sansK 0

and

(3.5) \mu m =
4

1 - 16\pi 2\sansK m\sansK  - m

\biggl( 
1

2
fm + 2\pi \sansK mf - m

\biggr) 
for m \not = 0.

Since KL is a rational trigonometric function, one can analytically compute \sansK m
using [15, eq. (2.5)], for m \in \BbbZ , leading to

\sansK m =  - 1

4\pi 
\rho | m| 
\varepsilon with \rho \varepsilon =

\varepsilon  - 1

\varepsilon + 1
\in ( - 1, 0).

Substituting this expression for \sansK m into (3.4) and (3.5), we find that

(3.6) \mu (s) = f0 +
\sum 
m\in \BbbZ \ast 

2

1 - \rho 
2| m| 
\varepsilon 

\Bigl( 
fm  - \rho | m| 

\varepsilon f - m

\Bigr) 
\sanse \sansi ms, s \in \BbbT .

With the solution given in (3.6), we find the following.
\bullet When f = C, where C is a constant, \mu = C.
\bullet When f(s) = cos(ms) for m \in \BbbN , we have \mu (s) = 2 cos(ms)/(1 + \rho m\varepsilon ).
\bullet When f(s) = sin(ms) for m \in \BbbN \ast , we have \mu (s) = 2 sin(ms)/(1 - \rho m\varepsilon ).

Note that \rho \varepsilon < 0, and \rho \varepsilon =  - 1 + 2\varepsilon +\scrO (\varepsilon 2) as \varepsilon \rightarrow 0+. As a consequence depending
on the parity of m, as \varepsilon \rightarrow 0+, we have

1 + \rho m\varepsilon \sim 

\Biggl\{ 
2m\varepsilon , when m is odd,

1, when m is even,

and

1 - \rho m\varepsilon \sim 

\Biggl\{ 
1, when m is odd,

2m\varepsilon , when m is even.

In light of these results, we are motivated to introduce the following definition.
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Definition 3.1. For any function f : \BbbT \rightarrow \BbbC ,
\bullet we say that f is even if it belongs to the space

C\sanse \sansv (\BbbT ) := \{ f \in C (\BbbT ) | f(\pi  - s) = f(s)\} ;
\bullet we say that f is odd if it belongs to the space

C\sanso \sansd (\BbbT ) := \{ f \in C (\BbbT ) | f(\pi  - s) =  - f(s)\} .
We define the even and odd parts of f as f\sanse \sansv (s) =

1
2 (f(s) + f(\pi  - s)) and f\sanso \sansd (s) =

1
2 (f(s) - f(\pi  - s)).

With Definition 3.1 established, we state the following results.
\bullet When f is even in the sense of Definition 3.1 (typically s \mapsto \rightarrow sin((2p+1)s) or

cos(2ps) for p \in \BbbN ), then the solution \mu is bounded as \varepsilon \rightarrow 0+.
\bullet When f is odd in the sense of Definition 3.1 (typically s \mapsto \rightarrow sin(2ps) or

cos((2p+ 1)s) for p \in \BbbN \ast ) then the solution \mu is unbounded as \varepsilon \rightarrow 0+.
The qualitative differences between solutions when the Dirichlet boundary data are
even or odd will play an important role in addressing the nearly singular behavior of
KL.

3.2. Modified trapezoid rule (MTR). A method to compute the leading
behavior of nearly singular integrals is given in [9] (following classic perturbation
techniques [18]). In what follows we apply that method to (3.3). Recall that KL

exhibits nearly singular behavior on s+ t \equiv \pi [2\pi ]. For this reason, we introduce

I\delta (\varepsilon ) =

\int \pi  - s+ \delta 
2

\pi  - s - \delta 
2

KL(s, t; \varepsilon )\mu (t) dt,

where \delta > 0 is fixed. To determine the leading behavior of I\delta (\varepsilon ) as \varepsilon \rightarrow 0+, we
perform a series of substitutions. First, we shift by substituting t = \pi  - s + x, then
we rescale using the stretched coordinate x = \varepsilon X. These lead to

(3.7) I\delta (\varepsilon ) =
1

2\pi 

\int \delta 
2\varepsilon 

 - \delta 
2\varepsilon 

 - \varepsilon 2

1 + \varepsilon 2  - (1 - \varepsilon 2) cos(\varepsilon X)
\mu (\pi  - s+ \varepsilon X) dX.

Assuming \mu is also differentiable, we expand the integrand in (3.7) about \varepsilon = 0+ and
find

(3.8)
 - \varepsilon 2\mu (\pi  - s+ \varepsilon X)

1 + \varepsilon 2  - (1 - \varepsilon 2) cos(\varepsilon X)
=  - 2

4 +X2
[\mu (\pi  - s) + \varepsilon X\mu \prime (\pi  - s)] +\scrO (\varepsilon 2).

All expansions have been computed via Mathematica and SymPy, and notebooks can
be found in the Github repository [25]. Integrating this expansion term-by-term, the
\scrO (\varepsilon ) in (3.8) vanishes upon integration since it is odd (in the classic sense), and we
find

(3.9) I\delta (\varepsilon ) =  - 1

\pi 
arctan

\biggl( 
\delta 

4\varepsilon 

\biggr) 
\mu (\pi  - s) +\scrO (\varepsilon ).

We refer the reader to [9] for a proper justification of the obtained order after inte-
gration. This result gives the asymptotic behavior of the portion of the boundary
integral operator in (3.3) about s+ t \equiv \pi [2\pi ] leading to its nearly singular behavior.
We now use this leading behavior to modify the periodic trapezoid rule (PTR). Given
2N quadrature points, let si = ti = i\Delta t - \pi /2 for i \in J0, 2N  - 1K (the set of integers
between 0 and 2N - 1), and with \Delta t = \pi /N . It follows that si+t - i [2N ] \equiv \pi [2\pi ] (with
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the notation tk[N ] denoting tk for k \in \BbbZ modulo N). Instead of using the trapezoid
rule on those mirror points, we replace it with I\Delta t(\varepsilon ) (namely, (3.9) where we substi-
tute \delta = \Delta t). We call this method the MTR. Applying this MTR to (3.2) yields the
following linear system,

(3.10)
1

2
\mu i +

1

\pi 
arctan

\biggl( 
\Delta t

4\varepsilon 

\biggr) 
\mu  - i [2N ]  - \Delta t

2N - 1\sum 
j=0

j \not = - i [2N ]

KL(si, tj ; \varepsilon )\mu j = f(si)

for i \in J0, 2N  - 1K. Using (3.10), we relieve the trapezoid rule from having to approx-
imate the underlying nearly singular behavior coming from KL. It is in this way that
we expect this modification to help in computing solutions of (3.3).

Figure 3 shows results for the relative error made by the MTR to solve (3.3)
using 2N = 64 quadrature points, and two different sources: f(s) = cos(4s) and
f(s) = sin(5s). For comparison, we include the relative error made by the PTR and
by the QPAX described below, with the same number of quadrature points. Results
show that the MTR works well when f is even (in the sense of Definition 3.1) where
the relative error exhibits an \scrO (\varepsilon ) behavior as \varepsilon \rightarrow 0+ (following the expected order
from (3.9)). However when f is odd, the relative error is large and comparable to
PTR for all values of \varepsilon . Thus, the MTR is only effective for solving (3.3) when f is
even.

3.3. Quadrature by parity asymptotic expansions (QPAX). It is clear
from previous results that we must explicitly take into account the qualitative dif-
ferences between even and odd boundary data to fully address the nearly singular
behavior of KL. In what follows, we develop a numerical method based on the as-
ymptotic expansions for even and odd parities. We call this new method QPAX.

We now rewrite (3.3) as L [\mu ](s) = f(s) with L [\mu ](s) =
\bigl( 
1
2 I - K L

\bigr) 
[\mu ](s) and

(3.11) K L[\mu ](s) :=

\int 
\BbbT 
KL(s, t; \varepsilon )\mu (t) dt, s \in \BbbT .

We write a formal asymptotic expansion of the operator L \sim 
\sum 
q\in \BbbN \varepsilon 

q Lq as \varepsilon \rightarrow 0+.
Using standard matched asymptotic techniques, one obtains the following result (the
proof is given in Appendix B.1) [9].

Lemma 3.2. The integral operator K L admits the following expansion K L[\mu ] =
K L

0 [\mu ] + \varepsilon K L
1 [\mu ] + \scrO (\varepsilon ) for \mu \in C 2(\BbbT ), where

K L
0 [\mu ](s) =  - 1

2
\mu (\pi  - s) and K L

1 [\mu ](s) =  - 1

2\pi 

\int 
\BbbT 
\sansE \pi  - s[\mu ](t) dt

with (s, t) \mapsto \rightarrow \sansE s[\mu ](t) \in C (\BbbT 2) defined by

(3.12) \sansE s[\mu ](t) =

\left\{   
\mu (s+ t) - 2\mu (s) + \mu (s - t)

2(1 - cos(t))
if t \not = 0 [2\pi ],

\mu \prime \prime (s) if t = 0 [2\pi ].

Lemma 3.2 requires at least C 2 regularity for \mu to define the continuous function \sansE s
in (3.12) (which we assume throughout the rest of the paper). Using Lemma 3.2, we
obtain

(3.13) L0[\mu ](s) =
\mu (s) + \mu (\pi  - s)

2
and L1[\mu ](s) =

1

2\pi 

\int 
\BbbT 
\sansE \pi  - s[\mu ](t) dt.
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From (3.13), we directly have L0[\mu ] = \mu \sanse \sansv and C\sanso \sansd (\BbbT ) \subset ker(L0), therefore L0[\mu ] = f
is ill-posed for f \in C (\BbbT ). If we assume that the right-hand side f =

\sum 
q\in \BbbN \varepsilon 

qfq and
the density \mu =

\sum 
q\in \BbbN \varepsilon 

q\mu q have smooth expansions, we will only be able to solve for

the even part. For the odd part, the solution is not smooth as \varepsilon \rightarrow 0+ and we need
to consider a different asymptotic expansion.

The need for a different asymptotic expansion for the odd part is also revealed
by the \scrO (\varepsilon  - 1) behavior of the analytical solution given in (3.6). To take this limit
behavior into account, we use the following two asymptotic expansions for the even
and odd parts of \mu = \mu \sanse \sansv + \mu \sanso \sansd :

\mu \sanse \sansv =
\sum 
q\in \BbbN 

\varepsilon q \mu \sanse \sansv 
q and \mu \sanso \sansd =

1

\varepsilon 
\mu \sanso \sansd 
 - 1 +

\sum 
q\in \BbbN 

\varepsilon q \mu \sanso \sansd 
q .

One can show that the operator L preserves even and odd parity: (L [\mu ])\sanse \sansv /\sanso \sansd =

L [\mu \sanse \sansv /\sanso \sansd ]. Using this result, we then substitute these expansions into L [\mu \sanse \sansv +\mu \sanso \sansd ] =\sum 
q\in \BbbN \varepsilon 

q (f \sanse \sansv q + f\sanso \sansd q ) and obtain to leading order

(3.14) L0[\mu 
\sanse \sansv 
0 ] = f \sanse \sansv 0 , L0[\mu 

\sanse \sansv 
1 ] + L1[\mu 

\sanse \sansv 
0 ] = f \sanse \sansv 1 , and L1[\mu 

\sanso \sansd 
 - 1] = f\sanso \sansd 0 .

The operator L0 is invertible on C\sanse \sansv (\BbbT ) (it is the identity operator). The nullspace of
L1 is simply the set of constant functions (see Lemma B.1). Therefore L1 is invertible
on C\sanso \sansd (\BbbT ). Using (3.14), we get

\mu \sanse \sansv 
0 = f \sanse \sansv 0 , \mu \sanse \sansv 

1 = f \sanse \sansv 1  - L1[f
\sanse \sansv 
0 ], and \mu \sanso \sansd 

 - 1 = (L1)
 - 1

[f\sanso \sansd 0 ].

In practice we compute the approximation \mu \simeq \mu asy = \mu asy
\sanse \sansv + \mu asy

\sanso \sansd with

(3.15) \mu asy
\sanse \sansv = f\sanse \sansv  - \varepsilon L1[f\sanse \sansv ] and \mu asy

\sanso \sansd =
1

\varepsilon 
(L1)

 - 1
[f\sanso \sansd ].

Based on the chosen ansatz, we anticipate the following relative errors:

\| \mu \sanse \sansv  - \mu asy
\sanse \sansv \| L\infty (\BbbT )

\| \mu \sanse \sansv \| L\infty (\BbbT )
= \scrO 

\bigl( 
\varepsilon 2
\bigr) 

and
\| \mu \sanso \sansd  - \mu asy

\sanso \sansd \| 
L\infty (\BbbT )

\| \mu \sanso \sansd \| L\infty (\BbbT )
= \scrO (\varepsilon ) .

Remark 3.3. The decomposition into even and odd parts can be also understood
from a spectral point of view. For the case of the high aspect ratio ellipse, it is

known that K L exhibits eigenvalues (\lambda 
\sanse \sansv /\sanso \sansd 
n )n (associated with even eigenfunctions,

odd eigenfunctions, respectively) such that \lambda \sanse \sansv n  - \rightarrow 
n\rightarrow \infty 

 - 1
2 , \lambda 

\sanso \sansd 
n  - \rightarrow 

n\rightarrow \infty 
1
2 (see [2] for its

generalization to two-dimensional thin planar domains such as rectangles). It is also
the reason why, when considering L L = 1

2 I - K L, ill-posedness arises in the presence
of an odd source term.

We now turn to the discretization, for which we will need to separate even and
odd parts. From Lemma B.1, we find that for any m \in \BbbZ ,

L1 [cos (mt)] (s) = ( - 1)
m+1

m cos (ms) , L1 [sin (mt)] (s) = ( - 1)
m
m sin (ms) .

Using these two relations, we define the discretized operators \BbbL \sanse \sansv 
1 and \BbbL \sanso \sansd 

1 as follows.
Given 2N uniformly spaced grid points starting at  - \pi 

2 (bottom of the narrow ellipse),
one can simply use the half-grid to define the even and odd parts. Let \sansC N+1 denote
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the (N +1)\times (N +1) matrix corresponding to the discrete cosine transform with the
following entries,

(\sansC N+1)i,0 =

\sqrt{} 
2

N

1

2
, (\sansC N+1)i,j =

\sqrt{} 
2

N
cos

\biggl( 
ij\pi 

N

\biggr) 
, (\sansC N+1)i,N =

\sqrt{} 
2

N

( - 1)
i

2

for (i, j) \in J0, NK2. In terms of \sansC N+1, we define \BbbL \sanse \sansv 
1 according to

(3.16) \BbbL \sanse \sansv 
1 = \sansC N+1 diag (0, 1, . . . , N) \sansC N+1.

Let \sansS N - 1 denote the (N  - 1) \times (N  - 1) matrix corresponding to the discrete sine
transform with entries

(\sansS N - 1)i,j =

\sqrt{} 
2

N
sin

\biggl( 
ij\pi 

N

\biggr) 
for (i, j) \in J1, N  - 1K2. In terms of \sansS N - 1, we define \BbbL \sanso \sansd 

1 according to

(3.17) \BbbL \sanso \sansd 
1 = \sansS N - 1 diag ( - 1, - 2, . . . , - (N  - 1)) \sansS N - 1.

We now use these asymptotic results to develop a numerical method to solve (3.3).
Given the Dirichlet boundary data f , we first compute the vectors

\bfitf \sanse \sansv 
N+1 = (f\sanse \sansv (si))i\in J0,NK =

\biggl( 
1

2
f(si) +

1

2
f(\pi  - si)

\biggr) 
i\in J0,NK

and

\bfitf \sanso \sansd 
N - 1 = (f\sanso \sansd (si))i\in J1,N - 1K =

\biggl( 
1

2
f(si) - 

1

2
f(\pi  - si)

\biggr) 
i\in J1,N - 1K

,

where si = i\Delta t - \pi 
2 , i \in J0, 2N - 1K are the PTR quadrature points. Next, we compute

the numerical approximation of (3.15) through evaluation of

\bfitmu \sanse \sansv 
N+1 = \bfitf \sanse \sansv 

N+1  - \varepsilon \BbbL \sanse \sansv 
1 \bfitf \sanse \sansv 

N+1 and \bfitmu \sanso \sansd 
N - 1 = \varepsilon  - 1

\bigl( 
\BbbL \sanso \sansd 
1

\bigr)  - 1
\bfitf \sanso \sansd 
N - 1.

With these results, we compute the approximation

(3.18) \mu (si) \approx 

\left\{       
\bigl( 
\bfitmu \sanse \sansv 
N+1

\bigr) 
i
, i = 0, N,\bigl( 

\bfitmu \sanse \sansv 
N+1

\bigr) 
i
+
\bigl( 
\bfitmu \sanso \sansd 
N - 1

\bigr) 
i
, i \in J1, N  - 1K,\bigl( 

\bfitmu \sanse \sansv 
N+1

\bigr) 
2N - i +

\bigl( 
\bfitmu \sanso \sansd 
N - 1

\bigr) 
2N - i , i \in JN + 1, 2N  - 1K.

We denote \bfitmu 2N to be the 2N vector whose entries are given by (3.18).
In Figure 3 we show the relative error, \| \bfitmu 2N  - \bfitmu ana\| \infty / \| \bfitmu ana\| \infty (with \bfitmu ana the

vector denoting the discrete analytic solution at the quadrature points computed via
(3.6)) as a function of \varepsilon using PTR, MTR, and QPAX to compute the solution of
(3.3). All codes are publicly available on Github [25]. For these results, the number
of quadrature points for all methods is 2N = 64. The results in the left plot are for
the even source f(s) = cos(4s) and the results in the right plot are for the odd source
f(s) = sin(5s). Results indicate, as expected, that the error made by QPAX is \scrO (\varepsilon 2)
for an even source and \scrO (\varepsilon ) for an odd source. For the considered even sources, we
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(a) Even: f(s) = cos(4s)
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(b) Odd: f(s) = sin(5s)

Fig. 3. Results for relative error as a function of \varepsilon in the numerical solution of the boundary
integral equation for the Dirichlet problem for Laplace's equation in a high aspect ratio ellipse for
PTR (blue curves with ``\bullet "" symbols), MTR (orange curves with ``+"" symbols), and QPAX (green
curves with `` \star "" symbols). All of these results were computed using 2N = 64 quadrature points. In
the left plot, we show relative error for the even source f(s) = cos(4s) and in the right plot, we show
relative error results for the odd source f(s) = sin(5s). The solid black line represents the \scrO (\varepsilon )
convergence slope and the dashed black line represents the \scrO (\varepsilon 3) convergence slope.

have taken the two-term asymptotic approximation in (3.15) which leads to the \scrO (\varepsilon 3)
because the second order term vanishes. From the parity asymptotic expansions, we
found that the odd part contributes globally to the nearly singular behavior. It is the
reason why the MTR (based only on local inner expansion) fails for odd sources.

Remark 3.4. For simplicity, we have explicitly used a spectral decomposition to
discretize the operator L1. This is obtained using Lemma B.1. Other discretizations
are possible as long as we split the expansion as in (3.15). For example Chebyshev
nodes on interval

\bigl( 
 - \pi 

2 ,
\pi 
2

\bigr) 
may be appropriate since the operator L1 is diagonalizable

on C 2
\sanse \sansv /\sanso \sansd (\BbbT ).

4. QPAX for scattering by a high aspect ratio ellipse. From the discussion
on the Dirichlet problem for Laplace's equation in a high aspect ratio ellipse, we found
that it is necessary to consider different asymptotic expansions for the even and odd
parts of the solution. We now extend those results to the scattering problem by a
sound-hard, high aspect ratio ellipse.

We rewrite (2.6) on the high aspect ratio ellipse as LH [u] = u\sansi \sansn with LH :=
1
2 I - K H and the operator K H [\mu ](s) =

\int 
\BbbT K(s, t; \varepsilon )\mu (t) dt. Using (2.7), we write the

kernel of K H as K(s, t; \varepsilon ) = H(z\varepsilon (s, t))K
L(s, t; \varepsilon ), where

(4.1) z\varepsilon (s, t) := k r(s, t; \varepsilon ) = 2 k
\bigm| \bigm| sin \bigl( s - t2 \bigr) \bigm| \bigm| \sqrt{} cos

\bigl( 
s+t
2

\bigr) 2
+ \varepsilon 2 sin

\bigl( 
s+t
2

\bigr) 2
,

and H denotes the continuous function H(z) := \sansi \pi 
2 z\sansH 

(1)
1 (z). Although H is continu-

ous, its derivative has a logarithmic singularity at s = t (i.e., z = 0). To address this
singularity in the derivative, we use [26, section 10.8] to decompose H according to

H(z) = \Psi (z) - z \sansJ 1(z)

2
ln

\biggl( 
4z2

k2

\biggr) 
,

where \Psi is an analytic function on \BbbC satisfying \Psi (0) = 1 and \Psi \prime (0) = 0. Then we
split the integral operator according to K H = K \Psi + K ln, where

K \Psi [\mu ](s) =

\int 
\BbbT 
KL(s, t; \varepsilon ) \Psi (z\varepsilon (s, t)) \mu (t) dt,(4.2a)
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K ln[\mu ](s) =  - 1

2

\int 
\BbbT 
KL(s, t; \varepsilon ) z\varepsilon (s, t) \sansJ 1(z\varepsilon (s, t)) ln

\Biggl( 
4z\varepsilon (s, t)

2

k2

\Biggr) 
\mu (t) dt.(4.2b)

We now state two useful lemmas.

Lemma 4.1. The integral operator K \Psi defined in (4.2a) admits the expansion
K \Psi [\mu ] = K \Psi 

0 [\mu ] + \varepsilon K \Psi 
1 [\mu ] + \scrO (\varepsilon ) for \mu \in C 2(\BbbT ), where

K \Psi 
0 [\mu ](s) =  - 1

2
\mu (\pi  - s) and K \Psi 

1 [\mu ](s) =  - 1

2\pi 

\int 
\BbbT 
\sansE \pi  - s[\psi s \mu ](t) dt

with \psi s(t) = \Psi 
\bigl( 
2 k
\bigm| \bigm| sin \bigl( s - t2 \bigr) cos \bigl( s+t2 \bigr) \bigm| \bigm| \bigr) , and \sansE s as defined in (3.12).

Lemma 4.2. The integral operator K ln defined in (4.2b) admits the expansion
K ln[\mu ] = \varepsilon K ln

1 [\mu ] + \scrO (\varepsilon ) for \mu \in C 2(\BbbT ), where

K ln
1 [\mu ](s) =

1

2\pi 

\int 
\BbbT 
[\phi s \mu ]\sanse \sansv (t) ln

\Bigl( 
4 sin

\bigl( 
s - t
2

\bigr) 2\Bigr) 
dt

with

(4.3) \phi s(t) =

\left\{       
k

\bigm| \bigm| \bigm| \bigm| \bigm| sin
\bigl( 
s - t
2

\bigr) 
cos
\bigl( 
s+t
2

\bigr) \bigm| \bigm| \bigm| \bigm| \bigm| \sansJ 1 \bigl( 2 k \bigm| \bigm| sin \bigl( s - t2 \bigr) cos \bigl( s+t2 \bigr) \bigm| \bigm| \bigr) if t \not \equiv \pi  - s [2\pi ],

2k2 sin
\bigl( 
s - t
2

\bigr) 2
if t \equiv \pi  - s [2\pi ].

The proof of the expansions for K \Psi and K ln, defined in (4.2a) and (4.2b), can
be found in Appendices B.2 and B.3, respectively. Using Lemmas 4.1 and 4.2 we can
write the asymptotic expansion of the integral operator LH = H0 + \varepsilon H1 + \scrO (\varepsilon ),
where

H0[\mu ](s) =
\mu (s) + \mu (\pi  - s)

2
= \mu \sanse \sansv (s),(4.4a)

H1[\mu ](s) =
1

2\pi 

\int 
\BbbT 
\sansE \pi  - s[\psi s \mu ](t) dt - 

1

2\pi 

\int 
\BbbT 
[\phi s \mu ]\sanse \sansv ln

\Bigl( 
4sin

\bigl( 
s - t
2

\bigr) 2\Bigr) 
dt.(4.4b)

Similarly to the Dirichlet problem for the Laplace equation, we have ker(H0) = C\sanso \sansd (\BbbT )
and the leading order problem H0[u] = u\sansi \sansn is not well-posed; on C (\BbbT ). As a conse-
quence we need to separate the even and odd terms to solve LH [u] = u\sansi \sansn . We write
the source term as f(s) = u\sansi \sansn (y(s)) = u\sansi \sansn (\varepsilon cos(s), sin(s)), and we expand f = f\sanse \sansv +f\sanso \sansd 
with f\sanse \sansv =

\sum 
q\in \BbbN \varepsilon 

q f \sanse \sansv q (s) and f\sanso \sansd =
\sum 
q\in \BbbN \varepsilon 

q f\sanso \sansd q (s). To highlight the parity scales,
we write as before u = u\sanse \sansv + u\sanso \sansd with the ansatz

(4.5) u\sanse \sansv =
\sum 
q\in \BbbN 

\varepsilon q u\sanse \sansv q and u\sanso \sansd =
1

\varepsilon 
u\sanso \sansd  - 1 +

\sum 
q\in \BbbN 

\varepsilon q u\sanso \sansd q

as \varepsilon \rightarrow 0+. For the high aspect ratio ellipse, the expansions of the source term give
us

f \sanse \sansv 0 (s) = u\sansi \sansn (0, sin(s)), f \sanse \sansv 1 (s) = 0,(4.6a)

f\sanso \sansd 0 (s) = 0, f\sanso \sansd 1 (s) = cos(s) \partial xu
\sansi \sansn (0, sin(s)).(4.6b)

Contrary to Laplace's problem, the scattering problem is always well-posed; we know
that u\sanso \sansd  - 1 \equiv 0, and f\sanso \sansd 0 \equiv 0 is expected. However ill-posedness of the asymptotic
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problem as \varepsilon \rightarrow 0+ remains (but it is subtle): note that the leading order term of f\sanso \sansd 
is \scrO (\varepsilon ) while the one for u\sanso \sansd is \scrO (1). It is the reason why we still shift the power
index of \varepsilon . To obtain leading behavior of the solution of LH [u] = u\sansi \sansn , we replace
LH by H0+ \varepsilon H1, substitute the expansions for u\sanse \sansv and u\sanso \sansd defined in (4.5), and use
the fact that LH (and consequently H0,H1) preserves parity. In the end we obtain
similar equations to (3.14): H0[u

\sanse \sansv 
0 ] = f \sanse \sansv 0 , H0[u

\sanse \sansv 
1 ] =  - H1[f

\sanse \sansv 
0 ], and H1[u

\sanso \sansd 
0 ] = f\sanso \sansd 1 .

In practice we simply need to compute

uasy\sanse \sansv (s) = u\sansi \sansn (0, sin(s)) - \varepsilon H1

\bigl[ 
u\sansi \sansn (0, sin(s))

\bigr] 
,(4.7a)

uasy\sanso \sansd (s) = H  - 1
1

\bigl[ 
cos(s) \partial xu

\sansi \sansn (0, sin(s))
\bigr] 
.(4.7b)

We obtain an asymptotic approximation u \simeq uasy = uasy\sanse \sansv +uasy\sanso \sansd in the limit as \varepsilon \rightarrow 0+,
whose error is \scrO (\varepsilon ). As for the Laplace case, we anticipate the following relative errors:

\| u\sanse \sansv  - uasy\sanse \sansv \| L\infty (\BbbT )

\| u\sanse \sansv \| L\infty (\BbbT )
= \scrO 

\bigl( 
\varepsilon 2
\bigr) 

and
\| u\sanso \sansd  - uasy\sanso \sansd \| 

L\infty (\BbbT )

\| u\sanso \sansd \| L\infty (\BbbT )
= \scrO (\varepsilon ) .

We now introduce a numerical method for computing (4.7a) and (4.7b). This method
modifies the product Gaussian quadrature rule by Kress [20] for two-dimensional
scattering problems. Using the PTR quadrature points si = ti = i\Delta t  - \pi /2 for
i \in J0, 2N  - 1K with \Delta t = \pi /N , Kress' Gaussian product quadrature rule (PQR) is
given by

(4.8)

\int 
\BbbT 
K(si, t; \varepsilon )u(t) dt \approx 

2N - 1\sum 
j=0

\Bigl[ 
R

(N)
| N - j| K1(si, tj) + \Delta tK2(si, tj)

\Bigr] 
uj

with

K1(s, t; \varepsilon ) =  - 1

2
z\varepsilon (s, t) \sansJ 1(z\varepsilon (s, t))K

L(s, t; \varepsilon )

and

K2(s, t; \varepsilon ) =
1

2
z\varepsilon (s, t)

\Bigl[ 
\sansi \pi \sansH 

(1)
1 (z\varepsilon (s, t)) + \sansJ 1(z\varepsilon (s, t)) ln

\Bigl( 
4 sin

\bigl( 
s - t
2

\bigr) 2\Bigr) \Bigr] 
KL(s, t; \varepsilon ).

Here, \sansJ 1 is the Bessel function of first kind and of order one and KL is given in (2.8).
The quadrature weights in (4.8) are given by

(4.9) R
(N)
k :=  - ( - 1)

k
\pi 

N2
 - 2\pi 

N

N - 1\sum 
m=1

1

m
cos

\biggl( 
mk\pi 

N

\biggr) 
, k \in J0, NK.

Using this quadrature rule within a Nystr\"om method to solve (2.6), we obtain

(4.10)
1

2
ui  - 

2N - 1\sum 
j=0

\Bigl[ 
R

(N)
| N - j| K1(si, tj) +

\pi 

N
K2(si, tj)

\Bigr] 
uj = u\sansi \sansn (si), i \in J0, 2N  - 1K.

This PQR explicitly addresses the weak singularity in the derivative in K on s = t

due to the Hankel function \sansH 
(1)
1 . However, it does not address the nearly singular

behavior due to KL, so we do not expect it to work well for the high aspect ratio
ellipse.
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We can easily modify the PQR method to include the modification we derived in
subsection 3.2 based on the asymptotic expansion forKL. First, we observe thatK1 =
\scrO (\varepsilon ) as \varepsilon \rightarrow 0+, so it does not exhibit any nearly singular behavior. Consequently, we
do not need to modify that part of the PQR. However, K2 exhibits a nearly singular
behavior as \varepsilon \rightarrow 0+, so we write, for i \in J0, 2N  - 1K,\int 

\BbbT 
K2(si, t; \varepsilon )u(t) dt \approx  - 1

\pi 
arctan

\biggl( 
\Delta t

4\varepsilon 

\biggr) 
u - i [2N ] +\Delta t

2N - 1\sum 
j=0

j \not = - i [2N ]

K2(si, tj ; \varepsilon )uj .

Incorporating this modification into the Nystr\"om method into (4.10), we obtain

(4.11)
1

2
ui  - 

2N - 1\sum 
j=0

R
(N)
| N - j| K1(si, tj)uj +

1

\pi 
arctan

\biggl( 
\Delta t

4\varepsilon 

\biggr) 
\mu  - i [2N ]

 - \Delta t

2N - 1\sum 
j=0

j \not = - i [2N ]

K2(si, tj ; \varepsilon )uj = u\sansi \sansn (si)

for i \in J0, 2N  - 1K. We call (4.11) the modified PQR (MPQR). We expect MPQR to
fail when considering an odd source term.

We now modify PQR further to extend QPAX to solve (2.6). Using (4.4), we
define the discretized even operator \BbbH \sanse \sansv 

1 and the discretized odd operator \BbbH \sanso \sansd 
1 as

follows. First, we split \BbbH \sanse \sansv /\sanso \sansd 
1 = \BbbH \sanse \sansv /\sanso \sansd 

1,\psi  - \BbbH \sanse \sansv /\sanso \sansd 
1,ln into the two parts corresponding to

the two integrals in (4.4). As before, we make use of the first half of the quadrature
points to create the even and odd discrete operators. The entries for \BbbH \sanse \sansv 

1,\psi are given
by \bigl( 

\BbbH \sanse \sansv 
1,\psi 

\bigr) 
i,j

= (\BbbL \sanse \sansv 
1 )i,j \psi si(tj), (i, j) = J0, NK2,

and the entries for \BbbH \sanso \sansd 
1,\psi are given by\bigl( 

\BbbH \sanso \sansd 
1,\psi 

\bigr) 
i,j

=
\bigl( 
\BbbL \sanso \sansd 
1

\bigr) 
i,j
\psi si(tj), (i, j) = J1, N  - 1K2,

with \BbbL \sanse \sansv 
1 given in (3.16) and \BbbL \sanso \sansd 

1 given in (3.17). One can check that the entries of

\BbbH \sanse \sansv /\sanso \sansd 
1,ln are given by

\bigl( 
\BbbH \sanse \sansv 

1,ln

\bigr) 
i,j

=
\bigl( 
W \sanse \sansv 
N+1

\bigr) 
i,j

\phi si(tj) + \phi si(\pi  - tj)

2
, (i, j) = J0, NK2,

\bigl( 
\BbbH \sanso \sansd 

1,ln

\bigr) 
i,j

=
\bigl( 
W \sanse \sansv 
N+1

\bigr) 
i,j

\phi si(tj) - \phi si(\pi  - tj)

2
, (i, j) = J1, N  - 1K2,

respectively, whereW \sanse \sansv 
N+1 is the matrix of Kress weights for integrating even functions

defined by

W \sanse \sansv 
N+1 = \sansC N+1 diag

\biggl( 
0, - 2\pi 

1
, - 2\pi 

2
, . . . , - 2\pi 

N

\biggr) 
\sansC N+1

with \sansC N+1 denoting the same matrix of the discrete cosine transform used in (3.16).
As for the Laplace case, from (4.7), we obtain the approximation of the unknowns
\bfitu \sanse \sansv 
N+1 \approx (u\sanse \sansv (si))i\in J0,NK and \bfitu \sanso \sansd 

N - 1 \approx (u\sanso \sansd (si))i\in J1,N - 1K as

\bfitu \sanse \sansv 
N+1 = \bfitf \sanse \sansv 

N+1  - \varepsilon \BbbH \sanse \sansv 
1 \bfitf \sanse \sansv 

N+1 and \bfitu \sanso \sansd 
N - 1 =

\bigl( 
\BbbH \sanso \sansd 

1

\bigr)  - 1
\bfitf \sanso \sansd 
N - 1,

D
ow

nl
oa

de
d 

02
/1

7/
22

 to
 8

4.
13

2.
35

.7
1 

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
C

C
B

Y
 li

ce
ns

e 



© 2022 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license

1872 C. CARVALHO, A. KIM, L. LEWIS, AND Z. MOITIER

10−7 10−5 10−3 10−1

ε

10−17

10−13

10−9

10−5

10−1

re
la

ti
v
e

er
ro

r

PQR

MPQR

QPAX

O(ε)

O(ε2)

(a) Even source: u\sansi \sansn (x, y) = \sansM \sansc 
(1)
3 (\xi , q) \sansc \sanse 3(\eta , q)
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(b) Odd source: u\sansi \sansn (x, y) = \sansM \sanss 
(1)
2 (\xi , q) \sanss \sanse 2(\eta , q)

Fig. 4. Results for relative error as a function of \varepsilon in the numerical solution of the boundary
integral equation for scattering by a sound-hard, high aspect ratio ellipse for PQR (blue curves
with ``\bullet "" symbols), MPQR (orange curves with ``+"" symbols), and QPAX (green curves with `` \star ""
symbols). All of these results were computed using 2N = 64 quadrature points. The left plot shows
results for an incident field that produces an even source on the boundary and the right plot shows
results for an incident field that produces an odd source on the boundary. The black line represents
the \scrO (\varepsilon ) convergence slope and the dashed black line represents the \scrO (\varepsilon 2) convergence slope.

where \bfitf \sanse \sansv 
N+1 =

\bigl( 
u\sansi \sansn (0, sin(si))

\bigr) 
i\in J0,NK and \bfitf \sanso \sansd 

N - 1 =
\bigl( 
cos(si) \partial xu

\sansi \sansn (0, sin(si))
\bigr) 
i\in J1,N - 1K.

Then, we recombine the even and odd parts using (3.18) to obtain the approximation
vector \bfitu 2N .

We now study the relative error \| \bfitu 2N  - \bfitu ana\| \infty / \| \bfitu ana\| \infty (with \bfitu ana the vec-
tor denoting the discrete analytic solution at the quadrature points computed via
(A.1)) as a function of \varepsilon made by PQR, MQPR, and QPAX. All codes are publicly
available on Github [25]. In Figure 4, we show these relative errors for u\sansi \sansn (x, y) =

\sansM \sansc 
(1)
3 (\xi , q) \sansc \sanse 3(\eta , q) which produces a purely even source on the boundary (left plot)

and u\sansi \sansn (x, y) = \sansM \sanss 
(1)
2 (\xi , q) \sanss \sanse 2(\eta , q) which produces a purely odd source on the bound-

ary (right plot). For these results, the number of quadrature points is fixed at 2N = 64
for all of the approximations. These results mimic what we had seen for the Dirichlet
problem for Laplace's equation in a high aspect ratio ellipse. Here, the PQR approx-
imation produces large errors as \varepsilon \rightarrow 0+ because it does not account for the nearly
singular behavior of the integral operator for a high aspect ratio ellipse. For an even
source, the relative error of the MPQR exhibits an \scrO (\varepsilon ), but it does not work well for
an odd source. In contrast, the relative error of the QPAX approximation exhibits, as
anticipated, an \scrO (\varepsilon 2) behavior for the even source and an \scrO (\varepsilon ) behavior for the odd
source. Hence, the QPAX approximation effectively addresses the inherent parity in
the nearly singular behavior associated with this high aspect ratio ellipse.

Because the relative error for the QPAX approximation for odd parity exhibits
an \scrO (\varepsilon ) behavior, we expect that it exhibits an \scrO (\varepsilon ) behavior for a general incident
field. To verify that this is indeed true, we show in Figure 5(a) the relative error with
respect to the infinity norm as a function of \varepsilon for the approximate plane wave given
by (2.3). This incident field has both even and odd components. Again we see that
PQR and MPQR do not work well for this problem. In contrast, the relative error
exhibited by QPAX is \scrO (\varepsilon ) as expected.

It appears that the QPAX approximation is effective for studying scattering by
a high aspect ratio ellipse. Thus, we evaluate its relative error with respect to the
infinity norm as a function of \varepsilon and 2N in Figure 5(b). Results show the effectiveness of
the QPAX approximation over a range of aspect ratios and computational resolutions.
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(a) Approximate plane wave (2.3) (b) Relative error for QPAX

Fig. 5. (Left) Relative error as in Figure 4, but for the approximate plane wave incident field
given in (2.3). (Right) The relative error for QPAX (log scale) plotted as a function of the number
of quadrature points, 2N , and the high aspect ratio parameter, \varepsilon , for the approximate plane wave
incident field given in (2.3).

(a) Relative error for QPAX with respect to \alpha , \varepsilon .
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(b) Plane waves of incidence \alpha =
\bigl\{ 

\pi 
4
, \pi 
2

\bigr\} 
Fig. 6. (Left) Plot of the relative error for the QPAX method with respect to 0 \leq \alpha \leq \pi 

2
,

10 - 8 \leq \varepsilon \leq 0.9, and 2N = 64. (Right) Plot of the relative error for the QPAX method with respect
to \alpha =

\bigl\{ 
\pi 
4
, \pi 
2

\bigr\} 
, 10 - 8 \leq \varepsilon \leq 0.9, and 2N = 64.

The relative error for 2N = 16 appears to saturate as \varepsilon \rightarrow 0+. For that case, the fields
on the boundary are underresolved with that number of quadrature points leading to
a dominating aliasing error. For all other cases, we observe that the relative error
behaves as \scrO (\varepsilon ) as \varepsilon \rightarrow 0+. Results in Figure 6 show that the performance of the
QPAX method does not depend on the direction d = (cos(\alpha ), sin(\alpha )) of the incident
field. We consider u\sansi \sansn defined in (2.3) where we choose \alpha \sansi \sansn 

m = 2 \sansi m \sansc \sanse m(\pi 2  - \alpha , q) and
\beta \sansi \sansn 
m = 2 \sansi m \sanss \sanse m(\pi 2  - \alpha , q), \alpha \in [0, \pi 2 ]. Note that the choice \alpha = \pi 

2 is a special case:
the incident field is even with respect to the major axis of the ellipse, therefore the
odd part of the solution vanishes, leading to an \scrO (\varepsilon 2) relative error. Thus, the QPAX
approximation is highly effective (accurate) and efficient (requiring modest resolution)
for scattering problems by a high aspect ratio ellipse.

5. Extensions. The results discussed above highlight the crucial role of parity
for scattering by a high aspect ratio sound-hard ellipse. We show here that parity is
important for other related problems including the scattering problem for a sound-

D
ow

nl
oa

de
d 

02
/1

7/
22

 to
 8

4.
13

2.
35

.7
1 

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
C

C
B

Y
 li

ce
ns

e 



© 2022 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license

1874 C. CARVALHO, A. KIM, L. LEWIS, AND Z. MOITIER

soft high aspect ratio ellipse, the transmission problem for a penetrable high aspect
ratio ellipse, and scattering problems for more general high aspect ratio particles. For
each of these problems, we identify their key features and find that they have been
addressed in our discussion of the sound-hard problem.

5.1. Sound-soft high aspect ratio ellipse. The scattering problem for a
sound-soft high aspect ratio ellipse is

(5.1)

find u = u\sansi \sansn + u\sanss \sansc \in C 2(E) \cup C 1(\BbbR 2 \setminus D) such that\left\{         
\Delta u+ k2u = 0 in E,

u = 0 on \partial D,

lim
r\rightarrow \infty 

\int 
| x| =r

| \partial nu\sanss \sansc  - \sansi ku\sanss \sansc | 2 d\sigma = 0.

Applying representation formula (2.4) to this problem, we obtain

(5.2) u(x) = u\sansi \sansn (x) +

\int 
\partial D

G(x, y)\partial nyu(y) d\sigma y, x \in E,

from which we determine that the unknown field \partial ny
u on the boundary satisfies

(5.3)
1

2
\partial n

xb
u(xb) - 

\int 
\partial D

\partial n
xb
G(xb, y)\partial ny

u(y) d\sigma y = \partial n
xb
u\sansi \sansn (xb), xb \in \partial D.

When y = y(s) for s \in \BbbT , we find that\int 
\partial D

\partial n
xb
G(xb, y) \partial ny

u(y) d\sigma y =

\int 
\BbbT 
\partial nb

x
G(y(s), y(t)) \partial ny

u(y(t)) | y\prime (t)| dt,

=  - 1

| y\prime (s)| 

\int 
\BbbT 
K(s, t; \varepsilon ) v(t) dt

with v(t) := \partial ny
u(y(t)) | y\prime (t)| , and K given in (2.8). Then (5.3) becomes

(5.4)
1

2
v(s) +

\int 
\BbbT 
K(s, t; \varepsilon ) v(t) dt = v\sansi \sansn (s), s \in \BbbT ,

with v\sansi \sansn (s) = \partial n
xb
u\sansi \sansn (y(s))| y\prime (s)| . Instead of \partial nu, we have used the smoother unknown

v because it is better behaved at the degenerate points for this problem in the limit
as \varepsilon \rightarrow 0. Rewriting (5.4) using our previous operator notation, we have v satisfing
LH
D [v] = v\sansi \sansn with LH

D := 1
2 I + K H . The resulting boundary integral equation is

nearly identical to (2.6), except for the sign in front of the integral operator.
Using Lemmas 4.1 and 4.2 we write LH

D = H D
0  - \varepsilon H1+\scrO (\varepsilon ), with H D

0 [v](s) =
v\sanso \sansd (s), and H1 defined in (4.4) from which we determine that the even part of v is
problematic. More precisely, ill-posedness is due to the even part of v\sansi \sansn because it
requires a different scaling. Following the same procedure as before, we compute the
expansions of the source term f := v\sansi \sansn and find

f \sanse \sansv 0 (s) = 0, f \sanse \sansv 1 (s) = cos2(s)\partial xxu
\sansi \sansn (0, sin(s)) + sin(s)\partial yu

\sansi \sansn (0, sin(s)),(5.5a)

f\sanso \sansd 0 (s) = cos(s)\partial xu
\sansi \sansn (0, sin(s)), f\sanso \sansd 1 (s) = 0.(5.5b)
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(a) Even source: u\sansi \sansn (x, y) = \sansM \sansc 
(1)
3 (\xi , q) \sansc \sanse 3(\eta , q)
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(b) Odd source: u\sansi \sansn (x, y) = \sansM \sanss 
(1)
2 (\xi , q) \sanss \sanse 2(\eta , q)

Fig. 7. Results for relative error as a function of \varepsilon in the numerical solution of the boundary
integral equation for scattering by a sound-soft, high aspect ratio ellipse for PQR (blue curves with
``\bullet "" symbols), MPQR (orange curves with ``+"" symbols), and QPAX (green curves with `` \star "" symbols).
All of these results were computed using 2N = 64 quadrature points. The left plot shows results for
an incident field that produces an even source on the boundary and the right plot shows results for
an incident field that produces an odd source on the boundary. The black line represents the \scrO (\varepsilon )
convergence slope and the dashed black line represents the \scrO (\varepsilon 2) convergence slope.
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(a) Approximate plane wave (2.3) (b) Relative error for QPAX

Fig. 8. (Left) Relative error as in Figure 7, but for the approximate plane wave incident field
given in (2.3). (Right) The relative error for QPAX (log scale) plotted as a function of the number
of quadrature points, 2N , and the high aspect ratio parameter, \varepsilon , for the approximate plane wave
incident field given in (2.3).

Using those expansions, we then compute

vasy\sanse \sansv (s) =  - H  - 1
1

\bigl[ 
cos2(s)\partial xxu

\sansi \sansn (0, sin(s)) + sin(s)\partial yu
\sansi \sansn (0, sin(s))

\bigr] 
,(5.6a)

vasy\sanso \sansd (s) = cos(s)\partial xu
\sansi \sansn (0, sin(s)) + \varepsilon H1

\bigl[ 
cos(s)\partial xu

\sansi \sansn (0, sin(s))
\bigr] 
.(5.6b)

Results from applying this procedure for this sound-soft problem are shown in Figures
7 and 8. They illustrate the different asymptotic behaviors of even and odd source
terms. Moreover, they demonstrate the efficacy of QPAX to solve this problem.

5.2. Penetrable high aspect ratio ellipse. Consider a penetrable high aspect
ratio ellipse characterized by some (optical) property \varsigma  - \in \BbbC . Typically, \varsigma  - represents
the inverse of the permittivity for that particular medium. It can be a plasmonic
medium (noble metal such as gold or silver) with \Re (\varsigma  - ) < 0 or a dielectric medium
with \Re (\varsigma  - ) > 0. The ellipse is surrounded by vacuum (characterized by \varsigma + = 1). The
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scattering problem for this penetrable ellipse is given by the following transmission
problem:

(5.7)

find u+ \in C 2(E) \cup C 1(\BbbR 2 \setminus D), u - \in C 2(D) \cup C 1( \=D) such that\left\{                   

\Delta u+ + k2+u+ = 0 in E,

\Delta u - + k2 - u - = 0 in D,

u+ = u - on \partial D,

\varsigma +\partial nu+ = \varsigma  - \partial nu - on \partial D,

lim
r\rightarrow \infty 

\int 
| x| =r

\bigm| \bigm| \partial nu\sanss \sansc +  - \sansi k+u
\sanss \sansc 
+

\bigm| \bigm| 2 d\sigma = 0

with k\pm = k/
\surd 
\varsigma \pm and u\pm = u\sansi \sansn + u\sanss \sansc \pm . We assume that (\varsigma  - , \varsigma +) are such that the

problem is well-posed.
Using the representation formula and the transmission conditions in (5.7), we find

that, for x \in E the exterior total field is

(5.8a) u+(x) = u\sansi \sansn (x) +

\int 
\partial D

\partial ny
G+(x, y)u+(y) d\sigma y  - 

\int 
\partial D

G+(x, y)\partial ny
u+(y) d\sigma y

and for x \in D the interior field is

(5.8b) u - (x) =  - 
\int 
\partial D

\partial ny
G - (x, y)u+(y) d\sigma y +

\varsigma +
\varsigma  - 

\int 
\partial D

G - (x, y)\partial ny
u+(y) d\sigma y

with G\pm (x, y) = \sansi 
4 \sansH 

(1)
0 (k\pm | x - y| ). When y = y(s) for s \in \BbbT , we find that the unknown

fields on the boundary, (u+(s), v+(s)) := (u+(y(s)), \partial ny
u+(y(s))| y\prime (s)| ), satisfy the

system

(5.9)

\Biggl( 
1
2 I - K H

+ SH
+

1
2 I + K H

 -  - \varsigma +
\varsigma  - 

SH
 - 

\Biggr) \Biggl[ 
u+(s)

v+(s)

\Biggr] 
=

\Biggl[ 
u\sansi \sansn (s)

0

\Biggr] 
, s \in \BbbT ,

with SH
\pm [v](s) =

\sansi 

4

\int 
\BbbT 
\sansH 

(1)
0 (k\pm r(s, t; \varepsilon )) v(t) dt, and K H

\pm denoting the operator K H

with k = k\pm .
For a high aspect ratio ellipse, (5.9) contains both double-layer potentials defined

in (2.6) and (5.4). Consequently, (5.9) combines features from the sound-hard and the
sound-soft cases indicating that there is (i) an underlying nearly singular behavior to
address, and (ii) different parity scalings are necessary to accurately compute the field
on the boundary. System (5.9) also has the single-layer potentials SH

\pm . These single-
layer potentials do not contribute to the nearly singular behavior in the limit \varepsilon \rightarrow 0
at the mirror points s+ ts \equiv \pi [2\pi ]; however, SH

\pm [v](s) are weakly singular integrals
on s = t. This singularity is well understood (see [21]), and one may use PQR to
address that weak singularity. To address the inherent parity issues associated with
the double-layer potentials in (5.9), we may compute asymptotic expansions using
Lemmas 4.1 and 4.2. With those expansions, we may properly scale (5.9) and then
apply a straightforward extension of QPAX to compute an approximation solution.

5.3. More general high aspect ratio particles. Thus far, we have only con-
sidered a high apsect ratio ellipse because its simple explicit parameterization allows
for a complete analysis of the problem. We now consider a more general high aspect
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\scrO (\varepsilon )

\scrO (1)

\bullet y(T ) = y(0) = y(\sigma (0))

\bullet y(t \star ) = y(\sigma (t \star ))

\times \times y(\sigma (t)) y(t)

Fig. 9. Scheme representing a general high aspect ratio particle with considered shape assump-
tions.

ratio particle whose closed, smooth boundary can be parameterized by a T -periodic
curve: y(t) = (\varepsilon y1(t), y2(t)) for t \in \BbbT T with \BbbT T := \BbbR /T\BbbZ . While computations for
general cases are necessarily more cumbersome, we show that the parity issues we
have identified for an ellipse generalize in an intuitive way.

Consider scattering by a sound-hard high aspect ratio particle D (not necessarily
symmetric) shown in Figure 9. Boundary integral equation (2.6) is to be solved. Using
the parameterization of the boundary given above, (2.6) is 1

2u(s) - K H [u](s) = u\sansi \sansn (s)
for s \in \BbbT T . We find that the kernel in K H admits the following factorization,
(5.10)

K H [u](s) =
\sansi k

4

\int 
\BbbT 
| y\prime (t)| n(y(t)) \cdot (y(s) - y(t))

| y(s) - y(t)| 
\sansH 

(1)
1 (k | y(s) - y(t)| ) u(t) dt,

=
\sansi k\pi 

2

\int 
\BbbT 

\Biggl[ 
1

2\pi 
| y\prime (t)| n(y(t)) \cdot (y(s) - y(t))

| y(s) - y(t)| 2

\Biggr] 
\underbrace{}  \underbrace{}  

=KL(s,t;\varepsilon )

\sansH 
(1)
1 (k | y(s) - y(t)| ) | y(s) - y(t)| u(t) dt.

Written more explicitly, we have

KL(s, t; \varepsilon ) =
\varepsilon 

2\pi 

y\prime 2(s)(y1(s) - y1(t)) - y\prime 1(s)(y2(s) - y2(t))

\varepsilon 2(y1(s) - y1(t))
2
+ (y2(s) - y2(t))

2 , s, t \in \BbbT T .

Just as with the ellipse, KL is the kernel in the double-layer potential for Laplace's
equation for this boundary. From previous results, we know that nearly singular
behaviors arise at mirror points and weakly singular behaviors at degenerate points.
The nearly singular behaviors require parity treatment to accurately compute the
field.

We require a generalization of mirror points and degenerate points. To that
end, we introduce the function \sigma : \BbbT T \rightarrow \BbbT T . A mirror point is one that satisfies
y2(\sigma (t)) = y2(t), t \in \BbbT T . Let y(0) and y(t \star ), for t \star \in (0, T ), denote the ``bottom"" and
``top"" points of \partial D, respectively, where y2(0) = min\BbbT T

y2, y2(t \star ) = max\BbbT T
y2, and

y\prime 2(0) = 0 = y\prime 2(t \star ). It follows that the set \{ 0, t \star \} represents the degenerate points in
the sense that \sigma (0) \equiv 0 [T ], \sigma (t \star ) \equiv t \star [T ] (see Figure 9).

Just like we found for the ellipse, nearly singular behavior arises at mirror points:

KL(s, t; \varepsilon ) \sim 1

2\pi \varepsilon 

y\prime 2(\sigma (s))

y1(s) - y1(\sigma (s))
, as t\rightarrow \sigma (s) for s \in \BbbT T \setminus \{ 0, t \star \} .
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Additionally, weakly singular behavior arises at the degenerate points:

KL(s, t; \varepsilon ) \sim  - 1

4\pi \varepsilon 

y\prime \prime 2 (\sigma (s))

y\prime 1(\sigma (s))
, as t\rightarrow \sigma (s) for s \in \{ 0, t \star \} ,

and the derivative of the kernel in (5.10) admits a singularity for s \in \{ 0, t \star \} . The
more general high aspect ratio particle has exactly the same structural features as the
ellipse. More precisely, at first order we have 1

2u(s) - K H [u](s) = u\sanse \sansv (s) +\scrO (\varepsilon ). In
that regard, we make the following two remarks.

\bullet As long as one can define mirror points with respect to the major axis of the
obstacle D, one can always factor out Laplace's kernel KL and identify its
nearly singular behavior at those mirror points.

\bullet To address the nearly singular behavior, one can proceed as presented in
section 4. The decomposition K H = K \Psi + K ln with K \Psi ,K ln defined in
(4.2a), (4.2b) remains valid, and similar results as in Lemmas 4.1 and 4.2
can be derived. That means that even and odd parts still require a different
scaling, and one can use QPAX to accurately compute the solution.

6. Conclusions. We have studied two-dimensional sound-hard scattering by a
high aspect ratio ellipse using boundary integral equations. In the limit as \varepsilon \rightarrow 0+

(where \varepsilon  - 1 denotes the aspect ratio), the integral operator in the boundary inte-
gral equation exhibits nearly singular behavior corresponding to the collapsing of the
ellipse to a line segment. This nearly singular behavior leads to large errors when
solving the boundary integral equation.

By performing an asymptotic analysis of the integral operator for a high aspect
ratio ellipse we find that two different scalings due to parity are needed to solve the
boundary integral equation. By introducing two different asymptotic expansions for
even and odd parity solutions, we identify the leading behavior of the solution. We
first study the Dirichlet problem for Laplace's equation in a high aspect ratio ellipse
to identify these behaviors. Upon determining the correct asymptotic expansions
for the different parities, we introduce a numerical method which we call QPAX that
effectively and efficiently solves this problem. We then extend QPAX for the scattering
problem.

Our results show that the relative error (defined with respect to the infinity norm)
exhibits an \scrO (\varepsilon 2) behavior for even parity problems, and an \scrO (\varepsilon ) behavior for odd
parity problems. Thus, in general, the relative errror for QPAX exhibits an \scrO (\varepsilon )
behavior. In contrast, other methods we have used that do not explicitly take into
account the parity of solutions may or may not work for even parity problems, but
do not work for odd parity problems.

By identifying the different asymptotic behaviors due to parity and developing an
effective and efficient method to compute them, we have identified and addressed an
elementary issue in two-dimensional scattering by high aspect ratio particles. Scatter-
ing by a sound-hard, high aspect ratio ellipse contains all important features needed
to tackle other problems. We have shown that the high aspect ratio sound-soft and
penetrable ellipse have the same asymptotic behaviors. Moreover, we have shown
that scattering by a more general high aspect ratio particle also yields two distinct
asymptotic behaviors that must be addressed carefully.

It is likely that three-dimensional scattering problems for high aspect ratio par-
ticles share the features that we have identified here for two-dimensional scattering
problems. It is certainly true that axisymmetric high aspect ratio particles will yield
the two different asymptotic behaviors seen here since they effectively reduce down
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to a two-dimensional problem. Interesting results have been obtained in the context
of characterizing plasmonic resonances in slender bodies [2, 12, 28]. The exact details
for a general three-dimensional high aspect ratio particle remain to be determined
and constitute future work. Nonetheless, the results obtained here provide valuable
insight into that problem. For this reason, we believe that these results are useful for
further studies of scattering by high aspect ratio particles and related applications.

Appendix A. Analytical solution for scattering by a sound-hard ellipse.
Boundary value problem (2.1) can be solved analytically as follows. We define the
elliptical coordinates (\xi , \eta ) \in \BbbR \ast 

+ \times \BbbT as

x = c\varepsilon sinh(\xi ) sin(\eta ) and y = c\varepsilon cosh(\xi ) cos(\eta ),

where c\varepsilon =
\surd 
1 - \varepsilon 2 is a parameter defining the focus of the ellipse. The boundary in

these coordinates is \{ \xi \varepsilon \} \times \BbbT , where \xi \varepsilon = artanh(\varepsilon ). Using these elliptical coordinates,
the Helmholtz equation becomes

(\partial \xi \xi + \partial \eta \eta )u
\sanss \sansc +

c2\varepsilon k
2

2
(cosh(2\xi ) - cos(2\eta ))u\sanss \sansc = 0;

it admits two sets of solutions: \{ \sansM \sansc (i)m (\xi , q) \sansc \sanse m(\eta , q)\} m\geq 0, \{ \sansM \sanss (i)m (\xi , q) \sanss \sanse m(\eta , q)\} m\geq 1

with q = c2\varepsilon k
2/4 and m integer. Here, \sansc \sanse and \sanss \sanse denote the angular Mathieu functions

of order m, and \sansM \sansc (i) and \sansM \sanss (i) denote the radial Mathieu function of order m and
ith kind. Using [26, sect. 28.20(iii)], we find that only \sansM \sansc (3)m and \sansM \sanss (3)m satisfy the
Sommerfeld radiation condition. Thus, the scattered field is given by

(A.1) u\sanss \sansc (\xi , \eta ) =

\infty \sum 
m=0

\alpha m\sansM \sansc (3)m (\xi , q) \sansc \sanse m(\eta , q) +

\infty \sum 
m=1

\beta m\sansM \sanss (3)m (\xi , q) \sanss \sanse m(\eta , q)

with the coefficients \alpha m and \beta m to determine by requiring a sound-hard boundary
condition on \partial D to be satisfied. For a given incident field, u\sansi \sansn (\xi \varepsilon , \eta ), we have for the
sound-hard problem,

\alpha m =
 - 1

\sansM \sansc (3)m
\prime 
(\xi \varepsilon , q)\pi 

\int 2\pi 

0

\sqrt{} 
sin(\eta )

2
+ \varepsilon 2cos(\eta )

2
\partial nu

\sansi \sansn (\xi \varepsilon , \eta ) \sansc \sanse m(\eta , q) d\eta 

and

\beta m =
 - 1

\sansM \sanss (3)m
\prime 
(\xi \varepsilon , q)\pi 

\int 2\pi 

0

\sqrt{} 
sin(\eta )

2
+ \varepsilon 2cos(\eta )

2
\partial nu

\sansi \sansn (\xi \varepsilon , \eta ) \sanss \sanse m(\eta , q) d\eta .

Appendix B. Matched asymptotic expansions. In this appendix we pro-
vide matched asymptotic expansions of the double-layer potential for the Laplace and
Helmholtz equations.

B.1. Proof of Lemma 3.2.

Proof. We rewrite (3.11) as

K L[\mu ](s) =  - \varepsilon 

2\pi 

\int 2\pi  - s

 - s

\mu (t)

1 + \varepsilon 2  - (1 - \varepsilon 2) cos(s+ t)
dt,

so that when using the change of variable t = \pi  - s+ x we have

K L[\mu ](s) =  - \varepsilon 

2\pi 

\int \pi 

 - \pi 

\mu (\pi  - s+ x)

1 + \varepsilon 2  - (1 - \varepsilon 2) cos(x)
dx.
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The above operator is then a nearly singular integral about x \equiv 0 [2\pi ]. Introducing
\delta > 0 such that \varepsilon = \scrO (\delta ), we split the integral K L[\mu ](s) = K inn[\mu ](s) + K out[\mu ](s)
with

K inn[\mu ](s) :=
 - \varepsilon 
2\pi 

\int \delta 
2

 - \delta 
2

\mu (\pi  - s+ x)

1 + \varepsilon 2  - (1 - \varepsilon 2) cos(x)
dx,(B.1a)

K out[\mu ](s) :=
 - \varepsilon 
2\pi 

\int 
I\delta 

\mu (\pi  - s+ x)

1 + \varepsilon 2  - (1 - \varepsilon 2) cos(x)
dx(B.1b)

with I\delta = ( - \pi , \pi ) \setminus 
\bigl( 
 - \delta 

2 ,
\delta 
2

\bigr) 
and we look for the leading order terms of the above

integrals as \delta , \varepsilon \rightarrow 0+. Note that the inner term K inn[\mu ](s) = I\delta (\varepsilon ) is defined
in subsection 3.2, then following the same procedure (using the change of variable
x = \varepsilon X and expanding about \varepsilon = 0 then \delta = 0), we obtain

K inn[\mu ](s) =  - 1

\pi 
arctan

\biggl( 
\delta 

4\varepsilon 

\biggr) 
\mu (\pi  - s) +\scrO (\delta \varepsilon )

=  - 1

2
\mu (\pi  - s) +

4

\pi 
\mu (\pi  - s)

\varepsilon 

\delta 
+\scrO 

\biggl( 
\varepsilon 3

\delta 3

\biggr) 
+\scrO (\delta \varepsilon ).(B.2)

For the outer term K out[\mu ](s), we first expand the integrand for x \not \equiv 0 [2\pi ], leading
to

K out[\mu ](s) =
 - \varepsilon 
2\pi 

\int 
I\delta 

\mu (\pi  - s+ x)

1 - cos(x)

\Biggl[ 
1 +\scrO 

\Biggl( 
\varepsilon 2

tan(x2 )
2

\Biggr) \Biggr] 
dx

=
 - \varepsilon 
2\pi 

\int 
I\delta 

\mu (\pi  - s+ x)

1 - cos(x)
dx+\scrO 

\biggl( 
\varepsilon 3

\delta 3

\biggr) 
.(B.3)

Let us note that x \mapsto \rightarrow (1 - cos(x))
 - 1

is an even function (in the classic sense) over I\delta .
We define \nu (x) = \mu (\pi  - s+ x) and we split \nu = \nu + + \nu  - into its classic even and odd
parts \nu \pm = 1

2 (\nu (x)\pm \nu ( - x)); we then obtain

\int 
I\delta 

\nu (x)

1 - cos(x)
dx =

\int 
I\delta 

\nu +(x)

1 - cos(x)
dx

= \nu +(0)

\int 
I\delta 

1

1 - cos(x)
dx+

\int 
I\delta 

\nu +(x) - \nu +(0)

1 - cos(x)
dx

=
2\nu +(0)

tan( \delta 4 )
+

\int 
I\delta 

\nu +(x) - \nu +(0)

1 - cos(x)
dx.

Note that \sansE \pi  - s[\mu ] defined in (3.12) extends the function

x \mapsto \rightarrow \nu +(x) - \nu +(0)

1 - cos(x)
=
\mu (\pi  - s+ x) - 2\mu (\pi  - s) + \mu (\pi  - s - x)

2(1 - cos(x))

to a continuous function in C (\BbbT ). We write (using some rescaling and expansion
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about \varepsilon = 0)\int 
I\delta 

\nu +(x) - \nu +(0)

1 - cos(x)
dx =

\int \pi 

 - \pi 
\sansE \pi  - s[\mu ](x) dx - 

\int \delta 
2

 - \delta 
2

\sansE \pi  - s[\mu ](x) dx

=

\int \pi 

 - \pi 
\sansE \pi  - s[\mu ](x) dx+\scrO (\delta )

because \sansE \pi  - s[\mu ] is bounded on
\bigl( 
 - \delta 

2 ,
\delta 
2

\bigr) 
. Using the fact that

2

tan( \delta 4 )
\nu +(0) = 8\mu (\pi  - s)

1

\delta 
+O(\delta ),

and combining all of the above results we obtain

(B.4) K out[\mu ](s) =  - 4

\pi 
\mu (\pi  - s)

\varepsilon 

\delta 
 - \varepsilon 

2\pi 

\int \pi 

 - \pi 
\sansE \pi  - s[\mu ](x) dx+\scrO 

\biggl( 
\varepsilon 3

\delta 3

\biggr) 
+\scrO (\delta \varepsilon ).

Finally plugging (B.2) and (B.4) into K L[\mu ](s), and choosing \delta such that \scrO 
\Bigl( 
\varepsilon 3

\delta 3

\Bigr) 
+

\scrO (\delta \varepsilon ) = \scrO (\varepsilon ) (for example \delta =
\surd 
\varepsilon ) we obtain

K L[\mu ](s) =  - 1

2
\mu (\pi  - s) - \varepsilon 

2\pi 

\int \pi 

 - \pi 
\sansE \pi  - s[\mu ](x) dx+ \scrO (\varepsilon ).

B.2. Proof of Lemma 4.1.

Proof. We have the expansion

(B.5) z\varepsilon (s, t) =

\Biggl\{ 
2 k
\bigm| \bigm| sin \bigl( s - t2 \bigr) cos \bigl( s+t2 \bigr) \bigm| \bigm| +\scrO (\varepsilon 2) if s+ t \not \equiv \pi [2\pi ],

2 k | cos(s)| \varepsilon if s+ t \equiv \pi [2\pi ];

using \Psi \prime (0) = 0, we get \Psi (z\varepsilon (s, t)) = \Psi 
\bigl( 
2 k
\bigm| \bigm| sin \bigl( s - t2 \bigr) cos \bigl( s+t2 \bigr) \bigm| \bigm| \bigr) +\scrO (\varepsilon 2). We obtain

K \Psi [\mu ](s) = K L[\Psi 
\bigl( 
2 k
\bigm| \bigm| sin \bigl( s - t2 \bigr) cos \bigl( s+t2 \bigr) \bigm| \bigm| \bigr) \mu ](s) +\scrO 

\bigl( 
\varepsilon 2K L[\mu ](s)

\bigr) 
, then we apply

Lemma 3.2 to K L and use \Psi (0) = 1 to finish the proof.

Lemma B.1. Consider L1 defined in (3.13). For all m \in \BbbZ , we have

L1[\sanse 
\sansi mt](s) =  - | m| \sanse \sansi m(\pi  - s).

Proof. From the expression of (3.13), we obtain

L1[\sanse 
\sansi mt](s) =  - \sanse \sansi m(\pi  - s)

2\pi 

\int 
\BbbT 

\left[  sin
\Bigl( 

| m| t
2

\Bigr) 
sin
\bigl( 
t
2

\bigr) 
\right]  2

dt.

We recognize the Fej\'er kernel and we get the result using [26, eq. (1.15.16)].

B.3. Proof of Lemma 4.2.

Proof. Recall from (4.2b) that we have

K ln[\mu ](s) =  - 1

2

\int 
\BbbT 
KL(s, t; \varepsilon ) z\varepsilon (s, t) \sansJ 1(z\varepsilon (s, t)) ln

\Biggl( 
4z\varepsilon (s, t)

2

k2

\Biggr) 
\mu (t) dt.
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We start by showing that KL(s, t; \varepsilon ) z\varepsilon (s, t) \sansJ 1(z\varepsilon (s, t)) is regular as \varepsilon \rightarrow 0+. From
the definition of \sansJ 1 (see [26, sect. 10.2(ii)]), there exists an analytic function \Phi such
that \sansJ 1(z) = z\Phi (z) and \Phi (0) = 1

2 . Using \Phi , (4.1), and (B.5), we get, after using
Taylor expansions about \varepsilon = 0,

KL(s, t; \varepsilon ) z\varepsilon (s, t) \sansJ 1(z\varepsilon (s, t)) = KL(s, t; \varepsilon ) z\varepsilon (s, t)
2
\Phi (z\varepsilon (s, t))

=  - \varepsilon k
2

\pi 
sin
\bigl( 
s - t
2

\bigr) 2
\Phi 
\bigl( 
2 k
\bigm| \bigm| sin \bigl( s - t2 \bigr) cos \bigl( s+t2 \bigr) \bigm| \bigm| \bigr) +\scrO (\varepsilon 2).

We then rewrite

(B.6) ln

\Biggl( 
4z\varepsilon (s, t)

2

k2

\Biggr) 
= ln

\Bigl( 
4 sin

\bigl( 
s - t
2

\bigr) 2\Bigr) 
+ ln

\Bigl( 
4 cos

\bigl( 
s+t
2

\bigr) 2
+ 4\varepsilon 2 sin

\bigl( 
s+t
2

\bigr) 2\Bigr) 
.

Using Lemma B.2 and the function \phi s(t) = 2k2 sin
\bigl( 
s - t
2

\bigr) 2
\Phi 
\bigl( 
2 k
\bigm| \bigm| sin \bigl( s+t2 \bigr) cos \bigl( s+t2 \bigr) \bigm| \bigm| \bigr) 

introduced in (4.3) we obtain

K ln[\mu ](s) =
\varepsilon 

2\pi 

\biggl[ \int 
\BbbT 
\phi s(t)\mu (t) ln

\Bigl( 
4 sin

\bigl( 
s - t
2

\bigr) 2\Bigr) 
dt+

\int 
\BbbT 
\phi s(t)\mu (t) ln

\Bigl( 
4 cos

\bigl( 
s+t
2

\bigr) 2\Bigr) 
dt

\biggr] 
=

\varepsilon 

2\pi 

\int 
\BbbT 
[\phi s \mu ]\sanse \sansv (t) ln

\Bigl( 
4 sin

\bigl( 
s - t
2

\bigr) 2\Bigr) 
dt,

where we used the change of variable t = \pi  - x in the second integral, leading to the
even representation of \phi s \mu .

Lemma B.2. For f \in C\infty (\BbbT ), and s \in \BbbT , we have the following asymptotic ex-
pansion,\int 

\BbbT 
f(t) ln

\Bigl( 
4 cos

\bigl( 
s+t
2

\bigr) 2
+ 4\varepsilon 2 sin

\bigl( 
s+t
2

\bigr) 2\Bigr) 
dt =

\int 
\BbbT 
f(t) ln

\Bigl( 
4 cos

\bigl( 
s+t
2

\bigr) 2\Bigr) 
dt+ \scrO (1)

as \varepsilon \rightarrow 0+.

Proof. Using the change of variable t = \pi  - s+ x, we then split the integral into\int \pi 

 - \pi 
f(\pi  - s+ x) ln

\Bigl( 
4sin

\bigl( 
x
2

\bigr) 2
+ 4\varepsilon 2cos

\bigl( 
x
2

\bigr) 2\Bigr) 
dx = \scrF inn + \scrF out

with

\scrF inn =

\int \delta 

 - \delta 
f(\pi  - s+ x) ln

\Bigl( 
4sin

\bigl( 
x
2

\bigr) 2
+ 4\varepsilon 2cos

\bigl( 
x
2

\bigr) 2\Bigr) 
dx,

\scrF out =

\int 
I\delta 

f(\pi  - s+ x) ln
\Bigl( 
4sin

\bigl( 
x
2

\bigr) 2
+ 4\varepsilon 2cos

\bigl( 
x
2

\bigr) 2\Bigr) 
dx,

where I\delta = [ - \pi , \pi ] \setminus ( - \delta , \delta ), and \delta is a parameter such that \delta \rightarrow 0+ with \varepsilon = \scrO (\delta ).
We now use classic techniques from matched asymptotic expansions (see, for instance,
Appendix B.1). For the inner expansion, we remark that, as \varepsilon \rightarrow 0+, we have\bigm| \bigm| \bigm| ln\Bigl( 4sin \bigl( x2 \bigr) 2 + 4\varepsilon 2cos

\bigl( 
x
2

\bigr) 2\Bigr) \bigm| \bigm| \bigm| \leq 2 | ln(2\varepsilon )| 

which gives \scrF inn = \scrO (\delta | ln(\varepsilon )| ). Then for the outer expansion, setting x = s+ t - \pi 
and using the fact that

ln
\Bigl( 
4sin

\bigl( 
x
2

\bigr) 2
+ 4\varepsilon 2cos

\bigl( 
x
2

\bigr) 2\Bigr) 
= ln

\Bigl( 
4 sin

\bigl( 
x
2

\bigr) 2\Bigr) 
+\scrO 

\Bigl( 
\varepsilon 2 tan

\bigl( 
x
2

\bigr)  - 2
\Bigr) 
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we obtain

\scrF out =

\int 
I\delta 

f(\pi  - s+ x) ln
\Bigl( 
4 sin

\bigl( 
x
2

\bigr) 2\Bigr) 
dx+\scrO 

\biggl( 
\varepsilon 2

\delta 3

\biggr) 
=

\int \pi 

 - \pi 
f(\pi  - s+ x) ln

\Bigl( 
4 sin

\bigl( 
x
2

\bigr) 2\Bigr) 
dx+\scrO (\delta | ln \delta | ) +\scrO 

\biggl( 
\varepsilon 2

\delta 3

\biggr) 
.

One concludes by remarking that we can choose \delta \rightarrow 0 (for example \delta =
\surd 
\varepsilon ) such

that \scrO (\delta | ln(\varepsilon )| ) +\scrO (\delta | ln \delta | ) +\scrO 
\Bigl( 
\varepsilon 2

\delta 3

\Bigr) 
= \scrO (1).
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