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ABSTRACT
Dispersion interferometry (DI) is being employed on an increasing number of fusion experiments to measure the plasma density with a min-
imal sensitivity to vibrations. DIs employed in high-density experiments use phase modulation techniques up to several hundred kilohertz to
enable quadrature detection and to be unaffected by variations of the signal amplitude. However, the evaluation of the temporal interferogram
can be a significant source for phase errors and does not have an established processing method. There are two non-approximation-based
methods currently in use: one using the ratio of amplitudes in the signal’s Fourier spectrum and the other using its sectioned integration.
Previously, the methods could not be used simultaneously since they differ in their respective calibration point. In this paper, we present
a technique to use both phase evaluation methods simultaneously using quadrature correction methods. A comparison of their strengths
and weaknesses is presented based on identical measurements indicating one to be more reliable in a more static measurement scenario,
while the other excels in highly dynamic ones. Several comparative experiments are presented, which identify a significant error source in the
phase measurement induced by polarization rotation. Since the same effect may be induced by Faraday rotation, the results may have direct
consequence on the design of the ITER dispersion interferometer/polarimeter as well as the European DEMO’s interferometer concept.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0070041

I. INTRODUCTION

Interferometry is the primary density control diagnostic for
fusion machines in the world.1–7 The technique’s primary advantage
is its simplicity. To first order, it is only sensitive to the disper-
sion of the traversed medium and the wavelength of the employed
laser beam. The effect of vibrations on the geometric path length
has been mostly eliminated using advanced techniques, such as
dispersion interferometry (DI) or the well-established two-color
interferometry. For these reasons, even future large-scale machines
plan to use interferometry for real-time density control.8,9 On large-
scale machines achieving significant plasma densities, e.g., the Joint
European Torus (JET) or Wendelstein 7-X (W7-X), interferometers
employ phase modulation to handle the phase ambiguity occur-
ring at phase shifts larger than π.2,6 The modulation scheme can

vary between different types of interferometers, but ultimately the
phase information is always moved into the time domain, making
the scheme impervious to changes in the signal amplitude as long as
they are outside of the modulation-frequency time domain.

A dispersion interferometer (DI) is a diagnostic variant of
the interferometer principle, which employs frequency doubling
crystals (FDC) to create collinear coherent beams of differing wave-
length.10 This in turn results in highly efficient compensation of
phase changes induced by geometric path length changes. This is
something that a two-color interferometer can only achieve with
extremely good alignment. However, this benefit comes at a disad-
vantage: DIs rely on the nonlinear process of frequency doubling.
The wavelengths chosen in large-scale DIs are often in the 4–11 μm
range, which offers a compromise of sensitivity, refraction resilience,
and susceptibility to surface erosion of the plasma facing mirror.
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The latter is significantly higher in the Nd:YAG wavelength range
around 1 μm.11 In these wavelength ranges, frequency doubling is
highly inefficient requiring well over 10 W of pump power for a mil-
liwatt of the doubled signal due to the low nonlinear coefficient of
the materials involved.12

Currently, the evaluation of a DI’s temporal interferogram
is being done using two analytically derived methods. The first
was developed at the Large Helical Device (LHD) using a lock-in
amplification-based method and the second at W7-X using direct
integration on a Field Programmable Gate Array (FPGA).6,13 An
additional method was used at the TEXTOR experiment, which
since then has been abandoned as it has difficulties with low signal
levels commonly found in larger experiments as well as exhibiting
an amplitude dependence.14 In consequence, this method will not
be addressed here. As will be discussed in Sec. II, both methods cur-
rently in use differ in their operating point and have therefore not
been used together. In this paper, we present a method to com-
bine both phase evaluation methods using quadrature correction
schemes. This enables their direct comparison using the same optical
setup and measurements, thus showing their applicability to various
measurement scenarios.

In the past, both of the methods currently in use have reported
significant non-linearities in their phase response resulting in mea-
surement errors.3,6 The errors could measure up to 0.6 rad at W7-X,
which dominated the phase error for the interferometer. An investi-
gation into the source of these phase errors was not conducted so
far. By combining the phase evaluation methods, we could iden-
tify major sources for constellation errors. The first is related to
the placement of the modulator and can be mitigated by minor
adjustments of the optical layout. The second is related to the ori-
entation of the FDCs and affects both phase evaluation methods.
While this can be mitigated for currently operating systems, it may
pose a significant source of error for future large scale DIs measur-
ing under the effect of significant plasma-induced Faraday rotation,
as will be discussed in Sec. VI. In addition, the simultaneous usage
of the method revealed an apparent amplitude dependence in the
integration-based method.

In Sec. II, the mathematical fundamentals important for the
understanding of the presented work will be reviewed, includ-
ing a short description of the implementation of the processing
techniques used in the remaining sections. This is followed by a
description of the method for combining the two aforementioned
phase extraction algorithms in Sec. III. Section IV presents the
results of laboratory experiments identifying previously unknown
phase errors using the combination of methods. In Sec. V, the mea-
surement of a W7-X discharged is used to compare the two phase
extraction methods’ performance in a realistic measurement sce-
nario. Finally, the results of the experiments presented are discussed
and put into context of future fusion devices, such as ITER and
DEMO, in Sec. VI.

II. BACKGROUND
For the sake of brevity, this report will not re-iterate the work-

ing principle of a DI. Akiyama et al. very well describe this in a recent
review article.10 Similarly, the phase evaluation methods are only re-
iterated where it is necessary for the understanding of the paper.

For a thorough derivation of the respective methods, the reader is
referred to the respective diagnostic papers.6,13

To recapitulate, the diode signal Isig of a phase-modulated DI
can be described as

Isig = I1 + I2²
DC component

+ 2
√

I1I2 cos(ρ sin(ωmt) + ϕp)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

component with phase information

, (1)

where I1,2 denote the intensity of the second harmonic beam gener-
ated by the first and second FDC, respectively. The measured phase
ϕp is ideally only affected by the dispersive medium under inves-
tigation, e.g., the plasma. The diode signal is phase modulated at
the frequency ωm and an amplitude ρ, generating a periodic diode
signal, as shown in Fig. 1. The in-phase (I) and quadrature (Q) com-
ponents are generated from the right-hand part of the diode signal.
The method by Akiyama et al. uses a lock-in amplifier (LIA), which
extracts the amplitude of the first and second harmonic of the diode
signal’s spectrum, yielding

ILIA ∝ J2(ρ) cos(ΦP +Φ0),
QLIA ∝ −J1(ρ) sin(ΦP +Φ0). (2)

In Eq. (2), the components are modified by Bessel functions
Jn(ρ) of nth order. The method requires both an input and an out-
put filter to extract the frequency components,15 which reduces the
available bandwidth of the measured phase as well as introducing
phase delay and pulse elongation. The method developed at W7-X,
on the other hand, directly integrates the diode signal shown in the
top of Fig. 1 after removing the DC component from Eq. (1). By
summation of the partial integrals the I and Q components can be
generated as

Iint ∝ J0(ρ) cos(ΦP +Φ0),
Qint ∝ −H0(ρ) sin(ΦP +Φ0). (3)

FIG. 1. An example for a modulated DI’s signal. The temporal interferogram as
measured by the diode is shown in thick blue on the top and the modulator’s ref-
erence signal in thin orange. The bottom shows the spectral composition of the
diode signal shown at the top.
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In Eq. (3), the quadrature component is modified by the Struve
function of 0th order H0(ρ), which is a Bessel-type function solv-
ing the non-homogeneous Bessel differential equation. No output
filter is applied in this method, as the integration itself acts as an
anti-aliasing filter. This preserves significantly more bandwidth in
the output signal. The input signal does require the digital removal
of the diode signal’s DC component shown in Eq. (1), which is done
using an averaging min–max filter. This is a type of nonlinear filter,
which preserves the DC component of the right addend in Eq. (1).
It uses the maximum and minimum detected during a modulation
period and subtracts the median from the values of the respective
modulation period to extract the right addend of Eq. (1). Since this
type of filter is very susceptible to noise, the detected minima and
maxima are averaged over multiple periods.

The desired plasma phase ΦP can be acquired by taking the
four-quadrant arcus-tangent and subtracting the zero-phase Φ0, i.e.,
ΦP = arctan2(I/Q) −Φ0, assuming that I and Q are placed on a cir-
cle. The latter is only true if the modulation depth ρ is chosen such
that J2(ρ) = −J1(ρ) or J0(ρ) = −H0(ρ), respectively. The modula-
tor defines the modulation depth. In most cases, it can be varied
and while it is simple to derive the analytic ρ necessary to match
both components, real systems require some calibration because the
modulator is usually passed at an oblique angle or off-center in a
double-pass.

A. Implementation
Both methods described above were implemented using

Python. The integration-based method (IM) was implemented as
described by the original publication in single-data rate mode.6 Inte-
gration is, hence, conducted numerically from the rising edge of the
reference signal to the next rising edge, using the falling edge as an
inversion point for the accumulator. The only modification to the
original implementation is the averaging in the extrema detected
by the min–max filter. For this work, the filter averages over 1000
periods to reduce the effect of noise.

The LIA-based method (LM) was implemented in Python using
a digital LIA. First, a phase-locked loop (PLL) generates two sine
reference signals using a direct look-up table (DLT) approach:16

One is at the modulation frequency, while the other is at the
second harmonic. These are then multiplied with the band-pass
filtered diode signal. The resulting down-mixed signals are low-
pass filtered to generate the in-phase and quadrature components.15

This implementation is a standard method applicable to a micro-
controller based design and is equivalent to the implementation by
Akiyama et al.

III. SIMULTANEOUS CALIBRATION OF DI PHASE
EVALUATION METHODS

For either method, calibration is conducted using a wedge
placed in the beam path, as shown in Fig. 2. For the experiments
conducted in this paper, the wedge is made from ZnSe. The wedge
can be moved perpendicular to the beam using a brush-less DC
motor, thus introducing a phase shift between the 10.6 μm pump
beam and the 5.3 μm beam generated by the first FDC. In this way,
a phase shift from 0 to 2π can be scanned, and a constellation dia-
gram is generated. By comparing the measured phase over the drive

FIG. 2. The basic setup of a dispersion interferometer with a calibration wedge.

region with constant speed to a linear regression fit, the constellation
error σc, i.e., the error due to the “non-circularity” of the constella-
tion, can be estimated yielding the maximum systematic error of the
interferometer for a particular value of ρ. By scanning ρ, an opti-
mum modulation depth for a given optical setup can be found. This
method has previously been described for the IM at W7-X,6 but
works equally well for the LM, with the caveat that the optimal ρ
differs between the methods.

A. I/Q correction
The calibration-relevant functions defining the I and Q com-

ponents are plotted in Fig. 3. Figure 3(a) shows the components
of Eq. (2) and Fig. 3(b) the ones of Eq. (3). As indicated, calibra-
tion requires, for example, J0(ρopt) = −H0(ρopt). As mentioned in
Sec. II, the analytical value of ρopt can be found easily but may differ
from the experimentally found value. For the remainder of the work
presented, we arbitrarily choose ρ to optimize the IM, which makes
drawing parallels to W7-X experiments easier. This is indicated in
Fig. 3. This particular choice of ρopt leads to an imbalance in the
LIA-method’s I/Q components. To numerically calibrate the LM,
it is necessary to scale the QLIA component to match its respective

FIG. 3. A plot of the calibration-relevant functions for Eq. (2) in (a) and for Eq. (3)
in (b). The dashed line is the scaled J1-function to match J2 at the indicated value
ρopt. The range of ρ-values depicted is roughly the available range available in the
experiments presented here.
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FIG. 4. Example of a basic I/Q correction applied to the dispersion interferome-
ter constellation for both the integration-based (left) and LIA-based (right) phase
evaluation methods.

in-phase component, i.e., by analytically doing J1,scaled(ρ) = J1(ρ)
⋅ J2(ρopt)

J1(ρopt)
. This is shown by the dashed line in Fig. 3(a).

From Eqs. (2) and (3), one can predict that using an incorrect ρ
for either method would only result in an elongation of the constel-
lation diagram along one of the dimensions. In practice, however,
the distortions are much more complex, as depicted in Fig. 4 in thin
blue. Here, the left side shows an exemplary constellation for the
IM and the right-hand side the one for the LM. The distortions of
the integration-based phase evaluation are comparatively complex.
The LIA-based approach, on the other hand, exhibits a compara-
tively simple I/Q distortion, i.e., an elongated and rotated ellipse.
Such distortions can usually be described by an offset, an amplitude
imbalance, and an angle of rotation and are well known in radio and
microwave systems.

However, while the correction of a rotated I/Q ellipse has
previously been demonstrated,17 we do not fully correct it here,
since the IM exhibits more complex distortions with an ambigu-
ous rotation angle. Instead, we use the rotation of the ellipse as an
indicator for constellation errors in Sec. IV. Hence, we first cor-
rect the I/Q offset, which was determined from the average of the
data’s extrema in I and Q (indicated by the blue × in Fig. 4). After
removing the offset, the extrema are normalized to the unit cir-
cle as shown. This reduces the measurement error significantly and
allows us to use both evaluation methods simultaneously after an
appropriate calibration measurement. However, for large rotations
of the constellation ellipse, this reduced compensation scheme will
undoubtedly perform poorly, as will be shown in Sec. IV B.

Figure 4 shows that the distortions of the (corrected) LIA con-
stellation are much simpler when compared to the compensated
constellation of the IM. This is an additional motivation to choose
ρ such that it optimizes the IM. While the LM’s constellation can be
easily corrected using the I/Q correction methods described earlier,
the same is not true for the complex shape of the IM.

B. Automated calibration of the modulation depth
To speed up the measurements presented here, an automated

calibration routine was developed, which minimizes the error of a

phase evaluation method without I/Q correction. The automation
is on first sight a matter of a simple gradient descent minimization.
However, while this does work reasonably well for the LM, the IM
has an additional calibration factor that in itself depends on ρ: the
reference signal from the modulator and the diode signal need to
be aligned in time. More explicitly, the reference signal needs to
be delayed such that the rising edge of the reference signal coin-
cides with the rising edge of the diode signal. For the IM, this is an
important calibration factor as the method generates the quadrature
components for the ratio of the diode signal’s half-period-integrals.
Hence, one cannot use a portion of the second half-period and add
it to the first half without affecting this ratio. An incorrect reference
delay results in a significant distortion of the constellation.

The reference delay is a function of the modulation depth
induced by the modulator and, hence, would require another dimen-
sion of measurements. To prevent this, we developed a robust
approach to find the optimal “reference delay,” which generates two
synthetic diode signals. These are 180○ out of phase from each other.
The synthetic signals are locked to the reference signal by a PLL, and
hence, the reference delay can be found robustly by cross-correlating
them with the wedge measurements. Using a single synthetic signal
is insufficient for a robust detection of the reference delay due to the
symmetry of the diode signal’s half-periods.

The automated reference delay detection enables the optimiza-
tion of ρ under the effect of constellation errors without having to
conduct a number of measurements each time to find the reference
delay.

IV. EXPERIMENTAL INVESTIGATION
OF CONSTELLATION ERRORS

The simultaneous usage of two distinctly different phase eval-
uation methods offers the possibility to investigate constellation
errors seen at W7-X in previous campaigns.6 In addition, their per-
formance can be compared in different measurement scenarios in
order to see whether one method is to be preferred over the other.

To investigate the errors induced into the dispersion interfer-
ometer, a basic DI was built in the laboratory with a setup shown in
Fig. 2. AgGaSe2 was chosen as an FDC material.18 This type of crystal
is critically phase-matched. In the setup here, the second-harmonic’s
DC signal measured after the first FDC was maximized and then
maintained. A photo-elastic modulator (PEM), a HINDS I/ZN-50 as
employed by LHD and W7-X, was used as a phase modulator. The
PEM was anti-reflection coated to prevent internal reflections. The
PEM was placed vertically and could be moved both longitudinal
and perpendicular to the probing beam. To prevent any reflection
effects to affect the measurement, the probing beam passed the PEM
at roughly 5○ vs the aperture normal. The phase shift was induced
by a single wedge placed on a linear stage, which would move per-
pendicular to the beam and is able to scan over 2π in phase shift.
The second FDC could be rotated around the probing beam, thus
mixing ordinary (O) and extra-ordinary (X) pump components. In
addition, the crystal could be rotated around the vertical to find the
phase matching angle and maximize doubling efficiency.

The errors investigated were taken from a wedge scan as
described above. All analysis was done in post-processing on a com-
puter using raw data acquired by an FPGA-based digitizer sampling
at 50 M sample/s at 14 bits. The digitization hardware used in the
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laboratory experiments in Secs. IV A and IV B and the plasma
experiments shown in Sec. V were identical.

A. PEM position as error source
From the composition of the deformations of the integration

constellation, it was previously established that the error source had
to be a PEM-synchronous oscillation on the diode signal.6 Prior to
this work, W7-X employed a double-pass through the PEM. This
requires passing the probing beam through the aperture off-axis.
However, because the birefringence induced in a PEM is propor-
tional to the stress induced into the glass, which in turn is produced
by a standing wave in the glass-body, the modulation depth ρ is non-
uniform across the aperture and falls off toward the edges.19 Because
the probing beam has a significant size when passing through the
PEM, it was speculated that the ρ-non-uniformity across the probing
beam itself was a source for error.

To investigate this, a 2D scan of the PEM was conducted in
which the PEM was moved along and perpendicular to the beam in a
single-pass layout similar to what is depicted in Fig. 2. At each posi-
tion, the constellation error σc was measured using a wedge scan.
The calibration of ρc was done prior to the shown measurements
with the beam waist at the center of the PEM. Figure 5 shows the
results of this error scan. Figure 5(a) shows the beam radius as cal-
culated by ZEMAX for the measurement setup in black, with the
sampled z-positions marked by vertical lines. The lasers used in cur-
rent DIs (and at W7-X) tend to be mono-mode TEM00 CO2-lasers
operating with an m2-factor of better than 1.3. Hence, the ZEMAX
calculation is assumed to be a good approximation for the true beam
size. As indicated, the yellow line corresponds roughly to the beam-
size used in W7-X during the last operation campaign. Figures 5(b)
and 5(c) show the constellation error σc moving the PEM perpen-
dicular to the beam trajectory. The solid lines were calculated using
the IM, where Fig. 5(b) is measured without the I/Q correction and
Fig. 5(c) has it applied. The dashed line in Fig. 5(c) indicates the error
measured by the corrected LM. The origin marks the center of the
PEM aperture based on the symmetry point of the raw error shown
in Fig. 5(b). Using the measured center of the PEM aperture was
unreliable here as the localization of the beam in combination with
the placement of the PEM had an error of over 1 mm attached to it.
The black lines in Figs. 5(b) and 5(c) mark the rough positions of
the probing beams during the first three experimental campaigns of
W7-X, i.e., the beams going in direction of the plasma and return-
ing from it. They are based on the optical design of the W7-X
interferometer system, not the actual measurement.

The measurements in Fig. 5(b) show that σc quickly increases as
the beam is placed off-center. This happens faster for a large beam.
As previously mentioned, the modulation depth ρ is a function of
position in the modulator glass, and hence, a quick conclusion is that
the effective modulation depth of the beam is reduced as the beam
moves away from the center, thus moving away from the calibration
point ρc. This illustrates why the calibration set-point for ρ differed
to the analytical value in the W7-X interferometer.

A reduction in the total ρ averaged over the beam cross section
can be compensated by the I/Q correction schemes in Sec. III.
This leaves only the effect of a ρ-gradient across the beam as an
error source via deformations of the constellation. Figure 5(c) shows
the same measurements with I/Q correction applied (solid lines).

FIG. 5. Constellation error σc measured for various positions of the PEM. (a) shows
the Gaussian beam radius as calculated by ZEMAX with the vertical lines marking
the sampled z-positions. (b) and (c) show the radial scan at each position, with
0 marking the rough center of the PEM aperture ±1 mm. Each data point is the
constellation error σc measured by a wedge scan, where (b) plots the σc without
I/Q correction and (c) with I/Q correction applied. The black dotted vertical lines in
(b) and (c) indicate the rough position of the beam in the first three experimental
campaigns at W7-X (OP1).

In addition, the σc for the corrected LM is plotted for the scan
at 300 mm.

The first observation made from the graph is that the total σc
is reduced with respect to the uncompensated measurements for
nearly all positions. The apparent increase in relative noise of the
curves shown in Fig. 5(c) can be attributed to the noisy measure-
ments acquired with the lab setup. Nonetheless, it is evident from
the graph that the σc curve became comparatively flat for most of
the PEM’s aperture. However, starting at 4 mm from the center,
σc increases noticeably in the IM. Again, the larger beam of 3 mm
is affected closer to the center. As indicated by the black lines, the
W7-X probing beam was passing just at the edge of the flat region
and, given the placement accuracy of the PEM, may well have been
outside of it. However, it is questionable whether the off-axis usage
of the PEM in the W7-X interferometer is a significant source for
error, given that ρc was calibrated to minimize σc in this setup. While
not shown here, the constellation of the compensated IM did still
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exhibit deformations at the center of the PEM aperture for all of the
beam cross sections. In conclusion, the PEM position cannot be the
primary source for the observed deformations in the constellation.

It should be noted that the LIA-based phase extraction method
has a very flat σc-curve throughout the entire measurement region.
Based on this, it is clear that the PEM position or the gradients of ρ
across the beam cross section is not the source for the rotation of the
LM’s constellation either. The fact that the LM’s average corrected
σc is a factor 3 higher than the corrected σc of the IM’s curves in
the flat region can be attributed to the high levels of noise in these
experiments. Since the method is operating far away from the ideal
calibration point of ρ, this noise is amplified strongly by the I/Q
correction.

In search for another source of PEM-synchronous amplitude
modulation, the only obvious choice is the interaction of the PEM
with the FDC.

B. FDC alignment error
A quantity that can affect the measured amplitude of a DI

is the probing polarization and its interaction with the optics. A
DI is a highly polarized system. Not only is the pump beam lin-
early polarized but also there are several polarization sensitive/active
components in the setup. First and foremost, the FDCs themselves
define an ordinary (O) and extra-ordinary (X) polarization plane
with respect to the pump beam polarization by orientation of their
crystal axes. In addition, the phase modulator operates by principle
of time-varying birefringence, thus defining its own O and X plane.
To see whether the interplay between these different components

is relevant, the same measurement setup described in Sec. IV A was
used. The PEM was placed at the probing beam’s waist with the beam
passing through the center of the PEM’s aperture [purple position in
Fig. 5(a)]. Laser and PEM were assumed to be aligned by means of
their respective housings. The first FDC was rotated around both
axes such that the DC diode signal without a second FDC and no
phase modulation was maximized. This aligns the crystal axis and
the pump beam’s polarization vector. The second FDC was rotated
around the pump beam propagation axis (z-axis), thus rotating the
axis of maximum doubling efficiency away from the pump beam’s
polarization plane. The matching angle (around the vertical-axis)
was slightly adjusted to maximize the diode signal at each rotation
step.

Figure 6 shows the results of this investigation. The top plot
shows the corrected constellation error σc measured by a wedge scan
for the IM (thin blue) and the LM (thick orange). The “vertical” (0○

mark) is defined by the rotation stage used and differs from the crys-
tal axes due to the nature of the crystal mount. The bottom axes
display a few constellation snapshots with the corrections described
in Sec. III A applied.

The measurements show that rotation appears to have a pro-
found impact on both methods’ constellations. The minimum error
(around 7○) is similar for both methods. The same can be said for its
gradient going toward negative rotation angles. For positive angles,
both methods quickly show significant distortions. The source for
this asymmetric behavior could not be fully determined. It is con-
ceivable that the tight aperture of the crystal introduced internal
reflections, when rotating it in this direction. However, the fact that
the strength and type of distortions seen are similar to the ones seen
in the W7-X experimental data, where this was not an issue, indicates

FIG. 6. Constellation errors induced by misalignment of the second FDC for the IM (thin blue) and the LIA-based one (thick orange). The top graph shows the maximum
phase error acquired from wedge measurements. The bottom plots show snapshots of the respective constellations with the corrections applied.

Rev. Sci. Instrum. 93, 023506 (2022); doi: 10.1063/5.0070041 93, 023506-6

© Author(s) 2022

https://scitation.org/journal/rsi


Review of
Scientific Instruments ARTICLE scitation.org/journal/rsi

that this is an effect originating from the orientation of the crystal
axis.

An additional point to note is that the LIA-based error increases
significantly faster than the integration-based one for positive FDC
rotation angles beyond 8○. As seen from the constellations at the
bottom, the LM is strongly affected by the FDC rotation, giving it
a higher susceptibility for this source of error.

V. COMPARISON OF METHODS FOR
AN EXPERIMENTAL PLASMA DISCHARGE

To compare the simultaneous usage of both phase evaluation
methods, the raw data acquired by the integral electron density
dispersion interferometer (IEDDI) diagnostic at W7-X was re-
evaluated. Figure 7 shows the IEDDI data for the W7-X discharge
No. 20171115.22. This was a standard electron cyclotron resonance
heated discharge using O2 heating. The base plasma was gas puffed
helium. Thirteen hydrogen pellets are being injected from the high
field side at around 3.2 s. All thin blue curves in the figure indicate
the evaluation using the IM, while the thick orange curves are based
on the LIA approach. In both cases, the constellation has the I/Q cor-
rections described in Sec. III A applied. The original constellation is
plotted in the background of the top two axes. The constellations in
Figs. 7(a) and 7(b) have been decimated. As can be seen from the
density trace, the two methods agree very well, albeit a significant
deviation can be seen between the 1 and 2 s mark. This is the result
of the deviation from an elliptic constellation seen in the integration
constellation in Fig. 7(a).

Two regions of interest are relevant here. Figure 7(d) shows an
excerpt from the pre-plasma phase, where the IEDDI system should
ideally measure zero phase. As can be seen, the IM measures sig-
nificant changes in the phase although there is no plasma present
to induce these. Similar variations have been seen previously, but
could not be identified.6 The LM does exhibit such phase variations,
so that an effect based on changes in the optical path length can
be excluded. The time scale of these movements is comparatively
slow (of the order of 5 ms) and may be the result of changing laser
power. The IM appears to be sensitive to the resulting changes in
the diode signal amplitude. It should be noted at this point that the
high frequency noise in the IM stems from the fact that this method
does not filter the output signal; thus, it provides a higher detection
bandwidth, which inherently increases noise.

Figure 7(e) is a zoom into one of the pellet injections of the
discharge. As can be seen, the two methods disagree on the shape
of the density trace. The absolute difference seen is yet again the
result of the different constellation shapes. As mentioned in Sec. II,
the temporal displacement is the result of the filter employed in the
LM, which leads to a phase delay and a smoothed step-response.
The IM has no temporal distortions and is accurate down to the
level of the digitization clock. More interestingly, the IM reveals fea-
tures during the ablation phase, which seem to have been strongly
filtered away in the LM. As indicated by the coloring, the pellet
injection also coincides with a small extrusion from the constella-
tion. While this extrusion hints again at an amplitude induced error,
the motion is still moving around the constellation and, thus, is
qualitatively correct, even though the absolute value may be shifted.

FIG. 7. The density measured by the IEDDI system during W7-X discharge No. 20171115.22 using the IM (thin blue) and the LM (thick orange) is plotted in the middle
(c). (a) and (b) show the constellation plot with applied corrections for both methods (the raw constellation is plotted faintly in the background). (d) shows a zoom into the
pre-plasma phase. (e) shows the response to a pellet injection. The colored section in (e) marks the correspondingly colored section of the integration constellation in (a).

Rev. Sci. Instrum. 93, 023506 (2022); doi: 10.1063/5.0070041 93, 023506-7

© Author(s) 2022

https://scitation.org/journal/rsi


Review of
Scientific Instruments ARTICLE scitation.org/journal/rsi

This is supported by the fact that [opposed to the measurements
in Fig. 7(d)] the LIA-method does show washed out features of the
pellet ablation.

The final observation to be made from Fig. 7 is the shape of
the constellations in Figs. 7(a) and 7(b). The level of distortions
seen here are similar to the level of distortions seen in the FDC
rotation scan of Fig. 6 around the 14○ mark. While this is only a
qualitative measure, it indicates that the IEDDI system’s constella-
tion errors during the OP1 experimental campaign were the result
of a misaligned FDC, which may have been tilted by over 10○.

VI. SUMMARY AND DISCUSSION
We have developed a method to simultaneously use the two

dominant phase evaluation methods for modulated dispersion inter-
ferometers, where one is based on numerical integration and the
other on lock-in amplification. This was possible by implementing
an I/Q-correction scheme, allowing to use either method far away
from their optimum calibration point. The correction is simple,
established, and easily real-time capable. By simultaneously applying
both methods to DI phase measurements, a major source for con-
stellation errors could be identified. In addition, the methods could
be compared directly in a plasma scenario, revealing advantages and
disadvantages for both methods.

Both methods appear to be comparable from an absolute error
point of view particularly visible for the scan-angles below 6○ in
Fig. 6. The LM appears to exhibit smoother distortions, which may
be easier to compensate numerically. However, this would require
the constellation to remain unchanged. The pellet ablation shown in
Fig. 7(e) does show a higher measurement bandwidth and tempo-
ral accuracy for the IM, which was originally predicted.6 However,
it also appears to be susceptible to amplitude changes as shown
Fig. 7(d).

As such, the IM may be more suitable for high-frequency mode
analysis, while the LM is more suitable for low-noise absolute mea-
surement. A direct combination of the two methods is difficult, since
the filter response and processing latency differ significantly between
the two methods. For the LM, a latency of up to a millisecond is nec-
essary (depending on the implementation and optimization criteria
employed), while the IM’s latency is two orders of magnitude below
that, since no filtering is required.

The combination of the two phase evaluation methods enabled
the identification of several sources of systematic errors. The LM
does appear to be less affected by non-uniform modulation across
the probing beam cross section, as shown in Sec. IV A. However,
to the authors’ knowledge, W7-X is the only DI currently in oper-
ation affected by this type of error. Future DI designs, such as
the multi-channel DI planned for W7-X, will have to incorporate
this knowledge. In preparation of the OP2 experimental campaign
scheduled to start 2022, the modulator of the W7-X IEDDI system
will be moved to a different location with a single pass through the
center of the aperture. This possible with only minor modifications
to the optical design.

A significant source for error was identified in the polariza-
tion of the probing beam passing through the second FDC. The
distortions seen are evident that the W7-X system was misaligned
in the pre-2020 experimental campaigns, since no polarization rota-
tion is expected from the W7-X plasma itself. It could be shown that

the constellation error can be removed by alignment of the second
FDC. This calibration criterion was never previously considered in
modulated dispersion interferometers.

The physical mechanism behind the error could be related to
an effect known as “residual amplitude modulation” (RAM) in other
fields.20 In these cases, the misalignment between the modulator and
the laser polarization introduces a “swinging” motion of the pump-
beam due to the oscillating birefringence in the modulator. When
this swinging pump beam is passed to a polarizing element (in this
case the FDC), it will introduce an amplitude modulation into the
doubled beam. Rotating the crystal in this case will not remove the
effect, but will change the phase between the amplitude modulation
waveform and the temporal interferogram. With the appropriate
phase shift, such a modulation would be mostly corrected by the
method outlined in Sec. III A. However, it can be seen that some
of the more “elaborate” distortions in the bottom of Fig. 6 cannot be
fully removed.

Finally, the simultaneous usage of the two phase evaluation
methods identified an amplitude dependence in the IM. The source
of this dependence cannot, at present, be determined. A likely origin
is the extremum filter employed in the IM. As described in Sec. II,
it removes the “static” I1 + I2 component in Eq. (1). The right hand
side of Eq. (1), however, has a DC component attached to it, whose
magnitude depends on ϕp. Adding a parasitic DC component would
create an imbalance in the half-period integrals, which are used for
quadrature detection.

However, for the extremum filter to be affected this way, the
amplitude variations would have happen on the timescale of the
modulation frequency or be synchronous with it. It is conceivable
that there is a coupling between the FDC-rotation induced ampli-
tude modulation, which is modulation synchronous and leads to
asymmetries in the diode signal, and the extremum filter. This needs
to be investigated in the future.

The polarization induced error is a highly significant effect for
devices such as ITER and DEMO. In the toroidal interferometers
designed for these devices, significant plasma-induced Faraday rota-
tion of the order of 10○ to 20○ is expected.21 This rotation will in turn
result in systematic errors evolving over the course of a discharge.
This is problematic, as the error cannot be distinguished from a
phase change due to a plasma on the fly. Since the interferometer
is a central control diagnostic also responsible for machine safety,
the error directly impacts the safety of the respective fusion device
and must therefore be minimized. A potential mitigation scenario is
to place the PEM in the outgoing beam before the plasma and using
the polarimetric measurement to feed-back on the FDC rotation in
real-time.

The experiments conducted in this work were conducted using
a ρ calibration point close to the optimum for the IM, which enabled
us to draw conclusions from the laboratory experiments to the
W7-X plasma experiments. In general, any ρc value could have been
chosen, since the I/Q-correction would take care of the resulting
imbalance for either evaluation method. If one would optimize a
real-time processing system for simultaneous usage of both phase
evaluation methods, ρc should try to balance both method’s I/Q
ratios while maximizing the smallest of the set of Bessel/Struve func-
tions. A good choice for ρ is 3.15 rad in Fig. 3, which requires
roughly the same amount of scaling for both methods while almost
maximizing the Bessel/Struve functions.
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As a final statement, it must be noted that the investigation here
was conducted using AgGaSe2, which is a critically phase matched
crystal. The polarization effects shown in Sec. IV B may look very
different (or even disappear) using non-critically matched crystals,
such as orientation patterned GaAs.12 Due to their superior doubling
efficiency, they are currently envisaged for both ITER and W7-X as
a doubling crystal. The experiments in Sec. IV B will be repeated
using these crystals to properly qualify the risks for the ITER dis-
persion interferometer/polarimeter design. Such experiments are
already being prepared.
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