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Abstract

Advanced programmatic hyperparameter optimization (HPO) methods, such as Bayesian
optimization, have high sample efficiency in reproducibly finding optimal hyperparameter
values of machine learning (ML) models. Yet, ML practitioners often apply less sample-
efficient HPO methods, such as grid search, which often results in under-optimized ML
models. As a reason for this behavior, we suspect practitioners choose HPO methods
based on individual motives, consisting of contextual factors and individual goals. However,
practitioners’ motives still need to be clarified, hindering the evaluation of HPO methods
for achieving specific goals and the user-centered development of HPO tools. To understand
practitioners’ motives for using specific HPO methods, we used a mixed-methods approach
involving 20 semi-structured interviews and a survey study with 71 ML experts to gather
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evidence of the external validity of the interview results. By presenting six main goals
(e.g., improving model understanding) and 14 contextual factors affecting practitioners’
selection of HPO methods (e.g., available computer resources), our study explains why
practitioners use HPO methods that seem inappropriate at first glance. This study lays a
foundation for designing user-centered and context-adaptive HPO tools and, thus, linking
social and technical research on HPO.

Keywords: Artificial Intelligence (AI), Automated Machine Learning (AutoML), Human-
AI Collaboration, Hyperparameter Optimization (HPO), User-centered HPO

1. Introduction

The performance of machine learning (ML) models depends strongly on the choice of hyper-
parameter values (Bergstra and Bengio, 2012; Melis et al., 2018; Henderson et al., 2018; Chen
et al., 2018; Zhang et al., 2021; Kadra et al., 2021). Finding hyperparameter values that
maximize the performance of ML models is challenging for ML practitioners (e.g., engineers
and scientists from academia and industry), even for highly experienced ones, because search
spaces of hyperparameter values can be large and the relationships between ML model per-
formance, hyperparameter values, and dataset are seldom apparent. ML practitioners need
to test various hyperparameter values, often in a trial-and-error manner, to find those that
contribute to the desired performance of ML models. This process of searching and testing
hyperparameter values to meet specific requirements for ML models is called hyperparameter
optimization (HPO).

Testing many hyperparameter values manually is often cumbersome, tedious, and error-
prone. To help practitioners in automating HPO, several programmatic HPO methods,
including grid search, random search, and Bayesian optimization, were developed. Practi-
tioners can find equivalent hyperparameter values using most programmatic HPO methods
or manual tuning. Nonetheless, HPO methods differ considerably in the way they search for
hyperparameter values, which affects the suitability of the HPO method to satisfy specific
requirements, such as replicability and high sample efficiency.

Replicability (i.e., the deterministic execution of HPO) is paramount for ML research to
ensure comparability between ML models and reproducibility of prior results (Musgrave
et al., 2020). Manual tuning is non-programmatic and influenced by unconscious factors,
like personal experiences (Tversky and Kahneman, 1974; Kahneman and Klein, 2009), tacit
knowledge (Polanyi and Sen, 2009), and intuition (Helmstadter, 1970), and thus it is not
replicable at all. In contrast, even the simplest HPO methods, such as grid search, ensure
replicability to a certain extent. When comparing ML models produced by HPO meth-
ods with different sample efficiencies, the comparison and resulting conclusions might be
skewed, which is particularly a challenge in ML research (McKinney et al., 2020). The
sample efficiency of Bayesian optimization is often superior to grid search (Snoek et al.,
2012). Despite the apparent superiority of some HPO methods over others, ML practition-
ers often apply seemingly inferior HPO methods. For example, practitioners mostly prefer
to perform manual tuning or choose grid search over the more sample-efficient Bayesian
optimization (Bouthillier and Varoquaux, 2020).
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The dominant use of such seemingly inferior HPO methods suggests that there are factors
that inhibit the use of superior HPO methods or that practitioners have different motives
for HPO. Such motives appear to be beyond the fulfillment of publicly-discussed goals of
HPO and ML models, such as replicability, high sample efficiency, and optimal ML model
performance (Claesen and De Moor, 2015). However, practitioners’ motives (i.e., specific
combinations of goals and contextual factors) to use specific HPO methods remain unclear.
To support the development of user-centric HPO methods and corresponding software tools,
we need to understand the motives of practitioners pursued in HPO.

Research investigated HPO of ML models from a foremost technical perspective (Feurer and
Hutter, 2019; Bischl et al., 2023). The development and improvement of programmatic HPO
methods used to automate HPO have been driven by powerful mathematical approaches
and their manifestations in HPO tools (e.g., Bergstra et al., 2015; Li et al., 2018b). The
superiority of HPO methods over others is shown based on traditional performance metrics
such as the minimization of the generalization error and sample efficiency (e.g., Zöller and
Huber, 2021; Gijsbers et al., 2022; Lindauer et al., 2022).

Taking a sociotechnical perspective on HPO can direct research in this field. Extant studies
focus on three predominant goals. First, by understanding how to engage practitioners
in HPO, the expertise and experience of practitioners can be leveraged to improve HPO
efficiency (Lee and Macke, 2020; Wang et al., 2021c). Second, by better understanding how to
guide practitioners through HPO, practitioners are aimed to be supported in their decisions
and action in data science works (e.g., Wang et al., 2019; Crisan and Fiore-Gartland, 2021).
Third, explainability and transparency of HPO can help practitioners better understand
the execution of programmatic HPO methods (e.g., Drozdal et al., 2020; Zöller et al., 2022).
Although research supports our assumption that practitioners perform HPO to achieve goals
beyond traditional technocentric ones, practitioners’ motives for engaging in HPO remain
unclear. This unclarity inhibits the user-centered improvement of HPO methods and tools
to support the attainment of individual practitioner goals and hinders the targeted analysis
of human performance in HPO. In order to overcome this issue, we shed light on the possible
answers to the following research question: Why do ML practitioners choose different HPO
methods?

We applied a two-step research approach consisting of an interview study and a survey study.
First, we conducted semi-structured interviews with 20 ML experts to unveil HPO methods
applied by practitioners, the goals pursued by practitioners when applying those methods,
and the contextual factors that influence practitioners’ decisions for HPO methods to attain
their goals. Second, we performed an online survey for seven months with 71 participants
to collect evidence for the external validity of the relevance of the HPO methods, goals, and
contextual factors identified in the interviews.

This work has three main contributions. First, we present six principal goals (e.g., comply
with target audience, increase ML model performance) pursued by practitioners in HPO
and fourteen contextual factors (e.g., available compute resources, HPO method traceability)
that can influence practitioner decisions for specific HPO methods. We thereby support user-
centric research on HPO by providing a better foundation for interactions of practitioners
with HPO methods. Researchers can use the set of identified goals to provide HPO methods
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tailored to pursuing the different goals while still preserving the benefits of advanced HPO
methods. Second, we present a mapping between goals pursued in HPO, HPO methods used
to achieve these goals, and contextual factors that influence practitioner decisions for using
HPO methods. We thereby deepen the understanding of why practitioners use different
HPO methods. Our mapping informs practitioners using HPO methods and can be used to
better align the development of HPO methods to practitioner needs. Third, we present an
overview of the success perceived by practitioners when using HPO methods in particular
contexts (i.e., configurations of contextual factors and goals). This overview can serve as a
foundation to advance the level of automation of HPO tools.

The remainder of this work is structured into five sections. First, we describe the current
state of research on HPO. Second, we describe the approach we applied to answer our
research question. Third, we report our results, including four HPO methods, six goals,
and fourteen contextual factors. Fourth, we discuss our principal findings, explain the
contributions of this work, describe possible threats to the validity of our results, and outline
future research directions. We conclude with our main takeaways.

2. Background

The research field of automated machine learning (AutoML; see, e.g., Hutter et al. (2019))
aims to automate all aspects related to creating ML models, for example, by programmatic
HPO methods. AutoML research has taken a foremost technical stance on HPO (e.g., Feurer
and Hutter, 2019; Bischl et al., 2023). Typical works (e.g., Bergstra et al., 2011; Jamieson
and Talwalkar, 2016; Golovin et al., 2017; Falkner et al., 2018; Li et al., 2018b; He et al.,
2018; Wang et al., 2021a) focus on the performance optimization of ML models in terms of
smaller generalization errors, smaller ML model size, or lower latency.

In AutoML research, HPO is investigated from a mathematical perspective and is often
treated as a black-box optimization problem: Given a problem instance in the form of
a dataset and a loss function, a black-box optimizer (i.e., the HPO method) searches for
hyperparameter values in a predefined search space optimizing a given metric. Most works
focus on maximizing the predictive accuracy of ML models on validation data. Multi-
objective optimization methods can be used to specify additional properties of the resulting
ML model, such as low model complexity, fast inference and algorithmic fairness (Gardner
et al., 2019; Binder et al., 2020; Karl et al., 2022; Dooley et al., 2022).

Grid search was one of the earliest HPO methods that could be executed programmatically.
While easy to implement and parallelize, it became increasingly unsuited for modern HPO
problems due to the curse of dimensionality (Bergstra and Bengio, 2012). At the beginning
of HPO, practitioners were faced with small search spaces that included only a few hyper-
parameters. Since then, AutoML has moved to ever-increasing search spaces covering the
construction of complete ML pipelines. In practice, not all hyperparameters have a similar
impact on the final performance of ML models (Bergstra and Bengio, 2012; Rijn and Hutter,
2018). Due to the rigid search strategy, grid search tends to spend a large portion of the
optimization budget on exploring irrelevant parts of the search space (Bergstra and Bengio,
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2012). This limitation can be circumvented using random search, which simply samples
hyperparameter values at random.

To cope with large search spaces, the pure exploration by grid search and random search
has been complemented by the exploitation of knowledge of well-performing regions (Snoek
et al., 2012). A well-established approach for combining exploitation and exploration is
evolutionary optimization. Evolutionary optimization methods, a class of optimizers in-
spired by natural evolution, often perform well optimizing a black-box function (Olson and
Moore, 2019). Alternatively, Bayesian optimization can be used. Bayesian optimization,
an optimization method for noisy black-box functions, constructs an internal probabilistic
model, mapping hyperparameter values to expected performance, to achieve a good balance
of exploration and exploitation (Shahriari et al., 2016; Frazier, 2018; Garnett, 2023). Extant
research focuses on increasing the sample efficiency (Bergstra et al., 2011; Hutter et al.,
2011; Snoek et al., 2012), reducing the time for evaluating the objective function (Swersky
et al., 2014; Domhan et al., 2015; Li et al., 2018b), or transferring knowledge from prior
optimization runs on similar problem instances (Dyrmishi et al., 2019; Vanschoren, 2019).

Besides the technical perspective on HPO, studies on human perception of programmatic
HPO methods focus on deepening the understanding of practitioner perceptions of the ad-
vantages and disadvantages of HPO methods (Gil et al., 2019; Wang et al., 2019, 2021c).
Practitioners acknowledge the benefits of automation leading to faster turn-around time for
building individual models and, therefore, higher productivity (Wang et al., 2019, 2021b).
These automatically created models are often used by practitioners to create a first baseline
model for further manual HPO tuning or to gain data insights (Wang et al., 2019, 2021b;
Crisan and Fiore-Gartland, 2021). However, a recurring criticism is insufficient confidence
in the functioning of programmatic HPO methods (Lee and Macke, 2020; Wang et al.,
2019; Drozdal et al., 2020; Khuat et al., 2022). Even though practitioners acknowledge
that programmatic HPO provides well-performing ML models (Wang et al., 2021b), they
refuse to use them to not be accountable for ML models they do not understand (Drozdal
et al., 2020). Missing confidence is mostly associated with the perceived black-box nature of
some programmatic HPO methods leading to missing transparency of the method internals.
Practitioners rather wished for augmentation of their daily data science work (e.g., through
guidance) instead of automating it (Crisan and Fiore-Gartland, 2021).

Research on human-guided HPO focus on approaches to involve humans in programmatic
HPO methods to improve HPO with dormant domain expertise (Wang et al., 2019). This
requires identifying how and when to engage humans in HPO to achieve the best combina-
tion of automation and human knowledge (Crisan and Fiore-Gartland, 2021). Especially the
engagement of practitioners in ML model development, including HPO, appears promising
for a higher level of automation. For other tasks, including requirement analysis or data ac-
quisition, practitioners prefer a strong human involvement with minimal automation (Wang
et al., 2021c). Interactions of practitioners with software tools for programmatic HPO were
further structured into different modes of cooperation between practitioners and software
tools, ranging from manual tuning to full automation, in the literature (Lee and Macke,
2020; Crisan and Fiore-Gartland, 2021; Wang et al., 2021c).
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Even though extant literature offers important insights into the perception of programmatic
HPO methods by practitioners and their interaction with it, prior research basically com-
pares manual tuning with programmatic HPO methods. A distinction between the vastly
different programmatic HPO methods is not performed, making it very hard to understand
the reasons for the selection of HPO methods by practitioners. Furthermore, interactions
proposed in the literature are often not validated with actual practitioners (e.g., Lee and
Macke, 2020; Gil et al., 2019).

Despite the valuable contributions of extant publications, from a technical and sociotechnical
perspective to the knowledge base of HPO, it still remains unclear why practitioners chose
specific HPO methods. To learn the motives of practitioners for selecting HPO methods is
the goal of this study.

3. Methods

We applied a mixed-methods research approach incorporating two principal steps: First,
we conducted semi-structured interviews with ML experts. Second, we performed a survey
using an online questionnaire to collect evidence for the external validity of the interviews.

3.1 Semi-structured Interviews with Machine Learning Experts

To identify practitioners’ principal goals pursued in HPO and to understand decisions for
specific HPO methods to achieve these goals, we chose an exploratory, qualitative research
approach and conducted semi-structured expert interviews.

Data Gathering We contacted potential interviewees among contacts from ongoing re-
search projects, authors of scientific studies, and company contacts. Potential interviewees
were selected to have heterogeneous experiences with HPO and ML, ranging from novices
to experts and different ML research areas. Among the contacted potential interviewees, 20
agreed to participate in our study. The ML experts were associated with thirteen different
organizations and had an average work experience in ML of about five years. For more
detailed information about the interviewees, please see Table 1.

Field Highest Degree of Education Years of Experience Research Areas

Academia (14) Bachelor (2) < 2 (4) CV (6)

Industry (6) Master (16) 2–4 (6) NLP (3)

PhD (2) 5–7 (7) RL (3)

> 7 (3) TS (2)

CV: Computer vision, NLP: Natural language processing, RL: Reinforcement learning, TS: Time Series

Table 1: Overview of the demographic data of the 20 interviewees in our study. The numbers
in parentheses show the number of interviewees with the respective characteristics. The
interviewees could name multiple research areas.
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In the interviews, we first introduced interviewees to the background and goals of our study.
Second, we asked the ML experts to name HPO methods they used in ML projects. Finally,
we gathered insights into why they selected HPO methods for optimization and asked about
contextual factors that impacted their HPO method selection. We interviewed the ML
experts under consideration of methodological recommendations, for example, to be open-
minded and not to bias interviewees in their responses (Gorden, 1975; Louise Barriball and
While, 1994; McIntosh and Morse, 2015). The interviews took between 18 and 61 minutes,
with an average time of 31 minutes.

Data Analysis Two co-authors independently analyzed the transcripts using thematic
analysis (Braun and Clarke, 2006, 2012). The thematic analysis comprises six steps: (1)
familiarize yourself with the data, (2) generate initial codes, (3) search for themes, (4)
review themes, (5) define and name themes, and (6) produce the report.

After familiarizing ourselves with our transcripts (Step 1), we coded them (Step 2) to identify
HPO methods applied by practitioners, to extract practitioners’ goals targeted in HPO, and
to reveal contextual factors that impacted the interviewees’ decisions for HPO methods. We
incorporated contextual factors to better understand what influenced practitioner decisions
for HPO methods (Gigerenzer and Brighton, 2009). Two authors independently read the
transcripts, identified quotes relevant to our study, and labeled the quote with a name, a
so-called code, that expresses a potentially relevant HPO method, goal, or contextual factor.
The first coding iteration revealed 241 preliminary codes. Next, we harmonized these codes
into 21 distinct codes so that no different codes had the same semantics. For example,
we merged the contextual factors knowledge about Bayesian optimization and knowledge
about grid search into the contextual factor HPO method comprehension. We developed
preliminary themes (Step 3) to group the harmonized codes. If a code did not suit an
existing theme, we created a new theme. For example, we assigned the contextual factor
available computational resources to the theme technical environment, while we created a
new theme own knowledge for the contextual factor HPO method comprehension. Our set of
themes was comprised of four themes associated with HPO methods, six themes associated
with goals, and three themes associated with contextual factors. In Step 4, we reviewed the
preliminary themes within the author team. Subsequently, we developed an intuitive name
for each theme and a precise description (Step 5). Finally, we collated the set of 13 themes
into three categories: HPO methods, principal goals, and contextual factors (Step 6).

3.2 Online Survey

We conducted a survey study based on an online questionnaire to collect evidence for the
external validity of the interview study results and to learn whether ML practitioners per-
ceive that they succeeded in achieving their goals through their decisions to use specific
HPO methods.

Questionnaire Structure Our online questionnaire was structured into four sections:
Introduction, HPO Methods and Goals, Contextual Factor Integration, and Demographics.
In the Introduction section, we described the motivation for and the structure of the ques-
tionnaire. In Methods and Goals, we showed participants a matrix that listed all identified
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goals and HPO methods. Participants were asked to select all pairs of HPO methods and
goals, which reflected that they used a given HPO method to achieve specific goals. In a
second question, we asked participants to indicate, for each selected pair, whether or not
they felt they had successfully achieved each goal. In the Contextual Factor Integration
section, we wanted to learn how influential practitioners perceived the contextual factors in
their HPO method selections. For each pair of HPO methods and goals previously selected,
we asked the participants to express their perceived influence of each contextual factor on
the selection of an HPO method to achieve a particular goal on a five-point Likert scale—
0 represents very low perceived influence, two corresponds to a neutral response (i.e., the
contextual factor was not perceived as influential), and four represents very high perceived
influence. In the Demographics section, we aimed to learn more about the background and
ML experience of our study participants.

Data Gathering To solicit participants for our survey, we contacted ML practitioners
via email and promoted our study on social media platforms. Over the course of seven
months, a total of 71 participants completed the HPO Methods and Goals section, of which
29 participants discontinued the questionnaire after completing the subsequent Contextual
Factor Integration section. 31 participants completed the entire questionnaire.

The 31 participants who completed the questionnaire came from seven countries. Most par-
ticipants worked in large organizations with more than 500 employees, including automotive
companies, universities, and companies specializing in IT support and services. Table 2
shows more demographic details about the participants who completed the questionnaire.

Field Highest Degree of Education Years of Experience Research Areas

Academia (15) High School (1) < 2 (5) CV (10)

Industry (16) Bachelor (1) 2–4 (14) TD (16)

Master (14) 5–7 (7) NLP (10)

Diploma (2) 8–10 (2) TS (5)

PhD (13) > 10 (3) Other (8)

CV: Computer vision, TD: Tabular data, NLP: Natural language processing, TS: Time series analysis

Table 2: Overview of the demographic data of the 31 participants that completed our survey
study. The numbers in parentheses show the number of interviewees with the respective
characteristics. The participants could choose multiple research areas.

Data Analysis By analyzing the survey responses, we sought to learn how frequently
practitioners tend to choose which HPO methods to pursue specific goals, given which
contextual factors. We extracted the number of identical responses and interrelated them.

Several survey respondents aborted the questionnaire before completing it. We filtered
out incomplete responses by identifying the last completed study section. This enabled
us to incorporate incomplete survey responses into our analysis. By including incomplete
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responses, we were able to increase the number of responses to our questionnaire by 40
participants who would otherwise have been excluded from the study. After the analysis,
we created visualizations that depict answer frequencies and their relationships.

4. Results

The study participants, including the interviewees and the survey participants, applied four
principal HPO methods to achieve six goals under consideration of fourteen contextual
factors (see Sections 4.1.1–4.1.3). Our study participants pursued their goals with varying
self-reported success rates (see Subsection 4.2).

4.1 Hyperparameter Optimization Practices

In the following, we first briefly introduce the used HPO methods. Second, we report the
goals pursued by the study participants and which of the four HPO methods practitioners
used to achieve which goals. Third, we introduce fourteen contextual factors and how they
can influence practitioners in their decisions for HPO methods to achieve specific goals.

4.1.1 Hyperparameter Optimization Methods Used by Practitioners

The participants in our interview study primarily applied four HPO methods: manual tun-
ing, grid search, random search, and Bayesian optimization.

Manual Tuning Manual tuning refers to a set of HPO methods where a practitioner
decides hyperparameter values based on personal explicit and implicit knowledge and ex-
ternal influences (e.g., results from literature). The dependence of manual tuning on the
practitioner experience and even unconscious rationals for decisions make manual methods
very individual to practitioners, make the explication of applied methods difficult, and, thus,
are hardly replicability (Musgrave et al., 2020). Usually, only intermediate data (e.g., used
hyperparameter values) can be used to replicate manual tuning, while reasons for the selec-
tion of these values remain unclear. Because formalization of HPO methods within manual
tuning is difficult, the number of strategies for manual tuning applied by practitioners is
unknown. In addition, the difficulty in explicating HPO methods used in manual tuning
makes it hard to evaluate their sample efficiency. Therefore, we are not aware of any hard
evidence for manual tuning to outperform advanced methods, such as Bayesian optimization.
However, extant publications show that advanced HPO methods can outperform methods
in manual tuning in certain use cases (Feurer et al., 2016; Melis et al., 2018; Chen et al.,
2018; Zhang et al., 2021; Kadra et al., 2021).

Grid Search Grid search refers to the process of evaluating the Cartesian product of a
finite set of values for each hyperparameter. Every possible combination of hyperparameter
values included in the defined subset of the search space is evaluated (Montgomery, 2017)
and thus it does not scale well with the number of hyperparameters. Grid search allows repli-
cating an experiment because a deterministic procedure selects hyperparameter values to
be evaluated. For replication, the originally applied search space and discretization strategy
must be known. The sample efficiency of grid search tends to be lower compared to random
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search and Bayesian optimization (Snoek et al., 2012; Eggensperger et al., 2013; Turner
et al., 2021), in particular, because it cannot make use of the low effective dimensionality of
HPO problems (Bergstra et al., 2011).

Random Search Random search refers to the process of sampling random hyperparam-
eter values from a defined search space until a budget is exhausted (Bergstra and Bengio,
2012). Random search can be replicated if the used search space, the randomness generator,
and the corresponding seed are known. Random search reaches better sample efficiency
in high-dimensional search spaces than grid search if some hyperparameters have a larger
influence on the performance of the ML model than others (Bergstra and Bengio, 2012).

Bayesian Optimization Bayesian optimization refers to the process of using a sequential
approach based on a surrogate model to find appropriate hyperparameter values for an ML
model in a defined search space (e.g., Brochu et al., 2010; Shahriari et al., 2016; Feurer and
Hutter, 2019; Garnett, 2023). HPO based on Bayesian optimization can be replicated with
fixed random seeds if the search space, the acquisition function, and the surrogate model,
including the hyperparameters of the surrogate model, are known.

Survey Results Most survey participants used manual tuning, followed by Bayesian op-
timization, grid search, and random search. 25% of the survey participants also used other
HPO methods that are out of the scope of this work (see Figure 1a). Most survey partici-
pants stated to have used at least three HPO methods in their past ML projects; about 2%
have even used at least five HPO methods. Only roughly 15% of the survey participants
have used just a single HPO method (see Figure 1b).

Even though literature indicates that Bayesian optimization yields better results than grid
search and random search in shorter time (e.g., Snoek et al., 2012; Turner et al., 2021),
practitioners tend to use seemingly inferior HPO methods. Practitioners appear to not
only aim at finding hyperparameter values for optimal ML model performance but pursue
manifold goals.

0 10 20 30 40 50 60
Participants (%)

Another HPO Method

Bayesian Optimization

Grid Search

Manual Tuning

Random Search

(a) Percentage of survey participants that already
used the according HPO method.
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(b) Number of different HPO methods used by
participants.

Figure 1: Overview of HPO methods used by 71 study participants.
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4.1.2 Goals of Practitioners Pursued with Different HPO Methods

We identified six goals that the participants pursued through HPO (see Table 3). In the
following, we first introduce each goal based on our interview results. Then, we describe the
results of our survey study.

Code Description

Comply with
Target Audience

The state where the applied HPO method and the resulting ML model
fulfill the expectations of addressees

Decrease Necessary
Computations

The state where an ML model is trained with an HPO method that
requires less computational resources than other methods but still is
sufficiently useful for a given purpose

Decrease
Practitioner Effort

The state in which a practitioner applies an HPO method for training
an ML model that requires fewer resources compared to other HPO
methods (e.g., time for learning a new HPO method, for implementing
corresponding software tools)

Increase Model
Comprehension

The state where a practitioner is able to predict changes in an ML
model’s behavior caused by altering hyperparameter values based on
an understanding of the ML model’s inner workings

Increase Model
Performance

The state where a refined version of an ML model outperforms its
original version in terms of a specified metric

Satisfy
Requirements

The state where the development and training of an ML model satisfies
social and technical demands imposed by stakeholders

Table 3: Overview of goals practitioners pursue in HPO

Comply with Target Audience The goal comply with target audience refers to the align-
ment of individuals’ behaviors with the behavior expected by the target audience. Three
interviewees stated to have decided on HPO methods in order to comply with the expecta-
tions of their target audiences regarding applied HPO methods and the resulting ML model.
Two other interviewees, both from academia, considered Bayesian optimization uncommon
in their research communities and saw the need to explain it in scientific papers about
their ML model. This would require additional explanations of Bayesian optimization, even
though the authors assumed the exact HPO method was not relevant to their scientific
work. Therefore, they decided to use grid search as they assumed this HPO method to be
well-known in their research communities.

Decrease Necessary Computations Extensive searches for optimal hyperparameter
values in large search spaces usually require a vast amount of computing resources. A
decrease in necessary computation for HPO is achieved when an HPO method is applied
that requires fewer compute resources than other methods but is still sufficiently useful.
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“This whole method was already super, super expensive [...] and if you would make again
hyperparameter optimization, then it becomes even more expensive.” (Interviewee #8)

Decrease Practitioner Effort Practitioners choose HPO methods to reduce their over-
head, for example, in terms of the additional time required to understand the HPO method
or to integrate the HPO method into workflows. To decrease their efforts in HPO, the inter-
viewees applied grid search and manual tuning. In particular, practitioners stated to have
applied manual tuning to avoid efforts related to the integration of libraries for programmatic
HPO methods into cluster infrastructures.

“HPO is time-consuming sometimes, because it requires some extra lines of code to wrap
all your models with this HPO method and then set up the scripts to run them on a
cluster.” (Interviewee #5)

Increase Model Comprehension Increasing model comprehension refers to reaching
the state where a practitioner can predict changes in an ML model’s behavior caused by
tuning hyperparameter values based on an understanding of the ML model’s inner work-
ings. To increase their model comprehension, the interviewees reported having applied
manual tuning. The interviewees claimed that manual tuning improves their understanding
of hyperparameter influences on ML models because they can formulate hypotheses about
hyperparameter influences and evaluate them immediately. The interviewees explained to
iteratively improve their model comprehension by tuning hyperparameter values, observing
the influences of these values on their ML models, and testing their hypotheses.

Increase Model Performance ML model performance is increased when a refined ver-
sion of the ML model outperforms its original version in terms of a specified metric. The
interviewees chose manual tuning, grid search, random search, and Bayesian optimization
HPO methods to achieve this goal for example, to prototype novel ML models.

“If the only concern is to find the best model possible and no one asks how I got there,
and I do not have a lot of time, I probably would use a random search.” (Interviewee #6)

Satisfy Requirements The goal to satisfy requirements refers to reaching the state in
which the development and training of an ML model fulfill social and technical constraints
imposed by stakeholders (e.g., business clients, ethics commissions) and the environment
(e.g., available compute resources). Ten interviewees described that their decisions for HPO
methods were influenced by the goal of fulfilling such requirements. For example, one inter-
viewee reported preferring manual tuning to meet hard-to-formalize requirements, such as
a smooth behavior of the model output.

Survey Results Our survey results indicate that all goals extracted from the interview
study are also pursued by the survey participants (see Figure 2). More than 97% of the survey
participants pursued the goal increase model performance and 77% aimed to achieve decrease
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necessary computations or decrease practitioner effort (76%). 69% of the practitioners aimed
to increase model comprehension. The least pursued goals are satisfy requirements (63%)
and comply with target audience (58%).

0 10 20 30 40 50 60 70 80 90 100
Participants (%)

Decrease Necessary Computations

Decrease Practitioner Effort

Increase Model Comprehension

Increase Model Performance

Satisfy Requirements

Target Audience Compliance

Figure 2: Relative frequency of pursued goals (all survey participants included that answered
principal section two of the questionnaire).

Figure 3 shows how often the survey participants used HPO methods to reach a specific goal.
70% of the survey participants tried to decrease necessary computations by using Bayesian
optimization and 60% by other HPO methods. About 50% of the participants tried to
decrease the necessary computations by applying manual tuning. Random search and grid
search were least often used, with 40% and 30%, respectively. Decreasing practitioner effort
was only of interest for less than 50% of the participants, with very similar responses for
all HPO methods (yet a notable exception of manual tuning with only 35%). The survey
participants mainly used manual tuning to increase their comprehension of the ML models.
Interestingly, participants also tried to use Bayesian optimization 2–3 times more often than
grid or random search to achieve this goal despite its black-box nature. Increasing model
performance is the most important goal for HPO. About 70% of the participants pursued
this goal independently of the HPO method. Only random search was less often used to
achieve this goal (< 60%). Requirements were mostly aimed to be satisfied using another
HPO method, manual tuning, or Bayesian optimization (33%). Grid search (19%) and
random search (11%) were rarely selected to achieve this goal. Comply with target audience
was the least relevant goal for the participants. ∼40% of the participants used another
HPO method for this goal. There are no apparent differences between manual tuning and
Bayesian optimization visible, with 33% of the participants using the respective method.
Only random search and manual tuning were very seldom used to achieve this goal (∼15%).

Apparently, participants use different HPO methods even though they aim to achieve the
same goal and a clear mapping of HPO methods to goals is not possible. For example,
one interviewee chose manual tuning to increase ML model comprehension while another
interviewee preferred Bayesian optimization.

“Because especially when entering new areas, we would like to understand step by step
what is working and what is not.” (Interviewee #9)
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Figure 3: Frequency of goal and HPO method combinations. Per cell, all presented values
are normalized to the number of participants having applied the respective HPO method
(all survey participants included that answered principal section two of the questionnaire).

“I almost always select Bayesian optimization to get an idea in which region I find the
[hyper-] parameters.” (Interviewee #15)

Due to the ambiguities of responses, the selection of HPO methods appears not to be simply
explainable based on the practitioners’ goals. Contextual factors, which influence practition-
ers in their decision for HPO methods to reach goals, seem to be important to understand
the motives of practitioners to use specific HPO methods.

4.1.3 Contextual Factors That Influence HPO Method Selections

We identified fourteen contextual factors that can influence practitioner decisions for using
HPO methods to achieve specific goals. These contextual factors can be grouped into three
themes: own knowledge, social environment, and technical environment.

Own Knowledge Practitioner decisions for HPO methods depend on their own knowl-
edge, which refers to the internal knowledge of a practitioner about HPO and ML models
that guides them. We identified three contextual factors related to own knowledge: HPO
method comprehension, ML model comprehension, and personal experiences (see Table 4).

HPO method comprehension refers to the degree to which practitioners understand how HPO
methods work and how to apply them. Practitioners tend to neglect HPO methods they
do not sufficiently understand. Two interviewees stated to have disregarded Bayesian opti-
mization because they feel to have not sufficiently understood its inner workings. Another
interviewee perceived grid search to be faster to implement and easier to use compared to
Bayesian optimization, because using the latter would have required the interviewees to learn

14



Practitioner Motives to Select HPO Methods

Code Description

HPO Method
Comprehension

The self-perceived level of knowledge a practitioner has about the inner
workings of an HPO method

ML Model
Comprehension

The self-perceived level of understanding about the inner workings of an
ML model with which a practitioner is able to explain changes in the
behavior of the model caused by altering hyperparameter values

Personal
Experience

The available internal knowledge that has been generated by past activities
(e.g., personal best practices to solve a specific problem type)

Table 4: Overview of principal contextual factors that can influence practitioner decisions
for HPO methods related to own knowledge.

an HPO method they were not experienced with. Another interviewee perceived random
search as uncontrolled, which caused them to decide against it. Two interviewees decided
to use grid search because they perceived grid search as easy to understand and implement.

ML model comprehension refers to a practitioner’s ability to explain changes in an ML
model’s behavior caused when altering hyperparameter values based on an understanding
of the inner workings of the ML model. The perceived degree of ML model comprehension
plays an important role. Interviewees who perceived their ML model comprehension as
high stated to have chosen manual tuning. Due to their deep ML model comprehension,
these interviewees claimed that they are able to find appropriate sets of hyperparameter
values without the need for extensive HPO. The interviewees perceived programmatic HPO
methods as not taking advantage of the known effects of hyperparameters:

“Relationships between hyperparameters are often deducible, but optimizers [here: HPO
methods] usually do not support functionalities for this.” (Interviewee #1)

Interviewees who perceived their ML model comprehension as low tended to use random
search or Bayesian optimization. Low model comprehension made it difficult for intervie-
wees to predict the challenges they will encounter in HPO. To better react to unforeseen
challenges, practitioners choose manual tuning. For example, manual tuning can facilitate
spotting and correcting mistakes when errors occur during the development of a novel model
type because feedback loops are faster compared to those of programmatic HPO methods:

“Because we altered the standard architecture as a whole, we were not really sure what
problems we will face. So that was one of the reasons to stick with manual tuning.”

(Interviewee #3)

Personal experiences refers to the available internal knowledge that a practitioner generated
through past activities (e.g., personal best practices for solving a specific type of problem).
Practitioners tend to use HPO methods with which they have positive experiences:
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“I have also made good experiences with it [here: Bayesian optimization] in a previous
paper ” (Interviewee #2)

Social Environment The choice for an HPO method is also influenced by the social envi-
ronment of ML practitioners, especially by four contextual factors (see Table 5): acceptance
of advanced HPO methods, literature, shared opinions, and tension for resources.

Code Description

Acceptance of
Advanced HPO Methods

The extent to which advanced HPO methods (e.g., Bayesian
optimization) are valued by a target group

Literature The knowledge acquired on the basis of published text docu-
ments (e.g., articles, blog entries, and papers)

Shared Opinions The knowledge acquired on the basis of advice by peers (e.g., col-
leagues)

Tension for Resources The degree to which limited compute resources cause conflicts
between practitioners regarding the allocation of those resources

Table 5: Overview of principal contextual factors that can influence practitioner decisions
for HPO methods related to the social environment.

Acceptance of advanced methods refers to the extent to which advanced HPO methods such
as Bayesian optimization are valued by a target group. Low acceptance of advanced HPO
methods in a community targeted by a practitioner can make them choose manual tuning
or avoid extensive HPO entirely. For example, an academic stated that they perceived the
use of advanced HPO methods and extensive HPO as not being valued by their community.
According to the interviewee, their community encourages the use of pre-trained ML models
in combination with manual fine-tuning to avoid extensive HPO. Although the interviewee
perceived Bayesian optimization as more suitable, they felt discouraged by the attitude of
their community and applied manual tuning instead.

Shared opinions refers to the knowledge acquired on the basis of advice by peers (e.g., col-
leagues). The interviewees explained to have chosen HPO methods that are considered as
commonly used in their labs or by their peers. In various communities, different HPO meth-
ods are applied so frequently that their use becomes habitual. For example, manual tuning
was commonly used in one research group, while Bayesian optimization was considered the
primarily applied method in another one. The interviewees associated with those communi-
ties applied the respectively manifested HPO methods. This indicates that the immediate
social environment has a noticeable influence on practitioners’ HPO method choices.

Literature refers to the knowledge acquired on the basis of published text documents (e.g., ar-
ticles, blog entries, papers). Practitioners are guided in their choice of HPO methods by
recommendations from the literature on ML models similar to their own. All practitioners
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that primarily based their decisions on literature, chose Bayesian optimization because it
attests Bayesian optimization to a high sample efficiency (e.g., Turner et al., 2021).

Tension for shared resources refers to the degree to which limited compute resources cause
conflicts between practitioners. The availability of only shared resources can cause tensions
among colleagues, for example, when practitioners need to compete for computing resources
to perform HPO. For example, such tensions caused one scientist in academia to choose
manual tuning in order to avoid arguing with colleagues over computing resources.

Technical Environment Contextual factors associated with the technical environment
refer to technical boundaries, such as limited computational resources, that guide a prac-
titioner in selecting an HPO method. The interviewees stated seven contextual factors
associated with the technical environment (see Table 6): available compute resources, cost
of objective function, HPO method traceability, HPO setup readiness, parallelization possi-
bilities, search space size, and usability of HPO tools.

Code Description

Available Compute
Resources

The amount of compute resources available for HPO

Cost of Objective
Function

The amount of compute resources required to evaluate a single point
within the hyperparameter space

HPO Method
Traceability

The extent to which the sequence of sample points can be backtraced
or predicted

HPO Setup
Readiness

The degree to which HPO libraries and test environments are ready
to use (e.g. preinstalled HPO libraries on the cluster)

Parallelization
Possibilities

The degree to which multiple independent ML models can be simulta-
neously evaluated

Search Space Size The number of possible hyperparameter value combinations
Usability of
HPO Tools

The perceived ease with which practitioners can achieve their goal by
using an HPO method and corresponding implementations

Table 6: Overview of principal contextual factors that can influence practitioner decisions
for HPO methods related to the technical environment

Available compute resources refers to the amount of compute resources available for HPO.
Practitioners choose manual tuning when faced with limited available compute resources.
They perceive that in combination with a high level of model comprehension, they can
outperform programmatic HPO methods. If the available compute resources are too scarce,
the exploration of large search spaces is not possible. Practitioners need to reduce the search
space, decrease the number of necessary function evaluations, or decrease computational
cost per function evaluation (e.g., by low-fidelity approximations) to still perform HPO. To
decrease the number of necessary function evaluations, three scientists stated to have used
manual tuning as they were able to predict the impact of specific hyperparameter values on
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model performance. Given limited available compute resources and a degree of ML model
comprehension, the scientists perceived manual tuning as superior compared to Bayesian
optimization and random search.

Two interviewees chose HPO methods depending on the cost of the objective function they
sought to optimize (i.e., training of an ML model). The cost of the objective function
refers to the amount of compute resources required to evaluate a single point within the
hyperparameter space. Similar to limited compute resources, the interviewees chose manual
tuning when faced with expensive objective functions. When the interviewees perceived
their level of model comprehension as high, they found manual tuning more efficient.

HPO method traceability refers to the extent to which a sequence of sample points can be
backtracked or predicted by the practitioner, which requires that the selection of samples
by the HPO method is comprehensible for and reproducible by practitioners.

HPO setup readiness refers to the degree to which HPO libraries and test environments are
ready to use (e.g., preinstalled HPO libraries on the cluster). Some of our study participants
stated to not be willing to set up new HPO tools but rather use already set up tooling,
regardless of the quality produced by the corresponding HPO method.

Parallelization possibilities of HPO methods refer to the degree to which independent ML
models can be simultaneously evaluated. Limited parallelization possibilities can be caused,
for example, by software license limitations. Two interviewees chose Bayesian optimization if
parallelization of HPO was not possible due to a misconception of the sequential proceeding
in Bayesian optimization. Another interviewee stated that they chose Bayesian optimization
if their objective function is expensive and HPO parallelization is not possible.

Usability of HPO tools refers to the perceived ease with which practitioners can achieve
their goal by using an HPO method and corresponding implementations. Within the scope
of usability, practitioners demanded more automation of cumbersome tasks in HPO such as
infrastructure orchestration:

“What beats everything for me is that I have a dashboard that’s somewhere in the cloud
that orchestrates my various agents, where I can sort of say online, ’Start another agent
on this machine,’ or that on the machine I just have to say, ’Start another agent on this
sweep here,’ and I don’t have to worry about the agents talking to each other or having
a shared database running on some cluster. This functionality, it overrides everything.
If I had some mega highly optimized Bayesian optimization tool that didn’t have that
functionality, I wouldn’t use it.” (Interviewee #14)

Survey Results Our survey study results show that each contextual factor was considered
by at least 60% of the participants (see Figure 4). 90% of the survey participants consid-
ered the decision factors personal experience, HPO setup readiness and search space size in
their selections of HPO methods. The least considered contextual factors are acceptance
of advanced methods, tension for resources, and parallelization possibilities, as they were
only relevant for less than 70% of the survey participants in their past ML projects. The
remaining contextual factors, covering all three themes with, for example, shared opinions,
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Figure 4: Percentage of participants that incorporated the individual contextual factors (all
survey participants included that principal section three of the questionnaire).

model comprehension, and HPO method traceability, have been considered by 75–85% of the
survey participants.

The identified contextual factors are of different self-perceived relevance for the selection of
HPO methods (see Figure 5). The self-perceived relevance of contextual factors interdepends
with the consideration of contextual factors. Usability of HPO tools and search space size are
the most relevant contextual factors, closely followed by personal experience and HPO setup
readiness. Further rather relevant context factors are available compute resources, HPO
method and model comprehension, and the cost of the objective function. All contextual
factors associated with the social environment are less relevant for the survey participants,
with tension for resources being considered the least.

Figure 6 contains the self-perceived relevance of contextual factors for each of the evaluated
HPO methods. The survey participants considered the search space size, acceptance of
advanced methods, available compute resources, and cost of the objective function mostly
when selecting Bayesian optimization. The selection of grid search was mostly influenced
by usability of HPO tools, HPO setup readiness, and search space size with similar results
for random search. Finally, survey participants considered their personal experience, model
comprehension, and HPO setup readiness most relevant when selecting manual tuning.

4.2 Perceived Success of Using HPO Methods to Achieve Specific Goals

Practitioners appear to have individual motives to use specific HPO methods. Yet, some
decisions for HPO methods may not produce the attempted results. To distinguish between
the successful and unsuccessful experiences of practitioners in using HPO to reach their
goals, we asked the study participants to what extent they perceive to have attained which
goals with the selected HPO methods.

Figure 7 shows the success rate for each goal perceived by the survey participants. Roughly
75% of the participants responded to have successfully increased model performance, reached
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Figure 5: Overview of the average self-perceived relevance of contextual factors. Results are
reported on a scale from 0 (very low) to 5 (very high) (all survey participants included that
answered principal section three of the questionnaire). On average, no contextual factor was
rated with a higher relevance than 3, which is why we masked out the values 4 and 5. Blue
lines indicate error bars of one standard deviation.

complied with target audience, or satisfied requirements. 70% of the participants state that
they were able to increase their model comprehension and 65% achieved the goal decrease
practitioners effort. Only 55% of the participants perceived themselves as successful in
decreasing necessary computations.

These numbers strongly vary when considering separate combinations of goal and HPO
method (see Figure 8). The survey participants perceived themselves as not successful when
they tried to decrease necessary computations using manual tuning, grid search, or random
search. They perceived themselves as rather successful in reaching this goal when using
Bayesian optimization or another HPO method. Decreasing practitioner effort was best
achieved using grid search or random search according to the survey participants. Bayesian
optimization and other HPO methods were perceived as less effective to decrease effort. A
potential explanation could be that those HPO methods require some effort to set up in
the first place. The participants perceived manual tuning as ineffective in decreasing their
efforts. In contrast, participants perceived manual tuning as very helpful to increase model
comprehension. Even though Bayesian optimization is considered a black-box optimization
technique (Frazier, 2018), it was also perceived as suitable to increase model comprehension.
Random search, grid search, and another HPO method were perceived as unsuitable for
increasing model comprehension. Most participants did not perceive noteworthy differences
between the effectiveness of HPO methods to successfully increase ML model performance
and to satisfy requirements. Random search, grid search, and other HPO methods were
successfully used by survey participants to achieve comply with target audience. Bayesian
optimization and manual tuning were applied with lower success rates for this goal.
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Figure 6: Overview of the average self-perceived relevance of contextual factors per HPO
method. Results are reported on a scale from 0 (very low) to 5 (very high) (all survey
participants included that answered principal section three of the questionnaire). Blue lines
indicate error bars of one standard deviation.
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Figure 7: Self-reported success rate per goal (all survey participants included that answered
principal section two of the questionnaire).
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Figure 8: Study participants’ self-reported success rates per goal-method combination (based
on responses of all survey participants that completed principal section two of the question-
naire).

5. Discussion

In this section, we summarize and discuss our principal findings based on the results pre-
sented in the previous section. We describe how our results contribute to HPO practice and
research, describe future research directions, and discuss the limitations of our study.

5.1 Principal Findings

We conducted 20 semi-structured interviewees and an online survey with 71 participants
to understand practitioner motives for choosing HPO methods. Our study reveals that
practitioner motives comprise six goals (e.g., decrease practitioner effort, increase model
comprehension), which practitioners pursue in the HPO of ML models, and fourteen con-
textual factors (e.g., HPO method comprehension, personal experience), which influence
practitioners in their decisions for HPO methods to reach those goals.

The multitude of goals pursued by practitioners confirms our assumption that they have
strong motives for HPO beyond improving ML model performance. Besides improving ML
model performance in the first place, practitioners are second most interested in decreasing
the required amount of necessary computations and their personal efforts to perform HPO.
This perfectly aligns with the intended goals of HPO.

To decrease necessary computations, our study participants predominantly used Bayesian
optimization. The frequent use of Bayesian optimization to decrease necessary computations
suggests that practitioner perceptions of the benefits of Bayesian optimization are coherent
with its benefits empirically shown in prior research (Turner et al., 2021).
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Despite Bayesian optimization’s high sample efficiency, some practitioners prefer to use man-
ual tuning to decrease the number of necessary computations. In particular, if practitioners
assume that their ML model comprehension is high, they expect to outperform Bayesian
optimization. Yet, it is difficult to compare manual tuning to programmatic HPO methods
due to its reliance on a mixture of explicit and implicit knowledge that often cannot be fully
extracted from observations of practitioner actions. One way to leverage this model compre-
hension could be to integrate user priors on the location of well-performing hyperparameter
configurations into Bayesian Optimization (Souza et al., 2021; Hvarfner et al., 2022; Mallik
et al., 2022).

Our study results show that various practitioners are interested in understanding their sub-
ject of work, including HPO methods and ML models, prior to using them. To better
understand ML models, most practitioners opted for manual tuning instead of program-
matic HPO methods and chose HPO methods they understood over methods they would
have to study first. Participants perceived programmatic HPO tools as unsuited to advance
their ML model comprehension. Even though many software packages for advanced HPO
methods exist that can be used out of the box without understanding internals, practitioners
apparently are reluctant to use methods they do not understand. In summary, practitioners
tend to rely on their own knowledge rather than giving up control to insufficiently understood
ML models and HPO tools.

To help practitioners to improve ML model comprehension, multiple software tools were
designed. Such tools, predominantly HPO tools, mainly focus on providing measures for the
impacts of hyperparameter values on the final ML model performance (e.g., Hutter et al.,
2014; Biedenkapp et al., 2017; Moosbauer et al., 2021; Segel et al., 2023). With a focus
on HPO methods, visual analytics aims to facilitate understanding the internal behaviors
of HPO methods by visualizations for practitioners (e.g., Golovin et al., 2017; Biedenkapp
et al., 2018; Zöller et al., 2022; Sass et al., 2022).

Despite the existence of such tools to support practitioners in understanding ML models
and HPO methods, practitioners still prefer to use manual tuning, which may have different
reasons. The first reason may be that practitioners are unaware of HPO tools that can
support ML model comprehension. A second reason may be that HPO tools do not fulfill
the information needs of practitioners to increase their ML model comprehension because
HPO tools mainly focus on the performance of ML models, which is, as shown in this study,
only one of the manifold goals pursued by practitioners in HPO. A third reason may be that
HPO tools themselves are hard to comprehend for practitioners (e.g., because those HPO
tools implement complex HPO methods), which leads practitioners to prefer HPO methods
they are familiar with.

Our study shows that the comprehensibility of HPO methods and the usability of HPO
tools are paramount to practitioners. Practitioners tend to avoid using HPO methods that
are difficult to integrate into workflows or require prior training. According to our study
participants, these challenges occur, especially when using complex HPO methods. To make
achievements of technocentric research on HPO actionable in practice, it is important to con-
sider social aspects when developing HPO tools, such as seamless integration of HPO tools
into workflows, prior experiences of practitioners who should use HPO tools, and under-
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standing practitioners’ motivations for HPO. We propose three sociotechnical improvements
for programmatic HPO methods based on our findings in the following that should be pur-
sued in research in addition to further technical improvements with a focus on performance
metrics.

Aid ML Model Comprehension To aid practitioners in gaining ML model compre-
hension, HPO libraries should generate reports about the behavior of different ML models,
for example, the importance of individual hyperparameters. For the generation of such re-
ports, many methods are already available, such as functional ANOVA (Hutter et al., 2014),
ablation (Biedenkapp et al., 2017), local parameter importance (Biedenkapp et al., 2018),
partial dependence plots (Moosbauer et al., 2021), and symbolic regressions (Segel et al.,
2023). Alternatively, HPO tools could provide additional insights about model behavior.
Especially for more complex search spaces used for building complete ML pipelines, infor-
mation about the transformation of input data can provide additional model comprehension
(Zöller et al., 2022). Including such reports in HPO libraries can facilitate leveraging the
benefits of advanced HPO methods (e.g., high sample efficiency) while still helping practi-
tioners to increase ML model comprehension.

Explain HPO Internals HPO tools should provide more support explaining their in-
ternal behavior to make them more comprehensible for practitioners. An easy approach
would be simple visualizations of what hyperparameter values were actually evaluated us-
ing parallel coordinates plots (Golovin et al., 2017). More sophisticated approaches could
provide information about the internal proceeding of their optimizers, for example, the sur-
rogate model in Bayesian optimization (Biedenkapp et al., 2018). These measures could
help educate practitioners about HPO methods and increase practitioners confidence in the
functioning of programmatic HPO tools.

Integrate Practitioners’ ML Model Comprehension into HPO To increase the
efficiency of HPO methods, they should allow the incorporation of comprehension of practi-
tioners about ML models. Practitioners should be enabled to input their knowledge about
behaviors of ML models into HPO libraries prior to HPO on a case-by-case basis. For ex-
ample, practitioners could specify their perceived hyperparameter importance or influences
between hyperparameters. Furthermore, practitioner knowledge could be directly incorpo-
rated into the search strategy of HPO methods. Promising work in this direction includes
various methods for integrating prior knowledge into Bayesian optimization. This can be
achieved by directly specifying priors about the location of the optimum (Li et al., 2020;
Ramachandran et al., 2020; Souza et al., 2021; Hvarfner et al., 2022), or structural priors,
for example, in the form of log-transformations of hyperparameters (Hutter et al., 2011),
monotonicity constraints (Li et al., 2018a), or hyperparameter warping (Snoek et al., 2014).

5.2 Contributions to Practice and Research

Our main contributions are three-fold. First, we present six principal goals (e.g., comply
with target audience, increase ML model performance) pursued by practitioners in HPO
and fourteen contextual factors (e.g., available compute resources, HPO method traceability)
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that can influence practitioner decisions for specific HPO methods. We thereby support user-
centric research in HPO by offering a foundation to better understand practitioner motives
for HPO. Researchers can use the set of identified goals to provide HPO methods tailored
to pursuing specific goals while still preserving the benefits of advanced HPO methods.
Moreover, research on human-in-the-loop in (Auto)ML can use our results to better describe
contexts for information needs of practitioners (e.g., to increase the transparency of HPO
tools) and to purposefully engage practitioners in programmatic HPO depending on goals
and context factors. For example, practitioners may become more engaged in HPO when
they aim to improve their ML model comprehension.

Second, we present a mapping between goals, HPO methods, and contextual factors that
influence practitioner decisions for using HPO methods. We thereby deepen the understand-
ing of why practitioners use different HPO methods. Our mapping informs researchers and
developers of programmatic HPO methods and can be used to better align the develop-
ment of new as well as the adoption of existing HPO methods to the needs of practitioners.
This mapping revealed potential input parameters and their interrelationships that can be
used for the further automation of HPO tools. For example, dedicated HPO tools can be
developed for specific contextual factors and goals best suited to meet practitioner motives.

Third, we present an overview of the success perceived by practitioners when using HPO
methods in particular contexts (i.e., configurations of contextual factors and goals). This
overview can serve as a foundation to advance the level of automation of HPO tools. More-
over, we support research on user-centric HPO tools by grounding the usefulness of HPO
methods with practitioners’ reality highlighting possibilities for HPO tool advancement.
Practitioners’ self-perceived success in attaining goals under consideration of respective con-
textual factors may serve as a new lightweight benchmark metric that helps the sociotech-
nical improvement of HPO methods.

5.3 Limitations and Future Work

We performed semi-structured interviews, a qualitative and explorative research approach.
Interviews mainly rely on the interviewees’ knowledge, perceptions, and capabilities to ver-
balize responses to our questions. The interviewed ML experts may bias our results despite
our efforts to reduce such biases (e.g., by not asking leading questions or asking the inter-
viewees for clarifications of statements). We aimed to minimize biases in the analysis of the
interviews by having two scientists independently code the transcripts of the interviews and
then discuss their codes to agree on a shared understanding. However, despite these efforts,
we cannot guarantee to have eliminated biases in our results. Moreover, our results may not
be comprehensive as ML practitioners that did not participate in our interview study may
have additional goals and use HPO methods not mentioned by our interviewees. Additional
interviews or focus group workshops should be conducted to increase the comprehensiveness
of the findings presented in this work.

25% of the survey participants responded to have used other HPO methods than Bayesian
optimization, manual tuning, grid search, and random search. Other HPO methods include
evolutionary optimization, gradient-based optimization, or population-based approaches.
Such other HPO methods were not mentioned frequently by the interviewees during the
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initial interviews and, therefore, not explicitly included in the online survey. As we did not
ask to record which other HPO methods participants used, potential insights for the other
approaches could not be gained. The investigation of practitioner motives for choosing HPO
methods not in the scope of this work offers an avenue for future research.

Future investigations of human decision-making in ML are a promising research direction
that can help to improve AutoML by incorporating human knowledge. The interviewed
practitioners reported actions they applied in HPO, which are agnostic to the selected HPO
methods, such as choosing a set of hyperparameters to tune and defining corresponding
search ranges. With similar reasoning, the interviewees applied similar actions for choosing
HPO methods, hyperparameters, and hyperparameter values and stated they had attained
their goals by taking those actions. Such a similar proceeding of practitioners in HPO
allows for the assumption that best practices for actions taken during HPO exist. Since
our interviewees mainly stated that they largely unconsciously compared HPO methods
but achieved satisfactory outcomes, the identification of heuristics applied in their decision-
making (Tversky and Kahneman, 1974; Gigerenzer and Brighton, 2009; Kahneman and
Klein, 2009) in HPO appears to be of great potential to advance automation of HPO tasks
in AutoML. By identifying the heuristics of practitioners in HPO, a better understanding
of how practitioners use HPO methods can be reached to improve AutoML tools by an
automated selection of the best suitable HPO methods for a given problem instance based
on a specific goal and set of contextual factors.

6. Conclusion

This study sheds light on the ML practitioners’ motives for choosing different HPO methods.
While programmatic HPO methods, such as Bayesian optimization, achieve high efficiency
of the HPO process; practitioners sometimes opt for efficiency-wise inferior methods like
manual tuning or grid search. To understand practitioners’ motives for their choices, we
employed a two-step research approach consisting of semi-structured interviews and an online
survey. Through thematic analysis of the interview transcripts and survey responses, we
identified six principal goals pursued by practitioners in HPO and fourteen contextual factors
that influence their decisions regarding HPO methods. The identified goals encompassed
various aspects such as decreased practitioner effort, decreased necessary computations, or
increased model comprehension.

The findings of this study can be leveraged to improve HPO practices and guide the devel-
opment of user-centric HPO methods and software tools. By considering practitioners’ goals
and contextual factors, researchers can refine existing HPO methods and tools and design
new approaches that better meet the diverse motives of practitioners. Understanding the
motives behind ML practitioners’ choices of different HPO methods is crucial to advanc-
ing HPO and developing effective and user-friendly HPO tools that cater to practitioners’
specific goals and contexts. By bridging the gap between technology advancements and
practitioner needs, this research contributes to enhancing HPO practices. It promotes the
broader adoption of efficient and reliable HPO methods in ML.
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Our study calls for further research on HPO, particularly in exploring the engagement of
practitioners, decision support systems for HPO, and enhancing transparency and explain-
ability of programmatic HPO methods. We will build on the findings presented in this
work and seek to identify human heuristics applied in HPO. After identifying human heuris-
tics (e.g., Godbole et al., 2023), we aim to implement them in algorithms for AutoML and
evaluate these algorithms in comparison to the performance of human decision-making.
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