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Sizing of Hybrid Energy Storage Systems
Using Recurring Daily Patterns

Shahab Karrari , Member, IEEE, Nicole Ludwig , Giovanni De Carne , Senior Member, IEEE,
and Mathias Noe

Abstract—A hybrid Energy Storage Systems (ESS) consists of
two or more energy storage technologies, with different power
and energy characteristics. Using a hybrid ESS, both high-
frequency and low-frequency power variations can be addressed
at the same time. For an accurate sizing of a hybrid ESS, the use
of high-resolution data is required. However, high-resolution data
over long periods leads to large data sets, which are difficult to
handle. In this paper, an improved motif discovery algorithm is
introduced to find the most recurring daily consumption patterns
within the time series of interest. The most recurring pattern is
selected as the representative of the time series for sizing the
hybrid ESS. Next, a simple optimization framework is proposed
for selecting the cut-off frequency of a low-pass filter, used for
allocating the power to different storage technologies. Finally, the
proposed sizing approach is applied for sizing a hybrid battery-
flywheel ESS at four different low voltage distribution grids in
southern Germany using real measurement data. It is demon-
strated that a hybrid ESS, with the characteristics derived from
the most recurring patterns only, can effectively provide their
intended grid services for most of the days during the whole
period of the time series.

Index Terms—Energy storage, pattern recognition, batteries,
flywheels, motif discovery, sizing of energy storage systems.

I. INTRODUCTION

THE INCREASING share of photovoltaic (PV) genera-
tion in low voltage distribution grids can lead to several

challenges for distribution system operators. Due to the resis-
tive nature of the grid at this voltage level, reverse power
flows caused by excess PV generation can lead to voltage
rise issues [1]. Furthermore, fast active power fluctuations, for
instance, caused by passing clouds over the PV panels, can
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cause fast voltage changes, which can be a power quality issue
according to the European grid code DIN EN 50160 [2]. These
static and dynamic phenomena can limit the hosting capacity
of a distribution grid for additional PV installations [1], [3].

A hybrid Energy Storage System (ESS), if sized accurately,
can help tackle the aforementioned challenges in both the short
and long term. A storage technology with a high energy den-
sity, such as Li-ion batteries, can store the surplus generation
during noon in order to avoid reserve power flows and use
it to reduce the evening demand peak, while a complemen-
tary storage technology with a high power density and high
power cycling capability, such as supercapacitors or flywheels,
can be used for continuously compensating the fast active
power changes, and therefore, avoiding fast voltage fluctua-
tions. For an accurate sizing of such storage systems, the use
of measurement data from the point of connection is neces-
sary. Sizing an ESS using historical measurement data in order
to accommodate more and more renewables has been widely
investigated in literature. Comparative reviews of these meth-
ods for various applications of energy storage systems can be
found in [4] and [5]. For instance, in [6], a randomly selected
daily power profile of a PV plant is used for sizing a hybrid
supercapacitor-battery ESS.

When using measurement data to size an energy storage
system, the data resolution and the time window of interest
must be determined first. For sizing an ESS, the use of high-
resolution data and including the entire frequency spectrum
of the recorded power profile is highly recommended [7], [8].
This is especially the case for sizing a hybrid ESS, where a
high power density ESS compensates for the high-frequency
components of the power profile in the seconds range [9].
However, high-resolution data over a long horizon results in
large data sets, which are difficult to work with. Such large
data sets can drastically increase the computation time required
for solving the sizing problem, and in the case of complex
nonlinear optimization problems, it can make the problem
intractable [10]–[12]. A common approach to avoid dealing
with such large data sets is to select the power profile of a
randomly selected day or period as the representative of the
data set for the sizing study, often without a proper justifi-
cation, as seen in [6], [7], [13]–[15]. However, this approach
can lead to specific sizing outcomes and over- or underestimat-
ing the storage characteristics for the rest of the time series.
Alternatively, authors in [16] have reduced the data resolu-
tion by converting 10-s data to 15-min values in order to ease
the computational burden over a year, which eliminates the
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TABLE I
SUMMARY OF THE EXISTING APPROACHES FOR REDUCING THE DATA

SIZE FOR SIZING STUDIES AND THEIR DRAWBACKS

high-frequency components of the power profile, and there-
fore, is not applicable for a hybrid ESS. To properly find a
representative power profile for the whole data set, cluster-
ing techniques, such as K-means clustering [10], [17], [18]
or fuzzy C-means clustering [19] have also been used. Using
a clustering approach, daily power profiles with similar fea-
tures (e.g., peak and mean value) are grouped together, and the
cluster centers are selected for the sizing study as the represen-
tative power profile. While this is a significant improvement
to an arbitrary choice of a typical day, there are some limi-
tations in using clustering techniques for such studies: since
the daily power profiles are grouped together based on sim-
ple features such as their peak value, they are not necessarily
similar. For instance, daily power profiles can have the same
peak and mean value, while otherwise being entirely different.
Moreover, clustering techniques also require the user to spec-
ify beforehand how many clusters the algorithm should find,
which is often arbitrary to decide beforehand. Table I presents
a summary of the existing approaches for reducing the data
size for sizing studies and their drawbacks.

In [20], we have introduced a novel alternative for finding
a representative power profile within the time series, where
recurring daily consumption patterns are detected using a pat-
tern recognition algorithm called motif discovery [21], and
then used as input for the sizing study. Motif discovery has
several advantages in comparison to the state-of-the-art clus-
tering techniques. First, it uses random projection [22], which
makes it faster than clustering approaches [23]. Moreover, it
aims to find similar patterns by using the Symbolic Aggregated
Approximation (SAX) of the data, rather than the data itself or
its features, which helps to find similar (and yet not the same)
patterns and reducing the effects of noise and minor power
deviations in finding recurring patterns. Lastly, motif discov-
ery does not need the additional step of finding optimal cluster
parameters. In this paper, we extend the method presented
in [20] in the following ways:

• The motif discovery algorithm has been improved by
using Dynamic Time Warping (DTW), which helps to
allocate the optimal alignment given two time-dependent
sequences.

• An optimization framework has been introduced for
decoupling the power profile to different energy stor-
age technologies. The proposed approach has then been
applied for sizing a hybrid battery-flywheel ESS in
several low voltage distribution grids.

• The proposed sizing approach has been applied to four
different power profiles with rather divers characteristics,
measured at four low voltage distribution grids in south-
ern Germany. The studied power profile reflect different
PV penetration levels and type of consumers, which are
used to show the generality of the prosed sizing approach.

• The effect of cut-off frequency of the filter for power
decoupling in the hybrid ESS and choosing patterns other
than the most recurring one on the sizing outcome has
been studied and presented.

The remainder of this paper is organized as follows. The
measured input data used for the sizing study are presented
in Section II. In Section III, the proposed sizing methodol-
ogy, including the improved motif discovery algorithm, an
analysis of the derived standard patterns, and the optimization
framework used for power allocation are described. The sizing
outcome and the effect of different influencing factors such as
the data aggregation and cut-off frequency of the low-pass fil-
ter are presented in Section IV. Finally, an evaluation of the
proposed sizing approach using the standard patterns is given
in Section V, followed by the conclusions given in Section VI.

II. THE INPUT MEASUREMENT DATA

The sizing calculations in this work are performed using the
measured power profiles recorded at four different 10/0.4 kV
substations in an area in southern Germany during July to
September in 2018. The data has been collected in this period,
in order to include a high PV generation level in the siz-
ing study. The selection of these four substations is based on
their relative voltage sensitivity to active power changes, esti-
mated using the method proposed in [24]. The data has been
recorded with different resolutions, starting from 1 second,
using the “PQI-DA Smart” measurement device from the com-
pany A-Eberle [25]. The measurement device was installed at
the low voltage side of the substation transformer to measure
the total power of all the feeders supplied by each substation
and to size a centralized ESS at the substation. Due to the
high resolution of the data and limited storage capacity, two
weeks of data has been collected at each substation.

Fig. 1 shows an example of 8 days of measurement at the
four buses, starting and ending with a Monday. It can be seen
that at each location, a daily consumption pattern is being
repeated each day with slight variations, especially on week-
days. Bus 1 and 2 show a different pattern on weekends (6th

and 7th day), as they mainly supply industrial and commercial
customers. Bus 3 and 4 show similar patterns also during the
weekends, as they are located in residential areas. Although
these patterns seem similar, they are not identical. These buses
represent different types of low voltage grids with different PV
generation levels. Moving from bus 1 to 4, the share of PV
generation increases, leading to reverse power flows during
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Fig. 1. The active power measurements at (a) bus 1, (b) bus 2, (c) bus 3,
and (d) bus 4, for a period of 8 days, starting from Monday, which makes
the 6th and 7th day, weekends. The data is shown with a 1-s data resolution.

Fig. 2. Frequency spectrum of the power at the four buses in the period of
one week using the 1-s data.

several days at bus 3 and 4, while this happens only during
weekends for bus 1 and 2.

The power profiles at each bus also differ in terms of their
frequency components. The one-sided frequency spectrum of
the active power measurements in one week at the four buses
using the discrete fast Fourier transform is shown in Fig. 2.
Each power profile has different amplitudes at each frequency.
For instance, while the power profile at bus 4 shows a signifi-
cant amplitude at 0.0231 mHz, which corresponds to 12 hours,
this value is much smaller for bus 3. This can also be seen
in Fig. 4(d), where each day can be divided into two simi-
lar patterns. The frequency component at 0.0116 mHz, which
corresponds to every 24 hours, can indicate daily recurrence
of the pattern, which is higher for bus 3 and 4.

III. THE PROPOSED SIZING METHODOLOGY

Fig. 3 shows the flowchart of the proposed sizing method-
ology, which consists of two main steps. In the first step, the
improved motif discovery algorithm is applied to the measured
time series in order to detect the most recurring pattern at each
substation. In the second step, the derived patterns at each loca-
tion are decoupled using a low-pass filter to allocate the power
profiles of each storage technology. The cut-off frequency of
this low-pass filter is determined through an optimization algo-
rithm using the gradient search method. In the following, each
of these steps is described in more detail.

Fig. 3. The flowchart of the proposed sizing strategy.

A. Motif Discovery Using eSAX

Motif discovery is a pattern recognition method that has
been used in different disciplines for applications such as
seismology [26], classifying heart sounds [27], and more
recently in the realm of electricity time series, to find flexibil-
ity potentials in industrial processes [28]. The standard motif
discovery algorithm [21] searches for equal length time series
sub-sequences which are similar. Thus, several similar sub-
sequences form a motif. In this paper, we introduce Energy
Time Series Motif Discovery using Symbolic Aggregated
Approximation (eSAX), adapted to the needs of energy-related
time series, and explained in detail in the following. The core
innovation in Motif Discovery, in general, is the transforma-
tion of a time series into symbols, which reduces the noise
and minor variations in the raw time series through approx-
imations. Additionally, eSAX improves the previous Motif
Discovery algorithm used in [20] by using a different distance
measure and more flexible words.

The eSAX algorithm consists of five steps, as shown in
Fig. 3. We start eSAX with a sequencing algorithm to find the
sequences of interest, which we compare later for their sim-
ilarity. These sequences can be of any length but are chosen
to be an entire day (24 hours) in our case in order to find
the daily power profiles. Given the sequences, we can then
transform them into symbolic aggregated approximations. We
do this through a piece-wise approximation of the time series,
where the whole time series is approximated by the mean of
different short pieces. These pieces can be any size in [1, m],
where m is the length of the sequence, and thus the aggregated
time series will be at least of length one and at max at a length
of m. As we compare different aggregations of the raw time
series in this paper, we choose the piece size to be one, thus
not having any form of approximation at this algorithm level.
To arrive at a symbolic representation (SAX), each piece gets
described by one letter. This letter comes from a predefined
alphabet of length a, and a list of breakpoints β determines
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which piece is assigned which letter. The β parameters are
based on the quantiles of the empirical cumulative distribu-
tion function, which for observations x = (x1, x2, . . . xn) is
defined as

Fn(p) = 1

n

n∑

i=1

I(xi ≤ p). (1)

For the next step, the random projection, the SAX repre-
sentation of all sequences (i.e., the words) are saved row-wise
in a similarity matrix S∗. In every iteration of the random
projection algorithm, we randomly select l of the w columns
of S∗, where l is a user-defined mask length, w is the word
length and l ≤ w. The word built with l columns is com-
pared to all (n − m + 1) rows of S∗. If there exists a match
between the letters in the mask, the corresponding entry in the
so-called collision matrix is incremented. The entries with the
highest values in the collision matrix are considered candidate
motifs. These motifs are transformed back to their piece val-
ues and then iterated over the original time series to calculate
the distance to the raw sequences. Thus, finding the occur-
rences of the motif is the fourth step, the candidate evaluation.
The distance measure used for the iteration is dynamic time
warping (DTW), which finds the optimal alignment given two
time-dependent sequences. Hence, for the sequences yi and yj

of length n and m, DTW will align the two sequences with the
help of a n × m matrix. In this matrix, every element contains
the distance between two points from the sequence yi and yj,
i.e., d(yi(a), yj(b)) = (yi(a)−yj(b))2. This matrix is then used
to find an optimal warping path through the distance matrix,
where we want to find the path that minimizes the warping
cost

DTW
(
yi, yj

) = min

⎧
⎨

⎩

√√√√
K∑

k=1

wk

⎫
⎬

⎭, (2)

with wk defined as the k-th element of the warping path w.
In contrast to Euclidean distances used in [20], this distance
measure can also accommodate slight shifts in between two
time series, such as slight time shifts in the peak demand in
this use case. At the end of this fourth step, we are left with
motifs containing several sequences.

B. The Derived Standard Patterns

With the fifth and last step of our improved motif discovery
algorithm (eSAX), we derive the most recurring consumption
pattern at the four different low voltage distribution grids,
described in Section II. In our use case using the 1-s data,
between one motif and three motifs were found for each time
series, covering most of the days within the original time
series. The standard pattern is then defined as the 80% quan-
tile of the detected motifs, and all motifs are shown in Fig. 4
using the 1-s data for the four substations. As seen from the
standard patterns, bus 1 represents a low voltage feeder with
industrial consumers with a low share of photovoltaic gener-
ation. On the other hand, bus 2 has enough PV generation to
cover the increase in demand during midday, while for bus 3
and 4 the PV generation can cover the load entirely at times
and cause reverse power flows.

Fig. 4. The standard consumption patterns at the four buses. (a) Bus 1: No
PV generation. (b) Bus 2: Limited PV generation to cover the base demand
at peak generation. (c) Bus 3: Significant share of PV generation, capable of
covering demand for short instance at peak generation. (d) Bus 4: High share
of PV production, leading to slightly negative power flow at peak generation.

To understand the effects of different types of loads and
also the PV generation on the power profile in the frequency
domain, a time-frequency analysis on the standard patterns is
carried out, and the results are illustrated in Fig. 5. These spec-
trums are calculated using the short-time Fourier transform,
and a hamming window with the length of 1 minute with no
overlaps on standard patterns derived from the 1-s data. As
seen in Fig. 5(a), the high-frequency components for bus 1
start and end with the beginning and end of the regular work-
ing hours, except for the lunch break around noon. In case of
a high share of PV generation, as in buses 3 and 4, the power
of the frequency components of both high- and low-frequency
components become more volatile with the increasing PV gen-
eration during noon. Moreover, the constant power lines on
the spectrum change from being horizontal to vertical, which
means that the PV generation alters a relatively wide range
of frequencies simultaneously. With the decrease in the PV
generation, the frequency spectrum is restored, and the power
profile contains the same frequency components as before the
PV generation.

C. Deriving the Storage Characteristics

From the standard patterns derived using the motif discov-
ery algorithm, the characteristics of a hybrid battery-flywheel
ESS are calculated for each bus. The battery-flywheel ESS
has been chosen as the storage solution in this paper, as a
recent study has shown that a battery-flywheel hybrid system
outperforms a battery-supercapacitor system in terms of the
overall system efficiency and the reducing the peak current
drawn from the battery [29]. The hybrid ESS, installed at the
substations, aims to flatten the consumption profile during the
day at each location, while the main grid covers the aver-
age daily consumption. The residual power after deducting
the daily average P(t) is selected as the power profile that the
hybrid ESS has to cover. The flywheel covers short-term power
variations, while the Li-ion battery compensates for the power
fluctuation in the long term. The following describes how the
storage characteristics are calculated from the allocated power
profile.



3294 IEEE TRANSACTIONS ON SMART GRID, VOL. 13, NO. 4, JULY 2022

Fig. 5. The time-frequency analysis of the detected standard patterns using
the short-time Fourier transform and a hamming window with the length of
1 minute with no overlaps on standard patterns at (a) bus 1, (b) bus 2, (c) bus 3
and (d) bus 4. At bus 1, there is an increase in the power of most frequency
components within the working hours, except at lunch break around 12:00.
At bus 3 and 4, the effect of PV generations can be clearly observed around
noon.

1) Nominal Power: The nominal power (Pn) for a
converter-interfaced ESS is often limited by the converter rat-
ings. The rated power can be calculated by simply applying the
one-way efficiency of the ESS (η), considering both charging
and discharging operation modes, and calculating the maxi-
mum value, as shown in (3) and (4). The sign function (sgn)
is used to determine whether the ESS is being charged or
discharged from the power profile for applying the system
efficiency. It is assumed that the ESS has the same efficiency
during both charging and discharging modes. The system one-
way efficiency is assumed to be 90 % [30], which incorporates
the efficiency of the converters and the storage medium. A
safety margin can be added to (4), when necessary, in order
to include larger daily peak variants.

R(t) = η−sgn(P(t))P(t), (3)

Pn = max |R(t)|. (4)

2) Nominal Capacity: The required nominal capacity (En)
determines the number of cells in a Li-ion battery and the
maximum rotational speed and the inertia in a flywheel. The
nominal capacity can be estimated by integrating over the
power profile of the ESS and calculating the maximum change
in the resulted variations in energy, as shown in (5) and (6).

However, for extending the lifetime of an ESS, particularly
in the case of the Li-ion battery, oversizing is a common
practice. For Li-ion batteries, it has been shown that avoid-
ing high State of Charge (SOC) values can significantly help
reduce the cells’ cathode degradation and calendar ageing of
the cells [31]. Similarly, deep discharging can significantly
increase the internal resistance of the cells. Therefore, it is
recommended to reserve a specific non-usable capacity for
preventing high and low values of SOC, SOCmin and SOCmax.
Therefore, the nominal capacity can then be calculated using

E(t) = η−sgn(P(t))
∫ t

0
P(τ ) dτ, (5)

En = max E(t) − min E(t)

SOCmax − SOCmin
. (6)

The minimum and maximum SOC for sizing the Li-ion
battery is assumed to be 10 % and 90 %, respectively, as
suggested in [31]. These values for a flywheel are chosen to
be 25 % and 100 %, respectively. This is due to the fact that
while there is no upper limit in fully charging the flywheel,
reaching low rotational speeds is often avoided in order to stay
within the torque limits of the electrical machine [32].

3) Maximum Ramp Rate: The maximum ramp rate (Rn) is
calculated from the maximum difference between two consec-
utive points in the power profile of each ESS. Therefore, by
assuming fs to be the sampling frequency of the data,

Rn = max

(∣∣∣∣R(t) − R

(
t − 1

fs

)∣∣∣∣

)
. (7)

4) Number of Mode Changes: Since an ESS is not fully
charged or discharged at each time of use, in this work, the
number of mode changes from charging to discharging is cal-
culated for each day instead of calculating the number of full
cycles. Thus, the number of mode changes equals the number
of zero crossings of allocated power profiles to each ESS.

D. Selecting the Cut-Off Frequency for Power Allocation

A common approach for simultaneously sizing differ-
ent storage technologies is using a Low-pass Filter (LPF)
to decouple the allocated power profile’s low- and high-
frequency components. However, while the choice of the
cut-off frequency of the LPF can significantly affect the sizing
outcome [6], [33], there is no common approach for deter-
mining this value. Standard market intervals [34], typical dis-
charge times of different storage technologies [20], [35], and
optimization frameworks for minimizing the system costs [7]
have been used previously for selecting the filter’s cut-off
frequency. If a relatively low cut-off frequency is chosen,
the flywheel will cover most short-term power variations, but
this choice also increases its nominal capacity. Increasing the
capacity of a flywheel can be quite costly due to its high capital
costs per unit of energy [36]. On the other hand, if a relatively
high cut-off frequency, near half of the data sampling rate (the
Nyquist frequency), is selected, the Li-ion battery will have to
cover most of the fast changes, compromising any potential
advantages using the flywheel.

In this work, a simple optimization framework is introduced
for selecting the cut-off frequency of the LPF, which is based
on the following assumptions:

1) Increasing the capacity of a flywheel is more costly than
increasing the capacity of the battery [36].

2) Due to the higher power density of a flywheel, increasing
its power ratings is preferred to the battery, as it requires
less footprint.

3) It is desired to limit the ramp rate of batteries for a
prolonged lifetime [31], while a high ramp rate is not a
concern for flywheels.

With the aforementioned assumptions, an Objective
Function (OF) is defined according to (8), which aims to min-
imize the capacity of the flywheel and maximize its power
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TABLE II
THE OPTIMUM CUT-OFF FREQUENCY OF THE LPF FOR THE FOUR BUSES

while reducing the maximum ramp rate expected from the
battery.

min
fc

OF = c1

En2
En1

max
(

En2
En1

) + c2

Pn1
Pn2

max
(

Pn1
Pn2

) + c3

Rn1
Rn2

max
(

Rn1
Rn2

)

s.t. 0 ≤ fc ≤ 0.5fs (8)

In (8), index 1 refers to the characteristics of the Li-ion bat-
tery, while index 2 refers to the characteristics of the FESS.
The nominal capacity, the nominal power, and the maximum
ramp rate are calculated based on (3)-(7) for each cut-off
frequency. The coefficients c1-c3 are weighting coefficients,
which are assumed to be equal to one for the initial analysis.
Following the aforementioned assumptions, the optimization
framework of (8) aims for simultaneously minimizing the ratio
of the capacity of the flywheel to the capacity of the battery,
the ratio of the power of the battery to the power of the fly-
wheel, and the ratio of the maximum ramp rate of the Li-ion
battery to the one of the flywheel. These three factors are nor-
malized using their maximum value. Using relative ratios as
suggested here, instead of the common economic optimization
frameworks [7], has the advantage that fixed cost values are
not used, which can vary in time differently for each storage
technology [37], and differ depending on the storage manu-
facturer [30]. It also avoids estimating the economic benefits
of extending the battery’s lifetime by reducing its ramp rate,
which is difficult to quantify, as it depends on several external
factors such as temperature.

To find the optimum cut-off frequency of the LPF (fo), a
simple gradient search is applied, similar to [33], in which
the filter’s cut-off frequency is increased stepwise from its
minimum value as long as the objective function is decreasing.
The cut-off frequency, at which (8) is no longer decreasing, is
selected for decoupling the standard patterns, which are given
in Table II for the four studied low voltage distribution grids
using the 1-s and 1-min data.

As an example, Fig. 6 shows the decoupled power profile at
bus 1 using the 1-s data after applying the LPF with optimum
cut-off frequency. It can be seen that most short-term power
variations are covered by the flywheel, such as the 40 kW
pulsed power load connected just after 8:00, while the Li-ion
battery only has to cover the slow variations in power.

IV. SIZING OUTCOME

After applying the LPF with the optimum cut-off frequency
to the standard patterns derived using the motif discovery algo-
rithm, the characteristics of the hybrid ESS can be calculated
using (3)-(7). Table III shows the outcomes of the proposed
sizing approach for the four studied low voltage distribution
grids.

Fig. 6. The allocated power to each type of ESS at bus 1 by applying a
low-pass filter with the optimum cut-off frequency of 59 mHz.

Fig. 7. (a) The maximum ramp rate, and (b) the number of mode changes
per day for Li-ion battery and the flywheel using the 1-second data.

If we take the sizing outcome for bus 1 using the 1-s data
as an example, it can be seen that the Li-ion battery has
to provide a maximum ramp rate of only 4.84 kW/s, while
the flywheel provides a maximum ramp rate of approximately
35 kW/s. Without the flywheel, the Li-ion battery has to pro-
vide the higher ramp rates continuously. Therefore, it can
be concluded that the use of the flywheel also significantly
reduces the number of times the Li-ion battery goes from
charging to discharging modes and vice versa. Similar results
were obtained for the other three buses. The maximum ramp
rate and the number of mode changes are plotted in Fig. 7 for
easier comparison.

It can also be observed from Table III that for buses 3
and 4, which are residential areas with a high share of PV
generation, a smaller flywheel is needed with a capacity
less than 1 kWh, a lower ramp rate and a smaller number
of mode changes, when compared to bus 1, which sup-
plies a small-scale industrial facility, reflecting the higher
power variability in industrial processes, in comparison to res-
idential consumption. In other words, the power fluctuations
caused by PV generation units are in the lower frequency
ranges, in comparison to the ones caused by industrial
loads.

In the following subsections, the impact of several influenc-
ing factors on the sizing outcome is investigated.
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TABLE III
CHARACTERISTICS OF THE HYBRID BATTERY-FLYWHEEL ESS DERIVED FROM THE STANDARD PATTERNS

Fig. 8. The effect of increasing the cut-off frequency of the LPF at bus 1
on the characteristics of the Li-ion battery and the flywheel, when using the
1-s data. The optimum cut-off frequency is shown with the red marker.

A. The Effect of Cut-Off Frequency of the LPF

The storage characteristics given in Table III were calcu-
lated based on the optimum cut-off frequency derived from the
proposed optimization framework. Fig. 8 shows the changes
in the characteristics of both storage technologies if values
other than the optimum cut-off frequency were selected for
the power allocation at bus 1, as an example. Similar results
can be shown for the other three buses.

As seen in Fig. 8, with the increase in the cut-off frequency
of the LPF, the maximum ramp rate and rated power of the
Li-ion battery increases, while its rated capacity remains rela-
tively unchanged. On the contrary, higher cut-off frequencies
decreases the capacity for the flywheel drastically, up to reach-
ing zero at the Nyquist frequency (half of the sampling rate),

where no power is being allocated to the flywheel. The opti-
mum cut-off frequency, shown with the red marker in Fig. 8,
is where the required capacity for the flywheel is relatively
low (below 2 kWh for bus 1), while the required ramp rate of
the Li-ion is also low (only 4.84 kW/s), which can potentially
extend its lifetime.

The weighting coefficients c1-c3 in (8) can also be adjusted
in order to give more priority to a certain ratio. For instance, if
the single aim of the hybrid structure is to reduce the maximum
ramp rate of the Li-ion battery using the flywheel for extend-
ing its effective lifetime, c1 and c2 can be set to zero, while
c3 = 3. This assumption leads to a flywheel energy capac-
ity of approximately 2.4 kWh for bus 1, which is a 20 %
increase from the calculated flywheel capacity using the equal
weighing coefficients, leading to a significantly more storage
costs. Alternatively, the limiting the capacity of the flywheel
can become a higher priority, by increase the weighting coeffi-
cient c2. In case of c2 = 2, while c1 = c3 = 0.5, the flywheel
capacity is reduced to 1.4 kWh, but at the price of the battery
having to provide a ramp rate of 18 kW/s.

B. The Effect of Selecting Other Motifs

For the sizing outcome of Table III, the most recurring pat-
terns have been used for the storage sizing. However, when
using data with lower resolution or using longer time series,
the motif discovery algorithm may find more than one recur-
ring pattern with different number of recurrences. In our case
studies, using the 1-s data, only one pattern has been detected.
However, when using the 1-minute data, three different pat-
terns were detected by the motif discovery algorithm at bus 2.
This is a major advantage of the proposed approach in com-
parison to the state-of-the-art clustering techniques, where the
number of clusters have to be defined before running the algo-
rithm. But the motif discovery algorithm automatically finds
how many repeating patterns are existing within time series.
Bus 2 represents a low voltage distribution grid with small
industrial/commercial customers. The three motifs when using
1-minute data for bus 2 are shown in Fig. 9, in the order of
their number of recurrences. Pattern 1 is the most recurring
profile for a typical workday, which has been used in this
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Fig. 9. The three different patterns detected by the motif discovery algorithm
for bus 2 using the 1-min data in order of their number of recurrences.

paper for the sizing calculations in Table III. Pattern 2 shows
the power profile during the weekends and public holidays, in
which PV generation is dominant in comparison to the peak
demand, while pattern 3 represents the power profile of the first
working day after weekends or holidays. The difference can
be related to the loads that stay connected during the workdays
but are disconnected for weekends and holidays.

The sizing outcome when using the three different pat-
terns for bus 2 is shown in Table IV. It can be seen that
when using pattern 2, which is the recurring pattern during
weekends and holidays, the nominal power of the battery is
largely underestimated (almost half), so the battery will not be
able to handle the power profiles during weekdays. When pat-
tern 3 is selected, which is the standard power profile for the
first working day of the week, the battery’s nominal capacity
will be significantly overestimated due to the different power
requirements during the first 6 hours of the day. These results
show how a random or arbitrary choice of the day for the siz-
ing study can lead to storage characteristics, which will not
be suitable for most days. For sizing the flywheel for power
smoothing applications, no significant difference between the
patterns is observed, as shown in Table IV, since the high-
frequency components above the filter’s cut-off frequency have
been more or less consistent in all patterns for this specific
case.

C. The Effect of Data Aggregation

As shown in Table III, the storage characteristics were cal-
culated using both the 1-s and 1-min data. It can be observed
that for sizing the battery, using the 1-min data leads to
a notable overestimation or underestimation of its nominal
power and capacity. However, this slight error might be accept-
able for some applications, such as peak shaving, particularly
considering the reserved lifetime-related capacity. However,
for sizing flywheels (or any other high power density ESS) for
power smoothing applications, using the 1-s data is mandatory.
According to Table III when using 1-min data, almost twice
the required capacity for buses 3 and 4 is required, which is an
extreme oversizing of the flywheel, considering its high capital
costs per unit of energy [36]. Moreover, the rated power of the
flywheel is also largely underestimated using the 1-min data,
particularly for buses 1 and 2, which have a higher share of

high-frequency components. It is also important to note that
in both storage technologies, the maximum ramp rate and the
number of mode changes cannot be accurately calculated using
the 1-min data. While an accurate estimation of these values
is irrelevant for the flywheel, they are required for estimating
the effective lifetime of the Li-ion battery [38].

V. EVALUATION OF THE PROPOSED SIZING METHOD

In order to evaluate the proposed sizing approach, the effec-
tiveness of the hybrid ESS with its characteristics derived from
the standard patterns only is evaluated during the period of the
whole data set (14 days) for its intended applications. That is
to say that the calculated nominal capacity, power, maximum
ramp rate, and also maximum and minimum SOC are consid-
ered as the system constraints for charging and discharging
of the battery and the flywheel. It is important to note that
since the storage characteristics were derived from the 80%-
quantile of the most recurring pattern and the most recurring
pattern is not repeated exactly on each and every day, the ESS
might not be able to fulfil its purposes during all the days dur-
ing the whole data set. Nevertheless, the ESS should support
the grid for the intended applications during most of the days
during the whole data set, which is the main advantage of the
proposed sizing method using the standard patterns, in contrast
to an arbitrary choice of a typical day.

Fig. 10 shows the power drawn from the medium voltage
grid at bus 4 in the following three cases:

• Case 1: No ESS is installed.
• Case 2: Only a Li-ion battery is installed for peak shaving

application and reducing the reverse power flow.
• Case 3: The Li-ion battery is complemented by a fly-

wheel to form a hybrid battery-flywheel ESS.
It can be observed from Fig. 10(a) that both the morning

and the evening peaks in demand are eliminated for most of
the days within the two weeks. The exceptions are the last
few days when there is no sufficient PV generated power to
fully charge the battery (see Fig. 11), where the minimum
SOC limit is quickly reached. Here, using the Li-ion battery
ESS can potentially defer grid expansions or relieve grid con-
gestion, if applicable. Moreover, for most of the days (10
out of 14), the power profile no longer resembles a typical
duck curve [39], reducing the need for flexible power plants
with a high ramp capability to supply the evening increase in
the demand.

If a flywheel is added to form the hybrid ESS, most short-
term power fluctuations are compensated using the flywheel.
This is also shown in Fig. 12, which shows the histogram of
the non-zero values of the power ramp rate with and with-
out the flywheel during two weeks, normalized according to
their probability of occurrence. It can be seen that the use
of the flywheel significantly reduces the probability of occur-
rences of high ramp rate values in the active power, up to
the point that ramp rates of higher than 4 kW/s are no longer
present, when using the flywheel. Without the flywheel, the
high-frequency components are either drawn from the grid, as
shown in Fig. 10(c) as case 2, which can lead to fast voltage
changes in the grid, or they have to be covered by the Li-ion
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TABLE IV
CHARACTERISTICS OF THE HYBRID BATTERY-FLYWHEEL ESS USING THREE DIFFERENT PATTERNS AT BUS 2 USING THE 1-MINUTE DATA

Fig. 10. The active power drawn from the medium voltage grid at bus 4 in the three different cases during (a) two weeks, (b) the 8th day, and (c) between
18:00 and 20:00 (peak hours) of the 8th day.

Fig. 11. The variations in the SOC of the battery and the flywheel during
the studied two weeks. Dashed lines indicated the minimum and maximum
permissible SOC.

battery, leading to possible premature ageing of the battery.
It should also be noted that as seen in Fig. 11, the proposed
sizing approach is also effective, when the sizing of only a
Li-ion battery is required for peak shaving applications, as it
is commonly the case in practice.

It can be concluded that the hybrid ESS, sized using the
motif discovery algorithm and the most recurring pattern, can
effectively fulfil their intended grid support functionalities for

Fig. 12. The histogram of the probability of the non-zero values of the power
ramp rate in case 1 and 3, i.e., cases with and without the flywheel.

most of the days at bus 4 during the studied period, show-
ing the effectiveness of the proposed sizing approach. Similar
results have been achieved for the other three buses. It is evi-
dent that with a random selection of one day for the sizing cal-
culations, as commonly found in literature [6], [7], [13]–[15],
these results cannot be achieved. For instance, if one of the
last three days for bus 4 in Fig. 10 is selected for the siz-
ing, it is clear that the sizing outcome will not be useable for
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the remaining days of the time series. It should also be noted
that since the storage sizing is done using summer data, it is
expected that the calculated sizing outcome would be more
than sufficient for the rest of the year for buses with a high
share of PV generation (bus 3 and 4).

VI. CONCLUSION

In this paper, a new approach for sizing hybrid energy
storage systems based on historical measurement data is intro-
duced. In the first step, an improved motif discovery algorithm
is developed and applied to reduce the data size by finding
the most recurring consumption pattern at several low voltage
grids in southern Germany. The derived standard patterns for
each low voltage grid were used to represent the whole data
set to derive the characteristics of a battery-flywheel hybrid
ESS. Next, a simple optimization framework was introduced
to find the optimum cut-off frequency of the filter to separate
the power profile of each storage technology and calculate the
characteristics of the hybrid ESS. Finally, it was demonstrated
that the hybrid battery-flywheel ESS, with the characteris-
tics derived from the standard patterns only, can provide the
intended grid services for most of the days during the studied
period, reflecting the advantage of using the motif discovery
algorithm.

The improved motif discovery algorithm introduced in this
paper can be applied to ease the computation of any sizing
study and optimizations, e.g., sizing distributed energy storage
systems and other storage technologies, by finding repeating
patterns in the time series.
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