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Abstract

The ongoing miniaturization of integrated circuits is approaching physical limitations,
where atom-scale transistors are setting a lower limit on feature sizes. Moreover, the
complexity of the manufacturing process for bleeding-edge chips has raised the cost
for a full chip design to a level, where only the largest multinational competitors can
afford to bear the financial risk. Due to this development, miniaturization is no longer
the primary driver of further increasing the performance of electronic components.
Instead, classical computer architectures with general purpose processing units and
standard bus structures are extended towards heterogeneous computing systems with
highly parallel generic and specific accelerators.

However, the new heterogeneous systems introduce new challenges for protecting the
integrity and confidentiality of private data against attackers. These security challenges
arise from a number of factors, such as new hardware components, novel kinds of appli-
cations and the overall increase in system complexity. Cryptographic algorithms have
been secured against cryptanalysis attacks very effectively, but even provably secure
algorithms are only secure under certain assumptions about the attacker. A common
concept, for instance, is the black-box model, where it is assumed that the attacker
has only access to the encrypted outputs and cannot access intermediate or internal
signals. In real implementations, however, side-channel and fault attacks invalidate
such assumptions and continue to threaten implementations that are otherwise secure
against cryptanalysis. Side-channel attacks are based on measuring data-dependent
observables, such as power consumption or electromagnetic emanation, whereas fault
attacks actively disturb implementations to derive secret data from faulty outputs.

These implementation attacks were traditionally only considered in the context of
a local, physical attacker with access to the target device. However, attacks based on
memory access time side-channels escalated the threat to that of a remote attacker,
who is simply able to measure execution time with sufficient accuracy. In this thesis, we
consider the threat of remote side-channel and fault attacks on the electrical level, which
is very closely related to the recent development towards heterogeneous systems. Field
Programmable Gate Arrays (FPGAs), which are reprogrammable logic chips that can
realize almost arbitrary circuits, are an example of emerging hardware in heterogeneous
computing and have been introduced in the edge and the cloud as generic accelerators.
Their flexibility, however, allows attackers to implement sensors to estimate voltage
fluctuations or synchronously toggle massive amounts of logic elements to inject faults
into other computations. We analyze this threat by extending existing attacks and
develop approaches to mitigate them.
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Zusammenfassung

In der fortlaufenden Miniaturisierung von integrierten Schaltungen werden physikali-
sche Grenzen erreicht, wobei beispielsweise Einzelatomtransistoren eine mogliche untere
Grenze fiir Strukturgrofien darstellen. Zudem ist die Herstellung der neuesten Gene-
rationen von Mikrochips heutzutage finanziell nur noch von grofien, multinationalen
Unternehmen zu stemmen. Aufgrund dieser Entwicklung ist Miniaturisierung nicht
langer die treibende Kraft um die Leistung von elektronischen Komponenten weiter zu
erhohen. Stattdessen werden klassische Computerarchitekturen mit generischen Prozes-
soren weiterentwickelt zu heterogenen Systemen mit hoher Parallelitat und speziellen
Beschleunigern.

Allerdings wird in diesen heterogenen Systemen auch der Schutz von privaten Da-
ten gegen Angreifer zunehmend schwieriger. Neue Arten von Hardware-Komponenten,
neue Arten von Anwendungen und eine allgemein erhohte Komplexitdt sind einige
der Faktoren, die die Sicherheit in solchen Systemen zur Herausforderung machen.
Kryptografische Algorithmen sind oftmals nur unter bestimmten Annahmen iiber den
Angreifer wirklich sicher. Es wird zum Beispiel oft angenommen, dass der Angreifer
nur auf Eingaben und Ausgaben eines Moduls zugreifen kann, wiahrend interne Signale
und Zwischenwerte verborgen sind. In echten Implementierungen zeigen jedoch An-
griffe iiber Seitenkanéle und Faults die Grenzen dieses sogenannten Black-Box-Modells
auf. Wahrend bei Seitenkanalangriffen der Angreifer datenabhéingige Messgrofien wie
Stromverbrauch oder elektromagnetische Strahlung ausnutzt, wird bei Fault Angriffen
aktiv in die Berechnungen eingegriffen, und die falschen Ausgabewerte zum Finden der
geheimen Daten verwendet.

Diese Art von Angriffen auf Implementierungen wurde urspriinglich nur im Kontext
eines lokalen Angreifers mit Zugriff auf das Zielgerat behandelt. Jedoch haben bereits
Angriffe, die auf der Messung der Zeit fiir bestimmte Speicherzugriffe basieren, gezeigt,
dass die Bedrohung auch durch Angreifer mit Fernzugriff besteht. In dieser Arbeit
wird die Bedrohung durch Seitenkanal- und Fault-Angriffe iber Fernzugriff behandelt,
welche eng mit der Entwicklung zu mehr heterogenen Systemen verkniipft sind. Ein
Beispiel fiir neuartige Hardware im heterogenen Rechnen sind Field-Programmable
Gate Arrays (FPGAs), mit welchen sich fast beliebige Schaltungen in programmierba-
rer Logik realisieren lassen. Diese Logik-Chips werden bereits jetzt als Beschleuniger
sowohl in der Cloud als auch in Endgeréten eingesetzt. Allerdings wurde gezeigt, wie die
Flexibilitat dieser Beschleuniger zur Implementierung von Sensoren zur Abschétzung
der Versorgungsspannung ausgenutzt werden kann. Zudem koénnen durch eine spezielle
Art der Aktivierung von groflen Mengen an Logik Berechnungen in anderen Schaltun-
gen fir Fault Angriffe gestort werden. Diese Bedrohung wird hier beispielsweise durch
die Erweiterung bestehender Angriffe weiter analysiert und es werden Strategien zur
Absicherung dagegen entwickelt.
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1. Introduction

In the age of information, the thirst for more computational power is ever-increasing
and drives the effort for performance increase and higher energy efficiency in both
hardware and software. A main contributing factor for further improvements to per-
formance and efficiency of Integrated Circuits (ICs) has been the higher transistor
density by shrinking structures down to just a few nanometres in size. However, as the
first functional atom-scale transistors [1] have emerged and herald an end of further
miniaturization, chip designers and system integrators instead veer away from tradi-
tional computer architectures and general purpose Central Processing Units (CPUs).
Instead, the hardware is adapted to the application, where specific accelerators en-
able even further performance and energy benefits. Graphics Processing Units (GPUs)
have been used for general purpose computing since many years now to achieve mas-
sive parallelization of low-level mathematics, for instance, in Artificial Intelligence (AI)
algorithms.

Nowadays, especially programmable logic such as Field Programmable Gate Arrays
(FPGAs) is added to edge [2, 3] as well as cloud systems [4-6]. These generic acceler-
ators provide an array of Look-Up Tables (LUTS), registers and interconnect resources
as well as various other interfaces or Digital Signal Processing (DSP) cores, which can
be reprogrammed at runtime to realize almost arbitrary circuits. Compared to GPUs,
FPGAs offer a higher flexibility and — especially with regard to Al applications — lower
latency, for instance, in speech processing or image recognition. With the increas-
ing amount of resources available per FPGA chip, virtualization and multi-tenancy of
FPGAs is a major concern for improving utilization, especially in the cloud [7].

In those emerging heterogeneous systems, hardware resources are shared among mul-
tiple untrusted users and users may utilize software or hardware Intellectual Property
(IP) from untrusted third-party providers. The increased complexity and novel hard-
ware components make security very challenging and proper isolation between different
users is crucial for ensuring confidentiality and integrity of user data. Although crypto-
graphic algorithms, which are meant to assure secure computation and communication,
have been well researched and are nowadays resilient against theoretical cryptanalysis
attacks, their implementations are often vulnerable. This discrepancy is due to the
assumptions about potential attackers that are made when designing cryptographic
algorithms. Often a black-box model is applied, where the attacker is able to access
only the inputs and outputs of a cryptographic algorithm, but no intermediate values.
Actual unprotected implementations, however, are vulnerable to side-channel [8] and
fault attacks [9], which invalidate the assumptions about the attacker.

To perform a side-channel or fault attack, an attacker needs to measure observables
that depend on secret data or manipulate system properties to cause faulty compu-
tations. An example of such an observable is the power consumption, which in Com-
plementary Metal Oxide Semiconductor (CMOS) technology usually depends on the
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amount of bits that are flipped during an operation. Likewise, the supply voltage can be
lowered until the circuit malfunctions, allowing an attacker to infer secret data from the
incorrect outputs. In cache timing attacks, an attacker leverages the timing differences
between cached and uncached memory access to learn about data-dependent reads and
writes performed by the victim. These cache timing attacks can be deployed even by a
remote attacker, for instance, in a cloud server to attack other Virtual Machines (VMs)
or break out of a virtualized environment. On the other hand, implementation attacks
based on power consumption or voltage manipulation have been mostly carried out by
a local, physical attacker, who can access the device with measurement equipment.
Along with other researchers, we recently escalated the threat of side-channel and
fault attacks on the electrical level to that of a remote attacker [10-16]. These remote
power analysis and fault attacks are enabled due to the flexibility of novel hardware —
specifically FPGAs — in the described heterogeneous systems, which allows attackers to
exploit the given resources to implement sensors or power viruses. Compared to local
attackers measuring the power consumption with access to the device, such remote
side-channel and fault attacks are a much bigger threat, as they scale very well and
can potentially be deployed to millions of devices, requiring no expensive equipment
at all. In this thesis, we extend and analyze the discovered attack vectors and develop
countermeasures against a remote attacker on the electrical level. Although we consider
FPGASs in most of our works, the threat is not exclusive to these devices and can, for
instance, affect microcontrollers in the Internet of Things (IoT) as well [17, 18].

1.1. Contributions

The main focus of this thesis is the exploration and mitigation of novel remote power
side-channel and fault attacks that have recently been enabled through emerging het-
erogeneous multi-user platforms, specifically on FPGAs in the cloud. On one hand,
we explore the existing threats in terms of finding new attack vectors and method-
ologies, primarily with the goal to understand the mechanisms behind the attacks to
minimize the complexity and the overhead of countermeasures. We extend our initial
work FPGAhammer [13], which demonstrated the possibility of remote fault attacks
on the Advanced Encryption Standard (AES) through a large amount of Ring Oscil-
lators (ROs) on an Intel Cyclone V. FPGA. In Section 3.1, we prove that sufficient
voltage drops can be caused with a large amount of seemingly benign logic, such as
benchmark circuits, instead of ROs, which are easily prohibited by design checking ap-
proaches. Moreover, we demonstrate the attack on actual cloud hardware such as the
Intel Stratix 10 FPGA. We also demonstrate in Section 3.2, how side-channel leakage
can occur even through the power supply of a standard PC system, which we demon-
strate by detecting specific code patterns through measurements from an FPGA-based
PCle accelerator card.

On the other hand, the new hardware requires the development of countermeasures,
which are either specifically tailored to the new architectures or even leverage their
properties just like attackers in this scenario. We develop an elaborate workflow to
check FPGA-bitstreams for malicious signatures in Chapter 5, which is based on re-
versing the bitstream into a flattened netlist and applying various detection algorithms.



1.1. Contributions

In Chapter 4, we thoroughly analyze the impact of physical design parameters, such
as placement and routing, but also process variation on the side-channel vulnerability
against remote side-channel attacks. Our findings show that the amount of measure-
ments for a successful attack differs significantly depending on placement of victim and
attacker, such that the differences extend the effects of simple hiding countermeasures.
We also present a generic approach for dynamically hiding voltage fluctuations in Sec-
tion 6.1, where on-chip sensors activate a fence of ROs in a way to compensate for
the fluctuations caused by an AES encryption module. In Section 6.2, we show how
emerging hardware can also be leveraged for developing unique new countermeasures
by evaluating the usage of a neural network mapping of the AES substitution function
against side-channel leakage.

In the following subsections, we detail the contributions and refer to the associated
publications that we have published.

1.1.1. Exploring the Extent of Remote Electrical Fault and
Side-Channel Attacks

To facilitate the development of countermeasures against remote fault and side-channel
attacks, it is important to understand the extent of the issue, thus exploring the attacks
from an attacker perspective first. In the initial works [12, 13], the attacker makes use of
long delay lines — so called Time-to-Digital Converters (TDCs) — for measuring voltage
variations through transistor delay and employs a large amount of ROs to induce critical
voltage drops for fault injection. Both works demonstrate attacks between designs on
a single multi-tenant FPGA where the designs are logically separated, i.e. no logical
connections exist between the designs. Many researchers have since then explored
how far up in the power supply hierarchy the shared power supply between untrusted
entities can still raise security concerns. For instance, side-channel attacks have been
demonstrated across different chips on the same Printed Circuit Board (PCB) in [12].
In [19], electric covert-channels between different components connected to the same
ATX power supply in a standard PC system have been demonstrated successfully.

We evaluate leakage between CPU and other components in similar constellations,
through sensors on an FPGA either on a System-on-Chip (SoC), where both compo-
nents share the chip-level power supply or inside a standard PC system, where the
FPGA is connected via the PCI Express bus. The results are presented in Section 3.2,
showing it is possible to successfully distinguish different code patterns running on the
CPU through the FPGA-based sensors.

In another line of research, we explore how the ROs which have been used in [13] can
be replaced by other seemingly benign logic that is much harder to detect by potential
design checks performed by a device hypervisor. Moreover, we extend our experiments
to significantly larger FPGA devices, such as the Intel Stratix 10 FPGA, which would
actually be employed in cloud computing. In Section 3.1, we demonstrate fault injec-
tions and key recovery attacks on an AES encryption module using benchmark circuits
or even AES modules themselves to cause the required voltage drop. To employ coun-
termeasures such as the bitstream checking approach which is also part of this thesis,
elaborate signatures must be developed to detect malicious intent in a design. This
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contribution has also been published in [20] together with Dennis Gnad and Mehdi
Tahoori.

1.1.2. Evaluating the Impact of Design Parameters on
Side-Channel Vulnerability

When evaluating remote, internal side-channel attacks on various FPGAs from different
vendors, we often found large differences in the amount of measurements that have to
be collected by an attacker, for instance, to recover a secret encryption key. This
peculiarity is further explored in Chapter 4, where we investigate the general impact
of physical design parameters such as placement and routing of both attacker and
victim design on the overall vulnerability. We investigate an AES encryption module
as the victim design and evaluate four design dimensions, namely four global module
placement locations, the local placement of primitives through four different heuristic
place and route strategies and four different FPGA chips. In total, we collect up
to 100k measurement traces for 256 possible parameter combinations and also repeat
experiments on large scale cloud FPGAs as well as designs protected by simple hiding
countermeasures.

Our results show that the parameters can have a larger impact on the design vul-
nerability than simple hiding through noise generators. On one hand, our findings
can be utilized for additional side-channel mitigation at zero overhead, only by spe-
cific placement and routing of attacker and/or victim design. On the other hand, an
important conclusion is the importance of those parameters when implementing side-
channel countermeasures, which can turn out completely ineffective simply because of
highly vulnerable placement and routing on a specific FPGA. This contribution has
been published in [21] together with Dennis Gnad and Mehdi Tahoori.

1.1.3. Bitstream-Checking as a Countermeasure

We develop a potential approach to prevent the described side-channel and fault attacks
at least on FPGA-based hardware, where we propose a workflow for a cloud hypervisor
to check FPGA designs for malicious signatures. The details of this mitigation strategy
are presented in Chapter 5.

To detect designs that could potentially be used for fault injection or side-channel
measurements remotely, the hypervisor first reverts the bitstream back into a flattened
netlist of low level primitives. Then, the netlist can be evaluated through various
perspectives, for instance, by treating it as a netlist graph, scanning for specific con-
nections that are unusual in benign designs or performing a simple timing analysis.
Whereas timing violations can indicate a sensor in the design, fault injections usually
require a large amount of logic being synchronously toggled, which can be identified by
searching for nodes with high fanout in the netlist graph. To prove that the proposed
approach is not too restrictive, we verify the detection mechanisms on more than 40 be-
nign benchmark designs from different collections, where none are flagged as potential
attacker designs. An obvious limitation is the constant need for updated signatures,
to counteract on new methods employed by attackers to hide sensors or fault injection
logic.
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The work has been published in [22] together with Dennis Gnad and Mehdi Tahoori,
with some preliminary results presented in [23]. Since then, it has inspired similar
approaches suggested by other research groups as well [24].

1.1.4. Novel Hiding Approaches against Side-Channel Attacks

Although emerging technologies open up new vulnerabilities for attackers, they also
offer new opportunities for defending against attacks. In this line of work, we present
novel approaches for side-channel attack mitigation on FPGAs, enabled by the flexi-
bility given by emerging technologies.

Hiding techniques aim to worsen the Signal to Noise Ratio (SNR) for an attacker,
greatly increasing the amount of measurements required for a successful attack by either
increasing the noise level or preventing data-dependent voltage fluctuations that are
caused by the victim implementation. On-chip sensors made from FPGA primitives
can not only be used to attack a design but also for dynamically adapting power
consumption and compensate the fluctuations caused by a vulnerable module. We
show the effectiveness of this approach in Section 6.1, where we surround an AES
encryption module with an Active Fence, which is composed of a sensor and a certain
amount of ROs. The sensor measures the voltage fluctuations caused by the AES
module and can enable or disable ROs to compensate for them, increasing the amount
of required measurements by two to three orders of magnitude. This work has also
been published in [25] together with Dennis Gnad, Falk Schellenberg, Amir Moradi
and Mehdi Tahoori.

Another novel approach to side-channel mitigation is presented in Section 6.2, where
we employ neural networks on an FPGA to replicate certain primitives within the AES
encryption algorithm that are usually targeted by an attacker. Varying different pa-
rameters of the neural network, such as the activation function, the quantization, or
the input and output data representation, we find that the choice of the activation
function has a big impact on the design’s side-channel vulnerability. In general, the
methodology of using a neural network to map well-defined functions offers an inter-
esting starting point for future works, where further parameters during training or
inference can be optimized for implementation security. Neural networks are heavily
intertwined with the topic of heterogeneous computing and emerging technologies, as
neural accelerators are becoming a de-facto standard in computing systems nowadays.
This work has been published in [26] together with Mehdi Tahoori.

1.2. Outline

The thesis is organized into the following chapters:

o In Chapter 2, we explain the theoretical background of the investigated at-
tacks and mitigations. Besides the general theoretical concepts required for side-
channel and fault attacks, we outline the mechanisms on the electrical level that
are exploited by an attacker.
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o Chapter 3 presents how we extended and explored existing fault and side-channel
attacks, finding new methods to cause critical voltage fluctuations and analyzing
leakage occurring through the power supply hierarchy.

o In Chapter 4, we analyze the dependency of side-channel vulnerability on various
physical design parameters, such as attacker and victim placement on the chip.

« A mitigation methodology for both fault and side-channel attacks on multi-tenant
FPGASs based on offline bitstream analysis is detailed in Chapter 5.

o We propose novel hiding methods against side-channel attacks, which leverage
the properties of emerging technologies in Chapter 6.

o In Chapter 7, a comprehensive overview on related works as well as future research
perspectives is provided.

e Finally, in Chapter 8 we draw some conclusions from the research that has been
done in this thesis.



2. Background

In this chapter, we provide the necessary background to understand the problem of
remote fault and side-channel attack on the electrical level. First, we explain the basic
principles of side-channel and fault attacks on a theoretical level — mostly on the AES
as the common proof-of-concept target in all of our works — before introducing the
concept of remote attacks specifically. Therefore, we also briefly introduce the basic
mechanisms of Power Distribution Networks (PDNs) and how power and voltage are
connected to side-channel and fault attacks.

2.1. Fault and Side-Channel Attacks

Encryption algorithms have been mostly developed with mathematical security in mind,
which usually refers to an attacker being unable to recover the plaintext input from
the encrypted output without knowing the cryptographic key. This notion of security
has also been formalized, for instance, with various definitions about ciphertext indis-
tinguishability [30], where a computationally limited attacker is unable to distinguish
two given ciphertexts correctly with a probability of more than 0.5. However, even
provably secure cryptographic algorithms are often developed under the assumption
of a black-box model, where the attacker can only access the output ciphertext and
no intermediate values during computation. For actual hardware and software imple-
mentations of the algorithm, this assumption usually does not hold true: Through
side-channel and fault attacks, attackers are able to recover secret encryption keys in
seconds, even if there is no known mathematical weakness of the algorithm.

Side-channel attacks have been first introduced in 1999 [8] and are based on the mea-
surement of variables and parameters which depend on the data that is processed dur-
ing the computation of the algorithm. Such variables include, for instance, the device
power consumption, supply voltage, electromagnetic emanation, temperature, noise,
photon emission and many more. By measuring those variables, an attacker can derive
information about internal signals and intermediate values of the computation, inval-
idating the black-box model and thus the algorithm’s security. The data-dependency
which leads to side-channel leakage into the described domains can be a consequence
of data-dependent control flow, where different computations are performed depending
on secret values. However, even when the basic control flow of the circuit or the soft-
ware implementation does not depend on secret data directly, the data-dependency of
side-channel measurements is almost impossible to mitigate completely.

Traditionally, side-channel attacks are performed by an attacker with physical access
to the target device, where measurements can be performed with dedicated equipment,
such as oscilloscopes and probes. A specific class of side-channel attacks is based on
measuring execution time of the target to derive secret values. These timing attacks
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can be employed on algorithms with a data-dependent control flow but also through
cache timing attacks [31], where for instance the cache is reset to a specific state and
the attacker can determine whether a specific data-dependent cache line was loaded
after executing the victim code. Unlike most other side-channel attacks, timing at-
tacks have been successfully deployed without additional external equipment, through
cycle accurate counters and other internal measurements. This makes them especially
dangerous, as they can be performed remotely to millions of devices at the same time.

However, with the rise of heterogeneous computing and increasing system complex-
ity, researchers have been able to perform remote side-channel attacks on the electrical
level, where the flexibility of the system is leveraged to estimate the supply voltage
indirectly [10-12, 14]. Whereas most works consider FPGA-based sensors, the problem
persists in any constellation where an untrusted user can access analog measurement
data which is correlated to the system’s power consumption [17, 32]. Since the ex-
tension of power-based side-channel attacks to a remote attacker without dedicated
measurement, equipment, their mitigation is an urgent issue due to the same reasons
that we explained above for the timing-based side-channel attacks.

On the other hand, fault attacks [9] aim to actively disturb the computations of an
algorithm in order to leverage the incorrect output values to derive secret data values.
Faults can be injected through various measures, many of which are based on causing
a timing fault to occur, where at least one register in the circuit latches an incorrect
value at the end of a combinational logic path due to shortening the clock cycle or
increasing the transistor delay by lowering the supply voltage. However, through more
advanced methods — and with increasingly expensive equipment — faults can also be
provoked through electromagnetic pulses, lasers or focussed ion beams. The goals of
fault attackers can be different as well: In some situations, they might want to skip a
security validation, for instance, by skipping a specific instruction, whereas otherwise
the target may be the secret key of an encryption algorithm, which can be recovered
by disturbing computations at a specific point in the algorithm. Last but not least,
fault attacks can be also a safety concern, when faults, for instance, in edge devices in
transportation or critical infrastructure can have catastrophic consequences.

Similar to side-channels attacks, faults have previously been injected by local at-
tackers with access to the victim device, but for timing faults through the electrical
level the threat has recently been escalated to that of a remote attacker, initially in
FPGA-based setups [10, 13, 15, 16]. However, even in modern ARM and x86-based
CPU-only systems, Dynamic Voltage and Frequency Scaling (DVFS) can be misused
to break security mechanisms [33-36], by intentionally manipulating voltage or clock
frequency to cause timing faults. These novel threats enable fault attacks on a large
scale, making them just as important of an issue as remote side-channel attacks on the
electrical level.

The collection of measurements or injection of faults is only one part of successfully
deploying a side-channel or fault attack. After probing the device, the measurements
or faulty outputs need to be analyzed for actually recovering the secret data, usually
the secret key of a cryptographic algorithm. For instance, in some cases, a visual
analysis of the measurement traces can be sufficient to recognize secret data directly,
in a so-called Simple Power Analysis (SPA) attack. In the following sections, we explain
specific side-channel and fault attacks on the AES algorithm, which is the currently
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most widespread symmetric block cipher, in more detail. These attacks will often serve
as a proof-of-concept for specific vulnerabilities as well as a way to analyze the extent
of leakage.

2.2. The Advanced Encryption Standard (AES)

The AES [37] is a round based block cipher, that operates on blocks of 16 bytes
(128 bits) of data and allows key lengths of 128, 192 and 256 bits. It is the most
widespread symmetric encryption algorithm nowadays and is implemented with dedi-
cated accelerators in almost every modern device that has any security requirements.
We only perform experiments on implementations with a 128-bit key length, where for
each of the 10 encryption rounds except the last one, four operations are performed
on the data block, which is referred to as the state. The four operations are SubBytes,
ShiftRows, MizColumns and AddRoundKey.

In the first operation SubBytes, the 16 bytes of the state each undergo a byte-
wise transformation, which mathematically is a non-linear transformation in the Galois
field GF(2%). It is the only non-linear operation in the algorithm and often simply
implemented as a lookup-table with 256 entries. The byte substitution, which is also
called S-Box is often a target for side-channel attacks.

For the ShiftRows operation, the 16 byte state is interpreted as a 4 x 4 matrix and
each row is circularly and byte-wise shifted by a different offset each. This 4 x 4 matrix
interpretation is also used in the MizColumn operation, where the entire matrix is
multiplied column by column with a fixed predefined matrix over GF(28).

Finally, the initial 16 byte key is extended to 176 bytes in total, from which in each
round 16 bytes are added (XOR) to the state in the AddRoundKey operation. The key
expansion is reversible, which is important for attacks where only a single round key
can be recovered, from which the original key can then be derived.

2.3. Correlation Power Analysis on AES

Correlation Power Analysis (CPA) [38] is a powerful method for the analysis of side-
channel measurements in order to find an unknown fixed secret value which has been
used in the computations during the measurements. It is based on computing the
Pearson correlation coefficient between a power model that depends on a guess on the
targeted secret value and the actual measurements. Here, we describe the method in
detail for attacks on the AES block cipher.

First, we introduce the Pearson correlation coefficient p,, of two time series z and
y of length n:

= T @ D(i=7)
VI (i — 2)2\ /S, (v — )2

This coefficient p,, can assume values from —1 to 1 and serves as a statistical
distinguisher to identify the correct key among the key guesses. If the chosen power

(2.1)
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model is adequate, the time series based on the key guess with the correct key will
show a much higher correlation with the actual collected power measurements.

When performing side-channel attacks on the AES, the attacker’s goal is to unveil
the secret encryption key. It is generally assumed, that the attacker has access to the
plaintext or the ciphertext — after all there would be no need for encryption if the
communication channel is fully secured. In our attacks, we assume the attacker can
tap the ciphertexts of an encryption stream of random inputs, where the secret key
is unknown. The power side-channel measurements are n traces of length m of the
victim device’s supply voltage or current during the encryption process. By attacking
the secret key in a byte-wise manner the complexity of a brute-force approach is greatly
reduced, as instead of 2!?8 keys the attacker needs to guess only 16 x 2% keys in addition
to the complexity of the analysis part. Assuming the first key byte should be recovered,
an attacker performs the analysis as follows:

1. Guess a key byte hypothesis kyyyp.

2. Compute a model Pyod(knyp) Which approximates the power consumption of a
key-dependent operation in the encryption.

3. For each point in the measurement traces ¢ of length m, compute the Pearson
correlation coefficient p of Prod(knyp) and t; over all n measurement traces.

4. Repeat the computations for all kyy, € {0, 1, ...,255}.

5. Identify, which key kuy, has a significantly higher or lower correlation than all
other key guesses. This key is the secret encryption key.

Finding an adequate model is critical for the success of the attack. Very often,
the model is based on the Hamming weight or Hamming distance of a value after the
first encryption round or before the last encryption round. In our case, where usually a
ciphertext-based attack is performed, the model is based on either the hamming weight
or a single bit value before the last byte substitution and round key addition. More
specifically we define our model as follows, when using a Hamming weight approach:

P(l)d(khyp) = HW(sbox ' (¢; @ knyp)) (2.2)

In the above equation, ¢; corresponds to the respective byte of the ciphertext and
HW to the Hamming weight of the respective value. The use of the Hamming weight
as a model for power consumption, is based on the assumption, that the power depends
on the amount of bitflips during a specific operation. A more generic model assumes
only a general dependency on the value of a specific bit:

P (kngp) = sbox ™ (¢; @ knyp) A 2 (2.3)

m

This bitwise model ngd can result in an attack that is successful with fewer traces,
but requires performing computations for all b € {0, 1, ..., 7}.
The last step of the attack, which is the identification of a key byte with significantly

better correlation, is typically done visually. However, for the evaluation of both attacks

12
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Figure 2.1.: Example of total correlation values over the entire sampling time period points
as well as correlation over the amount of collected traces in a specific time point
when performing a Correlation Power Analysis (CPA) attack.

and countermeasures, we often want to compare the amount of traces that the attacker
has to collect until the correct key byte can be identified. Therefore, we formalize
a successful attack by defining a condition for identifying the correct key byte: The
attack is successful iff at any point in the sampling period, the correlation for the
correct key byte value is 1.5 times larger than the second-highest or 1.5 times lower
than the second-lowest correlation values for incorrect key bytes.

In Figure 2.1, we present example plots of correlation values for attacking a secret
AES key byte using CPA, which are used throughout this thesis. For both plots, the
correlation coefficients for incorrect key guesses are colored grey, whereas the correlation
with the correct secret key byte is marked red.

The first plot in Figure 2.1a shows correlations over the entire sampling period after
a fixed amount n of measurement traces has been collected. Both the correct key and
the point of interest during the sampling period, which is around 1700 can be clearly
identified.

Selecting a fixed sampling time point and computing the correlation coefficients
over the amount of collected traces results in a progress plot as shown in Figure 2.1b.
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Figure 2.2.: Propagation of a single byte fault in the AES state before the 9th encryption
round as shown in [13].

From this perspective, we can determine the amount of measurements that have to be
performed by an attacker for a successful key recovery as previously explained. This
amount is marked as a green line at 55800 traces in the example.

2.4. Differential Fault Analysis on AES

To demonstrate the threat of fault attacks on the electrical level in heterogeneous
computing systems, we employ the method described in [39], which we describe here
in detail. Differential Fault Analysis (DFA) is based on the attacker being able to
encrypt identical plaintexts multiple times, one time without disturbing the system
and a second time when injecting a fault. If the fault is injected at a specific time
during the encryption, recovering the secret key is possible.

The attack introduced in [39] is based on a theoretical fault model, i.e. an assumption
about the location and the type of injected fault. Practical attacks are often imprecise,
and some fault injections may be highly beneficial for key recovery, but are impossible
to achieve in a real system. First, we explain the basic principle of the approach in [39]
here, whereas later we will explain the methods used to make attacks practical in actual
FPGA-based systems.

The fault model for the full attack in [39] is that of a random byte fault before the
8th encryption round (when encrypting with a 128bit key), which means that a single
byte of the AES state is incorrect. If the attacker is able to inject faults according to
the presumed model, the secret AES encryption key can be recovered in 98% of cases
with only two pairs (C, C*), where C' is the correct and C* the incorrect output for the
same plaintext input.

To understand the full attack scheme, it is easier to first consider a single byte fault
before the penultimate encryption round. In Figure 2.2, we show how a single byte
fault in the first byte of the AES state is propagated and affects the output ciphertext,
where four bytes are incorrect.

Assuming a fault in the first byte before the 9th round, the attacker can now attack
the corresponding four bytes of the last round key as follows:

1. Compute all 255 possible differences D between the correct and the incorrect
AES state after round 9. Note that the value of the 9th round key is irrelevant
as it remains identical for all encryptions, and we only compute the differences.

14
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2. Make a guess for the four bytes of the last round key kyy, € K, where K is the
set of key candidates, which is initially K = {0, 1, ..., 23%}.

3. From a pair (C,C*) of correct and incorrect ciphertexts, compute the difference
d(C, C*, knyp) for kyy, before the last round.

4. If d(C,C*, knyp) € D, then kyy, remains in IC, otherwise it is removed.
5. Repeat the process for all possible kyyp.

6. Repeat the process for a new pair (C,C*) until || = 1.

The described fault analysis has a complexity of O(23?), since the attacker has
to consider the entire key space for the affected four bytes of the last round key.
This complexity makes the attack feasible but it can be greatly reduced by an initial
reduction of the key space using two pairs of correct and incorrect ciphertexts (C, C*).
Instead of computing differences with a guess on all four key bytes at once, the attacker
generates key candidates in a byte-wise manner, checking for the existance of the
corresponding differences in D. With this approach, the initial size of K is significantly
smaller, and the analysis can be performed within a few seconds.

To reduce the entire attack down to only two required ciphertext pairs for recovering
the entire key, an attacker must be able to inject single byte faults before the 8th
encryption round. In this case, the fault is propagated to affect four bytes before the
9th round and all bytes of the output ciphertext, which can then be used to attack all
16 bytes of the last round key. However, we explain later that fault injection before the
penultimate round is more useful in practice, as a successful injection can be verified.

2.5. Power Delivery Networks (PDNs)

In the previous sections, we explain the general basics of fault and side-channel attacks
without regard to the measurement or injection method. Here, we shed some light on
the principles of PDNs and the basics behind remote attacks on the electrical level.

The PDN refers to the device-level part of the power supply hierarchy, usually
starting from a board-level Voltage Regulator Module (VRM) down to individual power
lines that supply single transistors on the chip. It can be modeled as a mesh of resistive,
inductive and capacitive (RLC) elements as depicted in Figure 2.3. Since the VRM is
always non-ideal, the supply voltage is affected by the static power drawn by the chip
(I R-drop) and the designed circuit as well as its dynamic switching activity (di/dt-
drop). The total voltage drop can be described by the equation Viop = I - R+ L -
di/dt, where the dynamic drop is the dominant part in highly miniaturized circuits
nowadays [40].

The fact that the supply voltage is directly affected by the activity of circuits on
a board makes it a target for side-channel attacks. However, the supply voltage is
not only affected by the circuits but the opposite also holds true, as a lower supply
voltage increases the signal delay and transistor switching times. The high flexibility of
heterogeneous computing systems may allow attackers to leverage these dependencies
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Figure 2.3.: A schematic model of the PDN as a mesh of resistive, inductive and capacitive
elements from board- to chip-level.

to perform fault and side-channel attacks remotely, when data leakage between logically
isolated circuits occurs through the PDN.

The threat in most side-channel and fault attacks covered in this thesis arises from
the unintended misuse of circuits as sensors or power viruses that can either measure
voltage fluctuations or cause voltage drops. Both attack scenarios are enabled through
timing violations, where a signal is too slow to propagate a combinational logic path
within a clock cycle, causing an incorrect value to be captured in a register. The timing
constraints that are given by the clock period t.y can be formulated as follows [41]:

tclk > dclk2q + dpMax + Zfsetup - tskew (24)

In Equation 2.4, d.koq is the delay between the rising clock edge and the register
output change, dpyax the maximum delay through the combinational paths, teeu, the
setup time, which is the minimum time a signal must be stable at a register input and
tskew 1S the clock skew. To introduce a fault through a timing violation, an attacker can
decrease the clock period, which is the left-hand side of the equation, or increase the
delay on the right-hand side by lowering the supply voltage. However, the dependency
between supply voltage and delay can also be leveraged to indirectly estimate voltage
by measuring the delay, which can result in a sensor for side-channel attacks.

How exactly we leverage the above relations in our FPGA-based fault and side-
channel attacks will be described in further detail in the next section.

2.6. FPGA-based Sensors and Power Viruses

In the previous Section 2.5, we describe the general relations in PDNs that are rele-
vant for remote, electrical power side-channel and fault attacks. Here, we detail how
these relations are leveraged in FPGAs specifically, which are our main platform for
experiments and a major part in the heterogeneous computing trend [2-6].

FPGAs are programmable logic chips, which mainly offer a grid of LUTSs, registers
and interconnect, that can be programmed to realize almost arbitrary circuits. Modern
cloud FPGAs offer a huge amount of resources per chip, with LUT counts in the
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Figure 2.4.: Two different sensor designs from [22] to indirectly estimate voltage fluctuations
inside FPGAs using FPGA-primitives to measure the transistor delay.

millions. Due to this increasing amount of resources per chip, virtualization of FPGAs
is a major game changer for increasing utilization and efficiency [7]. However, multi-
tenant scenarios are currently impeded by the security issues that arise from the shared
chip-level PDN.

To measure voltage fluctuations in side-channel attacks on multi-tenant FPGAs,
different approaches are employed, two of which we present in Figure 2.4. Both sensor
variants are based on measuring fluctuations of the transistor delay, which in turn
depends on the current supply voltage as explained in the previous section. The first
sensor in Figure 2.4a, is based on a RO, which is fed into a counter that counts the
oscillations over a specified time slot. A lower supply voltage and the consequent higher
transistor delay results in a lower oscillation frequency and thus a lower value being
counted. Another sensor variant is depicted in Figure 2.4b, which is based on the
principle of a TDC. A clock signal is propagated into a delay line, often composed of
carry-chain primitives, where the extent of the propagation is captured into registers.
Here, the higher transistor delay causes the signal to propagate less into the delay line
and likewise results in a lower measurement value.

Both sensor variants have advantages and disadvantages, the most obvious being
the significantly lower sampling rate that can be achieved with RO-based sensors. For
that reason, we employ TDC-based sensors in all our experiments. A disadvantage of
the TDC-based sensor is the susceptibility to intra- and inter-chip process variation,
which requires manual or automatic calibration of the length of the delay-line, more
specifically the initial delay, which is not captured into registers. In the respective
sections, we explain further implementation details regarding the adaption of TDC-
based sensors to specific FPGA technologies.

Whereas a side-channel attacker measures the transistor delay variations through
timing violations in the attacker design that are caused by the voltage fluctuations
during the computations of the victim module, a fault attacker aims to increase the
transistor delay to an extent where timing violations occur in the victim design instead.
For that purpose, power viruses are deployed onto the FPGA, which intentionally create
a lot of switching activity to eventually decrease the supply voltage down to a critical
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Figure 2.5.: Basic principle of a RO-design to create voltage fluctuations for fault injections
in multi-tenant FPGAs as shown in [22].

level. The initial designs from [10, 13], are based on large amounts of ROs, which
are implemented as a single NAND-gate in a LUT of the FPGA. The basic principle
is shown in Figure 2.5, where the ROs oscillate with their internal frequency and
cause high switching activity, while an additional toggle signal is used to activate and
deactivate the RO-array at a specific frequency and duty-cycle. A dependency on both
of these parameters to maximize the voltage drop was shown in [10], where FPGAs
were successfully crashed and required a power cycle to recover.

We show in this thesis how designs for fault injection can be detected by a cloud
hypervisor to mitigate such remote fault attacks and also how attackers can make the
attack harder to detect, replacing the obvious ROs with seemingly benign circuits.
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3. Exploration of Fault and
Side-Channel Attacks

The work on advanced, stealthy designs for fault attacks has been published in [20]
together with Dennis Gnad and Mehdi Tahoori, whereas the work on classifying code
sequences through side-channel measurements has not been published before.

To enable the development of countermeasures against side-channel and fault at-
tacks on the electrical level, a thorough analysis of the threat on the attacker side is
important. In this chapter, we explore how existing attacks, such as [12] and [13], can
be extended in terms of target devices, preventing detection and extent of the threat in
the power supply hierarchy. For fault attacks, we evaluate the use of seemingly benign
logic circuits for precise fault injection leading to a full AES key recovery, whereas
for side-channel attacks, we analyze how much leakage can be observed through much
higher levels of the power supply hierarchy by classifying code execution patterns run-
ning on a CPU via measurements on an FPGA accelerator in the same system. The
results highlight the importance of developing countermeasures against these remote
attacks.

3.1. Remote and Stealthy Fault Attacks on Virtualized
FPGAs

Activity of a small fraction of FPGA logic can cause a sufficiently excessive voltage
drop to crash an entire FPGA, together with an integrated CPU, if the correct pattern
of switching activity is applied [10]. More recently, we demonstrated how the genera-
tion of voltage fluctuations can be carefully calibrated to inject faults exactly into the
penultimate round of an AES encryption to fully recover the secret key within a few
seconds or minutes [13]. In this initial work, ROs were used to maliciously manipulate
power consumption in a way to impact supply voltage. Follow-up works have shown
that it is possible to cause timing faults not only with ROs, but also with sequential
oscillators [42], memory access collisions [15], or even by toggling a large amount of
AES modules [43].

Here, we provide an extensive analysis of how attackers are able to induce timing
faults and perform elaborate fault attacks by using seemingly benign logic for gener-
ating voltage fluctuations. We deploy key recovery attacks on an AES module and
evaluate the attack on a broader selection of devices from different manufacturers.
Moreover, we discuss how devices are affected differently and draw conclusions for
improving attacks as well as countermeasures.
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Figure 3.1.: Overview of the threat model as shown in [13]: Attacker and victim share an
FPGA resource with a common power supply network, but isolated, logically
disconnected partitions on the fabric

In the next Section 3.1.1 we explain the proposed threat model. Section 3.1.2 details
our experiments as well as the used devices, and different methods for causing volt-
age fluctuations are detailed in Section 3.1.4. In Section 3.1.5, we present results on
attacking an AES encryption module, showing key recovery and fault injection rates.
We discuss new findings in Section 3.1.6 and conclude this work in Section 3.1.7.

3.1.1. Threat Model

A brief overview of the assumed attacker-victim scenario is given in Figure 3.1. We
assume the victim and the adversary to have access to a fraction of an FPGA, in
which they can load their own arbitrary design, like a cryptographic accelerator. Both
attacker and victim have their respective software processes in an operating system,
and their designs on the FPGA are logically and spatially separated, and follow other
common best practices as explained in [44]. Tt is also assumed that the respective
FPGA fabric is powered by a single common power supply. This scenario includes
both data-center applications, in which FPGAs are utilized as standalone accelerators,
as well as SoC platforms, in which multiple processes on the CPU can utilize a fraction
of the FPGA logic.

We assume the victim to utilize their part of the programmable logic for a security
related algorithm, such as a block cipher. A secret key used in this algorithm is either
hard-coded onto the FPGA or transferred at runtime. The attacker is able to interact
with the victim through a public interface, for instance, to issue encryption requests.
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Vendor Board Device
Lattice Semiconductor iCE40HX8K-B-EVN iCE40HX8K
Intel Terasic DE1-SoC Cyclone V SoC
Intel Terasic DEO-Nano-SoC ~ Cyclone V SoC
Intel Terasic DE10-Pro Stratix 10 SX SoC

Table 3.1.: Overview of the evaluated platforms

3.1.2. General Setup and Devices

The attacks are performed on devices from two different manufacturers, namely FPGAs
and FPGA-SoCs from Intel/Altera and Lattice Semiconductor. In all cases, two log-
ically and spatially separated designs are deployed on the FPGA fabric, whereas the
software part of the threat model is realized as a single process for simplicity. Where
a hard processor is available in the FPGA-SoCs, we run the software part inside the
Linux system, running on that integrated processor. The smaller devices from Lat-
tice Semiconductor are attached through a serial interface, where the software part is
running on the host computer.

The AES implementation used as a proof-of-concept in this work is a simple, small
module for 128-bit key length encryption. It utilizes around 300 — 400 registers and
about 750 — 850 LUTs in the tested FPGAs and takes 50 clock cycles to encrypt a
given plaintext. The module is not protected against side-channel or fault attacks.

Development tools for synthesis as well as placement and routing from all vendors
offer tools for Static Timing Analysis (STA), which analyzes the design in terms of
timing violations under different models (corners) for a given device with a specific
speed grade. We evaluate both designs where no timing violations are reported by the
analysis, which we refer to as constrained designs, and unconstrained designs, where
timing violations are reported, but the encryption module still works as expected.
Naturally, attacks on fully constrained designs are more difficult, as the margin for a
timing fault to occur is much higher. In our results, we show how on some devices
only unconstrained designs can be attacked, whereas on other devices even modules,
which do not violate timing constraints according to the vendor tools, can be attacked.
Table 3.1 provides an overview on the platforms where we implemented our attack.

3.1.3. Automated Parameter Calibration

As described in Section 2.6, parameters such as frequency and duty-cycle for toggling
the malicious logic need to be adapted to provoke faults at the proper moment of the
encryption. To make use of the possibility for injection success verification when inject-
ing before the 9th encryption round, we develop an automated calibration algorithm,
to be executed before evaluating injection rates or attack success for a given design and
device. The algorithm allows using the attacker design in different setups, without the
need for finding appropriate parameters in time-consuming trial-and-error experiments
manually.
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We adapt the signal for activating the power wasters in three parameters: The toggle
frequency, the duty-cycle and the delay between starting the encryption and activating
the toggling. The algorithm performs as follows:

a) The attacker activates the calibration process on the FPGA. A random input
plaintext is encrypted without malicious activity. The result is stored as the
correct ciphertext.

b) Afterwards the fault injection on the FPGA is activated, to enable switching
activity for the following encryptions.

¢) Encryption of the same random plaintext is requested. The attacker design on
the FPGA activates the power wasters with an initial frequency and duty-cycle
and no activation delay. If no fault is detected, the frequency/duty-cycle are
decreased/increased. If a fault is detected, which affects an undesired subset
of bytes, the injection occurred too early or too late, and the activation delay is
increased /decreased. In any case, the attacker design reports the injection success
to the attacker process, which either requests another encryption or continues the
process.

d) If the injection was successful or a predefined maximum of injection attempts
iNj,nqs Were unsuccessful, the attacker software deactivates its corresponding FPGA
design and either finishes the successful scan or chooses another random plaintext
for fault injection.

3.1.4. Novel Power Wasting Circuits

Whereas the initial work on chip-internal fault attacks [13] made use of a large RO-
grid to generate voltage fluctuations, we explore two additional options in this work.
The main objective is to investigate whether benign-looking logic can be used to inject
precise faults in the threat model of multi-tenant FPGAs. In [43], among other ap-
proaches multiple AES encryption rounds performing random computations at a very
high clock frequency are used to inject timing faults into a ripple-carry adder design.
We confirm that AES modules can be employed as power wasters in our attack setup
as well and also successfully evaluate the s1238 circuit from the ISCAS’89 benchmark
collection [45] to inject faults with seemingly benign logic. The s1238 is described as a
combinational circuit with random flip-flops in [45], which we assume to be beneficial
in terms of switching activity, unlike, for instance, a comparatively static state machine
circuit.

For the RO-based attack, the oscillators are implemented with a single LUT using
various Verilog keywords to keep the synthesis software from optimizing the grid away.
On Intel/Altera FPGAs this can be achieved by declaring virtual output pins, which
are placed as fanless LUTs on the chip. For the Lattice Semiconductor toolchain, using
the keep or syn_keep directives is enough to prevent optimization. The ROs can be
enabled or disable through a global signal, which — on Intel/Altera FPGAs — is routed
on global clock routing resources to prevent long compile times and congestion.
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To inject faults with AES modules or the s123§ benchmark circuit, we configure a
Phase Locked Loop (PLL) on the chip to generate a 750 MHz clock signal, driving the
respective registers without regard for any timing violations that might occur. As with
the RO grid, a global toggle signal is used to switch the instances on or off with the
correct parameters that have been determined by the calibration algorithm explained
in the previous Section 3.1.3. Again, any optimization is prevented through the use of
Verilog keywords and virtual pin instantiations. A major difference to injecting faults
with ROs is the choice of input values for the power wasters, which is not trivial as
the switching of gates and registers inside the designs should be maximized. For the
AES modules, computing an encryption stream where the output ciphertexts are fed
back as the new input to the circuits is sufficient. This is most likely due to their well
distributed switching behaviour, as a good encryption algorithm should be generating
ciphertexts that cannot be distinguished from random output. The s7238 from the
ISCAS’89 benchmark is initially driven with a zero input, then we calculate the new
input value in, at clock cycle n as in, = in, 1 ® (out,_; << 1)). Intuitively, this
approach initially flips the maximum amount of bits in the input value, but also takes
the circuit output into account to prevent the circuit from getting stuck in a specific
state.

3.1.5. Results

Our main experimental platform is the Terasic DE1-SoC board, which incorporates
an Intel/Altera Cyclone V. FPGA-SoC. On this board we present fault injection rates
and key recovery statistics as shown in [13] as well as the additional results using
AES modules and benchmark circuits for causing voltage fluctuations. Lastly, we
present results on the iCE40-HX8K FPGA from Lattice Semiconductor as well as the
Intel/Altera Stratix 10 SoC on the Terasic DE10-Pro board.

3.1.5.1. Fault Injection Rate

In order to evaluate the general fault injection efficiency, we first generate bitstreams for
different percentages of logic utilization of the attacker logic in the range of 30% to 50%
for the DE1-SoC board. The victim module runs at a frequency of 111 MHz, which does
not violate any timing constraints as explained in the previous subsection, even in the
worst-case corner of the STA (slow 1.1V /85°C model). Then we measure the number of
faults occurring for one million encryption requests from a previously generated set of
random plaintexts, which are reused for all experiments. The encryption key remains
the same for one test series, which is repeated for a second random key.

Figure 3.2 shows the total number of faults out of 1M trials Fi, as well as the
number of faults usable for DFA with our described fault model Fppa depending on
how much of the available logic resources is occupied by the attacker design. We see
that both Fi,; and Fpra initially increase at the same rate. This proves the effectiveness
of the calibration algorithm before each evaluation. However, if the amount of activated
ROs exceeds a certain level, the effect is too strong to allow precise injections. Fiu
still increases with more ROs, but can affect more than one round or byte per round.
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Figure 3.2.: Total measured fault injection rates Fio; and measured injection rate of faults
usable in DFA Fppa with respect to the amount of logic utilization (percentage
of total LUTS) by the attacker design for two different random encryption keys

Hence, the resulting ciphertext will have more than four byte faults, which cannot be
used anymore to recover the secret AES key in the used fault model.

We repeated the experiment on three Terasic DE1-SoC boards of different age and
usage history with similar results. The minimum and maximum amount of logic that
allows ideal injection rates is slightly different for each board, but a common suitable
region that covers all devices can be determined.

3.1.5.2. Key Recovery Success Rate

Subsequently, we evaluate the success of the full DFA attack including recovery of the
secret AES key. This evaluation reflects on the success of our entire algorithmic flow
of injecting faults before the 9th AES encryption round, the calibration algorithm and
filtering of undesired faulty ciphertexts. For each of the three boards, which we already
used to investigate fault injection rates, we use the amount of ROs that lead to the
highest injection rate Fpga of faults usable for DFA. We generate a set of 5000 random
AES keys and collect a minimum of two ciphertext pairs, which exhibit faults at the
desired positions, for each four bytes of the last AES round key. The ciphertexts along
with each key are stored on the SD card of the board and later transferred to a host
computer.

Figure 3.3 summarizes the results of the key recovery attempts on our three DE1-SoC
boards. On all three boards, we are able to deploy the attack successfully recovering all
16 key bytes correctly for at least 87.9% of the 5000 random keys. All recovered keys
are correctly recovered, so no false positives are encountered. On all boards, we have a
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Figure 3.4.: Amount of key candidates remaining for each key recovery attempt on 5000
random AES keys, using AES modules or s1238 benchmark circuits to cause
voltage fluctuations.

small amount of around 2 —3% of all keys which cannot be recovered, but less than four
candidates for the last round key remain. This ratio confirms the results in [39], showing
that in about 2% of the cases more than two ciphertext pairs are necessary to recover
the AES key. If a sufficiently small amount of key candidates remains, the correct key
can be easily recovered with an exhaustive search. We encounter, however, some keys,
where more than 232 or even 2% candidates remain. Across all our experiments, an
average of 22 usable faults were required to gather the required two ciphertext pairs
per four bytes of the round key. To collect these pairs, the attacker design needs to
issue 17979 encryption requests on average to the AES module, which took on average
2344 ms. The average time for the evaluation of one attack until key recovery on the
described host machine is about 107 ms.

3.1.5.3. Using Benign Logic for Fault Injection

To extend on the original results from [13], we perform fault attacks using seemingly
benign circuits described in Section 3.1.4. We perform the attacks on the Terasic DE1-
SoC, replacing the previously used ROs with either AES modules or the ISCAS’89
s1238 benchmark circuit. For successful key recoveries, we need 60 AES modules
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or 280 benchmark circuits, corresponding to 50.1% and 64.7% of the available logic
resources each. The larger amount of logic required when using the $7238 is most
likely due to the higher amount of switching occurring when operating AES modules.
In both cases, the instances are operated at a frequency of 750 MHz.

In Figure 3.4, we again present results of attempting to recover 5000 randomly
drawn secret AES keys using seemingly benign logic for fault injection. Interestingly,
fewer keys can be recovered when attempting the attack using AES modules as power
wasters for generating voltage fluctuations, whereas the recovery rate when using the
s1238 circuits is very close to an RO-based attack. We observe a high amount of keys,
where 232 candidates remain, when using AES modules. Since faults that are injected
too early or too late are filtered, the only valid conclusion is that more multibyte faults
are being injected in this case. A possible explanation is the size of the AES modules,
compared to the s71238 modules or ROs, which may result in voltage spikes of slightly
longer duration thus affecting multiple bytes.

3.1.5.4. Experiments on Different Platforms

We also confirm that the attack is successful on different platforms from different
manufacturers. In addition to Cyclone V devices, we present results on an FPGA from
Lattice Semiconductor, as well as a server-grade Stratix 10 SX SoC on the Terasic
DE10-Pro board.

In Figure 3.5, we present the evaluation designs on the two additional devices. On
the Stratix 10, about 12% of the available logic resources are used for the RO grid
(115000 ROs), whereas on the small low-power FPGA from Lattice Semiconductor the
attacker uses exactly 50% of the 7680 available LUTs. Empirically we find this to be
the maximum amount of ROs that can be deployed with a single enable signal on the
Stratix 10 device, otherwise the board crashes during programming. Whereas a more
elaborate toggle signal design may enable to deploy a larger amount of oscillators, the
amount is already sufficient to inject faults into an AES module running at 255 MHz.
In this setup, the AES module is reported as constrained in the fastest timing corner
and works without errors when the attacker design is disabled.

On the Lattice iCE40-HX8K FPGA, the AES module operates fully constrained at
24 MHz and we are able to recover the secret AES key within a few seconds. Increasing
the amount of ROs on this board, we are also able to cause a complete crash, where
only a power-cycle can re-enable the device. An important observation here is that
the crash seems to affect the PLL of the devices, whereas purely combinational logic
or externally clocked registers remain functional. Further investigation on which exact
components are affected by voltage fluctuations may be a promising direction for future
research and could result in effective countermeasures.

3.1.6. Discussion

The results presented here make the development of countermeasures more critical
but also more difficult. Recently proposed solutions [24, 25] are based on checking
bitstreams for potentially malicious signatures, which we also present in this thesis
in Chapter 5. These offline bitstream scanners may need to be adapted to be able
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to detect injection logic that makes use of AES modules or other benign circuits for
injection. More generic approaches, such as the estimation of a design’s maximum
switching activity could overcome the need for continuously introducing new virus
signatures, but will be computationally expensive.

However, experiments on different platforms show, that the switching activity may
affect different parts of the devices. When crashing the Lattice iCE40-HX8K FPGA
the PLL is affected, whereas purely combinational logic or flip-flops driven by external
oscillators can glitch but will still be responsive. Potential future countermeasures may
be based around creating exclusive voltage lanes for critical components of the FPGA,
such as the clock generators or hypervisor logic.

On the attacker side, we prove how the selection of input values to benign logic that
is used for creating voltage fluctuations is critical to the attack success. Whereas we
empirically select inputs based on successful fault injection, a more elaborate method
would be to find an input sequence leading to the maximum amount of switching gates
in a specific module. Although finding such an input sequence may need exponential
computational effort depending on the size of the circuit, it can discover critical inputs
even in non-reconfigurable hardware.

3.1.7. Conclusion

In this section, we demonstrate how elaborate remote fault attacks in multi-tenant
FPGAs do not require an attacker to use highly specialized logic and can be deployed
on devices from different manufacturers. With seemingly benign logic circuits the at-
tacker is still able to cause voltage fluctuations to inject timing faults into an AES
hardware encryption module on FPGAs and FPGA-SoCs from Intel/Altera and Lat-
tice Semiconductor, proving both embedded and cloud devices vulnerable. Using a
calibration mechanism to inject faults exactly before the 9th AES encryption round, it
is possible to recover up to 90% of secret AES keys on the Cyclone V FPGA-SoC, with-
out any logical connection between attacker and victim design. The results emphasize
the importance of developing countermeasures to enable secure FPGA virtualization.

3.2. Classification and Detection of Code Patterns
through the Power Supply

Recent publications show how covert-channels can be established through the Power
Suppy Unit (PSU) of a desktop computer from the processor to an FPGA-based PCle
accelerator card [19]. Information leakage from hard processor systems to FPGAs,
which we explore in this section, is especially critical in SoCs, where CPU and FPGA
are integrated onto a single chip with a tightly shared PDN. Whereas covert-channels
are useful to establish secret communication between different components in a complex
attack scenario [19], we analyze whether FPGA-based sensors can be used passively by
an attacker to deduce code patterns running on the CPU. This capability is useful to
an attacker in multiple scenarios:
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o When performing fault or side-channel attacks, an attacker needs to identify the
timeframe during which the victim is running the target code, for instance, the
beginning of an encryption. The more precise this trigger mechanism is, the faster
an attack can succeed.

o Covert-channels are means of communication to leak information from a secure
context into an insecure one, which can be accessed by an attacker. Previ-
ous works already demonstrated covert channels between different components
through a PC PSU. [19] However, the less CPU activity is needed to convey a
secret message, the harder it is to detect for the victim or a hypervisor. Moreover,
victim software can be enforced to leak information unintentionally, for example,
in the context of Microarchitectural Data Sampling (MDS).

o If enough accuracy can be achieved, FPGA-internal sensors can even enable side-
channel-based disassembly and reverse engineering on instruction level [46].

The above attack vectors motivate to analyze the detection accuracy that can be
achieved with FPGA-based sensors, when targeting CPU execution patterns. In this
work we implement sensors in an FPGA-SoC, namely the Xilinx Zynq 7000, as well as
on PCle accelerator cards incorporating the Xilinx Kintex-7 FPGA. The two selected
platforms comprise different levels of a shared PDN between FPGA and CPU. Whereas
the two components share the chip-level PDN on the Zynq 7000 FPGA-SoC, the Kintex-
7 accelerator card is only sharing the ATX PSU of the desktop/server system with the
CPU. This choice of test platforms covers FPGA applications from the edge (IoT) to
the cloud (PCle accelerator).

On both test systems, we classify sensor traces, which are collected while running
specific code patterns on the respective hard processor cores. With the help of feature
extraction algorithms and random forest classifiers, we are able to distinguish code
patterns on both platforms with high accuracy. On the FPGA-SoC we can classify
patterns with an accuracy of 99%, whereas in the desktop/server system up to 52%
can be achieved, which is significantly better than the 20% guessing accuracy achieved
by a random uniform classifier. Moreover, on the Zynq 7000, we can even detect
recurring code patterns in a single long trace with a sliding window approach, proving
the method suitable for the previously mentioned attacks.

We summarize our main contributions as follows:

o We show that FPGA-internal sensors can be used to classify code running on a
CPU, when the devices share a power supply at a level up to a PC PSU. Contrary
to covert-channels, which require an attacker to execute specific code on the CPU
to cause excessively high voltage fluctuations, the classification is entirely passive,
avoiding detection from hypervisor or victim. To the best of our knowledge, this
is also the first demonstration of entirely passive side-channel leakage from CPU
to FPGA through a standard workstation power supply.

o We demonstrate how the sensors can be also used to detect patterns within a mea-
surement stream on an FPGA-SoC, which enables trigger mechanisms through
side-channels only.
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Figure 3.6.: Overview of the threat model, where information about executed code is leaked
through the power supply on the respective platform

o Last but not least, we show that even single data accesses on an FPGA-SoC can
be distinguished w.r.t. whether the data is cached or needs to be fetched from
main memory. This effectively enables remote cache attacks that are based on
measuring voltage fluctuations instead of timing, bypassing simple countermea-
sures that are based on restricting access to accurate timing measurements.

In Section 3.2.3 we detail the hardware and software setup that is used in our
experiments, and we present results in Section 3.2.4. The results are discussed in
Section 3.2.5, and we draw some conclusions in Section 3.2.6.

3.2.1. Threat Model

In Figure 3.6, we provide an overview of the threat model we consider in this work. Both
attacker and victim are running code in a multi-user system, where access to FPGA
fabric is given to the attacker. This may be an SoC in an IoT setting, as presented
in Figure 3.6a, or a desktop/server system in the cloud like in Figure 3.6b. In a cloud
computing scenario, the victim may also be the hypervisor, where the attacker attempts
to break free from a virtualized environment.

In both cases, the power supply to the CPU and FPGA devices is shared at a specific
level in the power delivery hierarchy. On the SoC, the chip-level PDN is shared, whereas
in a desktop or server both CPU and the PCle FPGA accelerator are attached to the
PSU, sharing the power supply at a much higher level.

The mechanism leaking information from the CPU to the FPGA is identical in both
cases. Switching activity from the CPU, which is caused by the victim code execution,
impacts the supply voltage, as no power supply can be designed to maintain the supply
voltage on a perfectly constant level. This local voltage drop propagates through the
entire chip- and board-level PDN, up to the system-level power supply. The supply
voltage fluctuations can then be measured on the FPGA by an attacker using sensors,
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which are explained in Section 2.6. Due to the specific characteristics of the voltage
traces, the attacker is able to classify measurements according to which code is run
by the victim. Moreover, the attacker can use continuous measurements to detect
a specific code pattern. This [ive detection of trigger code can then enable further
malicious activity, such as fault injection.

3.2.2. Feature Extraction and Classification

In previous works on CPU execution pattern or instruction detection via side-channels,
many methods have been employed to post-process sampling traces and eventually
classify the traces [46-48]. Usually, a first step is to reduce the dimensionality of the
problem. In [46], both Principal Component Analysis (PCA) and Linear Discriminant
Analysis (LDA) are evaluated for reducing the dimension of the classification subspace.
Although the traces we sample internally are shorter than traces collected externally
with an oscilloscope, we apply a feature extraction and filtering algorithm from [49].

After extracting and filtering relevant features from the raw measurement traces, we
classify the resulting feature vectors using random forest classifiers. Random forests
are decision tree machine learning algorithms, where the training set is split up to train
multiple instances of decision trees and classification is performed via majority vote.
In addition to the classification, tree-based classifiers provide a feature importance
ranking, which we use to further reduce the amount of features used to 50, which has
no significant impact on the accuracy. Moreover, we can extract not only a single
class for each trace, but the probability pa(x) of trace x belonging to class A. This
probability is helpful for detecting recurring code patterns in a stream of measurements
with previously trained classifiers.

To classify a fixed-length sensor trace, we extract relevant features as described and
apply a trained random forest classifier. When extending our approach to perform live
detection of specific patterns within a measurement stream, we apply the previously
trained classifiers on a sliding-window interval of the long measurement stream. Based
on the probability given by the classifier, we can decide whether a pattern is detected
or not. The specific parameters for all the mentioned algorithms and methods are
detailed in the next section.

3.2.3. Experimental Setup

In this section, we first provide details on the hardware platforms that we use for
detecting CPU code patterns via FPGA-internal sensors on an x86-64 system and an
ARM-based FPGA-SoC. Moreover, we describe the experiments as well as the specific
example code patterns that we classify.

3.2.3.1. Hardware Platforms

As explained previously, we use two setups for our experiments, one is a desktop/server
PC system, where the information is leaked through the PSU from the CPU to a
PCle accelerator card. The other system is an FPGA-SoC, where an ARM CPU and
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Figure 3.7.: Floorplan of the TDC sensor on the Xilinx Zynqg 7000 FPGA as seen in Xilinx
Vivado

programmable logic are coexisting on a single chip, communicating via AXI bus. Here
we provide more details about each system and the respective setup parameters:

o Our experimental platform for detecting execution patterns through a standard
ATX PSU is based on a Supermicro X8DT3, which is a dual-CPU mainboard,
with two Intel Xeon E5630 and a HEC-T00TE-2WX 700W power supply. The
FPGA accelerator is the Xilinx Kintex-7 KC705 evaluation board. We attached
two FPGA boards simultaneously in order to also experiment with artificially
increasing the system load and stress on the PSU, which has led to higher leakage
in previous work [19]. Additionally, an NVIDIA GeForce GT 240 is present in
the system. Initial experiments with modifying the CPU clock multiplier in the
BIOS did not show any improvement in the classification, which is why all BIOS
settings are left at their default values. An unmodified Ubuntu 19.10 Linux
operating system is installed and runs both attacker and victim software.

e On the other hand, we evaluate classification of code patterns as well as detection
of code in a measurement stream on the Digilent Pynqg-Z1, which is based on the
Xilinx Zynq XC77Z020 FPGA-SoC, an ARM Cortex A9 dual-core CPU coupled
with Artix-7 based programmable logic. Here, we experimented with decreasing
the CPU clock frequency manually as well, and found no increase in classification
rate during some initial experiments, which is why we leave the CPU clock at 650
MHz. The board is unmodified and so is its default PetalLinux operating system.

On both FPGAs, we are able to use identical sensor implementations according to
the basic principle presented in Section 2.6 as both are based on the Xilinx 7-series
FPGA architecture, with the same low level primitives available as building blocks
for the sensor. The sensor values are sampled into the FPGA-internal block memory
(BRAM). Those values can be read from the respective Linux system through either a
memory-mapped PCle or AXI bus.

In Figure 3.7, we exemplarily present the sensor implementation on the Xilinx Zynq
7000 as seen in the Xilinx Vivado design software. The separate parts of the initial
delay are clearly visible, with a rather coarse calibration through multiple LUTs. Fine
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adjustments can be made by modifying the entry point into a line of CARRY elements,
which is eventually routed into the main delay line. The main delay line is sampled
into registers and decoded into a 6-bit value. On both systems, we run the sensor
at 100 MHz, which shows the best accuracy during classification and detection. Gen-
erally, one might assume that a higher sampling frequency is beneficial. However, a
lower sampling frequency also causes the calibration logic to include more initial delay
elements before the sensor delay line, which may increase the sensibility of the sen-
sor to voltage fluctuations, as more elements are affected. This effect was also briefly
mentioned in [12].

3.2.3.2. Code Patterns

To evaluate detection rates, we need a set of test patterns, which are run on the CPU,
while sampling measurements on the FPGA. For that purpose, we create a set of small
assembly code snippets, which are repeated over a short time period. The snippets are
selected from different categories of instructions, such as memory access, floating-point
computations or integer arithmetics.

Listing 3.1: ARMv7 inline assembly code snippet, which performs some integer arithmetics
and is used as a test pattern to be detected on the Xilinx Zynq 7000.

/+ The assembly code is aligned at the
cache—line size, to avoid instruction
cache effects x/

.balign 32

/+ [gp] is a pointer to the memory—
mapped FPGA, where storing a 1
triggers the sampling process: x/

mov r4, #1

strord, [%[gp]]

mov 110, #3
mov rll, #b5

/* Repeat the following integer
arithmetics 2000 times %/

.trept 2000

add r5, r5, rl10

sub r6, r5, rll

eor r6, r6, 1H

and 6, r6, rll

.endr

In Listing 3.1, we show an example of our test set for the ARM CPU, which performs
integer arithmetics while the FPGA is sampling sensor traces into the BRAM. The
FPGA design is programmed to sample traces of either 2048 (short) or 573440 (long)
measurements, depending on whether we want to evaluate simple classification or live
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Table 3.2.: An overview of all example code patterns we employ on our two testing platforms
to evaluate classification and detection rates.

Name Instruction category Used ARMv7 in- Used x86 instruc-
structions tions

NOP Only NOP mov nop

MEM(C/NC) Memory access ldr zorb
(cached /uncached)

CPU1 Multiplication smilal mull

CPU2 Simple integer add,sub,eor,and addl,orl,subl,andl
arithmetics

CPU3 Floating point vmul,vadd,vsqrt, faddp,fsqrt
arithmetics vsub

detection. Long measurements are limited by the FPGA-internal memory capacity, in
this case the capacity on the Zynq 7000. In both cases, setting a specific bit in the
memory-mapped FPGA design triggers the sampling process for a single trace. This
trigger mechanism can be seen in the example code, where the value 1 is written to the
FPGA address, just before the actual code pattern starts. We include the trigger in
the assembly code and align the snippet at the cache-line size (32 bytes on the ARM
Cortex A9), to capture the voltage fluctuations during the execution as accurately as
possible. This general framework is identical for all the test patterns, and we present an
overview of the available patterns in Table 3.2. Moreover, we provide all the five code
patterns excluding the trigger code for both platforms in the appendix in Appendix A.

Note that since x86 does not have explicit load/store instructions, we simply perform
a byte XOR which accesses the respective memory address. To evaluate whether the
side-channel has potential to replace timing-based cache side-channel attacks, we also
investigate, whether cached and uncached memory access can be distinguished. When
sampling traces for uncached memory access on the x86 platform, we make use of the
clflush instruction before performing the memory accesses, whereas on ARMv7 we need
to employ a cache eviction algorithm, since no cache flush is available in unprivileged
mode. For the cache eviction we use the libflush-library, which was used in [50], and
calibrate it accordingly to our specific ARM core. Cached access is simply achieved by
writing to the respective memory locations before accessing them. In the results, we
present how indeed cached and uncached access can be distinguished on the FPGA-
SoC, enabling power-based cache attacks.

3.2.3.3. Experiments

As described in the previous subsection, the FPGA implementation is designed to
capture either short (2048) or long (573440) measurement traces after a software-
controlled trigger. In this subsection, we detail how we designed our experiments to
evaluate whether the FPGA-based sensor measurements are suitable for the attacker
goals we enlisted in our introduction: Trigger mechanism, covert channel or disassem-

bly.
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Initially, we sample short traces of length 2048 for the NOP, MEM, CPU1, CPU2
and CPU3 code patterns, where MEM is memory access without ensuring the access
is explicitly cached or uncached. In total, we collect 100000 traces where for each
trace the executed pattern is chosen randomly from the mentioned patterns. For a
first assessment we visually analyze the average over all traces for each code pattern
for potential features that can be distinguished.

Then, on a subset of 50000 traces, we extract relevant features for every trace using
the methods and algorithms described in Section 3.2.2. We employ a standard five-fold
cross-validation to evaluate the classification accuracy. A random forest classifier with
100 trees is trained five times on 80% (40000) of the features vectors and we compute
precision, recall and Fl-score for each class as well as the overall accuracy on the
remaining 20%. Afterwards, the results are averaged over the five runs. As explained
in Section 3.2.2, we further reduce the amount of features to 50, using the feature
importance ranking given by the tree classifier to determine the 50 most important
features.

To evaluate the detection of specific code patterns within a measurement stream,
we remove the trigger code from the assembly code and instead trigger the FPGA to
sample a long trace with 573 440 measurements. During the sampling time, we execute
a selected code pattern 5 times with a delay of 500ms in between. After collecting
100 long traces, we randomly select a single trace. Simulating a live detection of code
patterns, which would serve as a trigger to an attacker, for example, to inject faults
at the proper moment, we attempt now to find the selected code pattern within the
selected long trace. For that purpose, we consider a sliding window of size s, and apply
previously trained classifiers on intervals [i - s, (i + 1) - s) of the long trace. Instead
of classifying each interval into one of the code patterns, we compute the probability
pa(z) for each interval z, where A is the class of the selected code pattern. This
probability pa(z) for interval x can now be interpreted as a measure, how likely it is
for the victim to be running the code pattern A during that interval. The obvious
choice for s would be the previously used 2048 samples, but we evaluate different
window sizes with different results, which are presented in the next section. We choose
not to increment ¢ one by one, as the evaluation of a single trace takes up to one day on
a standard PC in that case. Instead, we increment ¢ by §, where the overlap between
the sliding windows is % - 5. Whereas this method is not a live detection by itself, we
show that the extraction of 50 features and classification using the pre-trained random
forest is sufficiently fast for an actual live detection to be implemented in the attacker
software or directly on the FPGA.

Except for slight variations in the code patterns due to the different architecture, the
experiments are mostly identical for both the standard PC platform and the FPGA-
SoC. However, we want to detail one peculiarity regarding the experiments on the PC
platform, which we mentioned in Section 3.2.3.1 already. In [19], researchers reported
a higher accuracy when stressing the board-level PDN of the FPGA board. Whereas
some initial experiments do not confirm a beneficial effect of stressors on the measuring
FPGA board, we do observe higher accuracy, when increasing the load on the entire
system-level PSU. This load is created by two components: First, we employ 15 out of
the 16 CPU cores in the system to run benchmark code and second, we fill a second
Xilinx Kintex-7 KC705 board with 28 000 ROs. The ROs are activated during sampling
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Figure 3.8.: Averages for each code pattern over 100 000 randomly sampled traces on the Zynq
7000 FPGA-SoC.

increasing the system’s power consumption additionally. For classification, we are able
to increase accuracy by up to 15% when inducing this additional load.

3.2.4. Results

In this section, we present the results of the previously explained experiments. We
explain the results in a step-by-step approach, gradually building up the complexity of
the experiments: Initially a visual analysis provides a first glance at the data, then we
continue with more elaborate methods.

3.2.4.1. Visual Analysis

In Figure 3.8, we show the averages for each of the NOP, MEM, CPU1, CPU2 and
CPU3 code patterns over 100 000 traces on the Zynq 7000 FPGA-SoC. When looking
at the averages over the entire 2048 samples in Figure 3.8a, we immediately observe
significant visual differences between the averages. However, the traces for each single
pattern seem to be not uniform over the sampling time either. Although we have
assured to set the trigger signal as close to the evaluated code as possible — which we
explain in Section 3.2.3.2 — we may get some fluctuations at the beginning of the trace,
that are caused by the operating system routines after the trigger or even the FPGA
trigger logic itself.

In Figure 3.8b, we show the average between sampling point 1000 and 1100. Even
in this short timeframe of 1us, we are able to distinguish the traces of the respective
patterns on average. Note that this first result does not imply that single traces can
be distinguished just as easily.

On our x86 test platform, we observe significantly less difference between the av-
erages, as shown in Figure 3.9. Note how the peak-to-peak fluctuations of the sensor
values on average are only about 0.25 on the Kintex-7 FPGA accelerator, whereas they
go up to around 2 on the Zynq 7000. Although we do observe some visual differences
between the average traces in Figure 3.9a, they are almost invisible when looking at a
shorter timeframe between 1000 and 1100 sampling points in Figure 3.9b.

From this first visual analysis, we can also make some conclusions when connecting
the average traces back to the actual code patterns. On both platforms, we observe
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Figure 3.9.: Averages for each code pattern over 100000 randomly sampled traces on the
Kintex-7 FPGA, where the code is running on a Xeon CPU.

the highest sensor values (on average) for the CPU3 pattern, which corresponds to the
highest supply voltage on average. The CPU3 pattern is composed of floating-point
computations, as described in Section 3.2.3.2. Our assumption is that instructions
with a high latency (many cycles per instruction) cause less voltage drop than high
throughput integer arithmetics. Likewise, arithmetics on data from memory in the
MEM code seem to cause less of a voltage drop than integer arithmetics on registers,
which are performed in the CPU1 and CPU2 patterns, due to the additional access
delay. At least on the ARM platform in the Zynq 7000, this is well visible in Figure 3.8b.

3.2.4.2. Classification of Short Traces

Next, we attempt to classify the collected short traces on both platforms into one of
the five pattern classes. In all the presented experiments, a classifier that classifies the
feature vectors of the respective traces randomly uniform within the available classes
achieves an accuracy of 20%. We cross-validate a random forest classifier on 50 000 by
training it five times on different splits of 80% training data and 20% test data as de-
scribed in Section 3.2.3.3 and report average precision, recall, F1-score and the average
of overall accuracy. The reason for considering only 50 000 traces is the computational
limitations during the feature extraction and feature filtering phase, but our results
show that the amount is already sufficient.

Feature extraction and filtering of traces collected on the Zynqg 7000 FPGA-SoC
using the TSFRESH library gives us feature vectors of size 689. The average overall
classification accuracy when using the full feature vector size is 99% and all code
patterns can be classified equally well. When reducing the feature vector size, using
only the 50 most important features which are determined through the ranking given
by the random forest classifier, we still achieve accuracy of 98%, as shown in Table 3.3.

As presented in the previous chapter, we observe some effects at the beginning of
the sampling time frame, which may be caused by the aftermath of the triggering
code on either CPU or FPGA. Thus, we reduce the traces to the part between 1000
and 1500 sampling points, to ensure we only capture the execution of a specific code
pattern, which is also important for live detection of patterns within a long sampling
trace. Then, we repeat the entire feature extraction and classification procedure on the
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Table 3.3.: Average cross-validation results per class when classifying random traces of length
2048 sampled on the Zynq 7000 FPGA, using a trained random forest classifier
on feature vectors extracted for each trace.

(a) Results when using the full feature vectors (b) Results when using the reduced feature
of size 689 vectors of size 50

Name  Precision Recall F1 Name  Precision Recall F1

NOP 1.00 0.99 0.99 NOP 0.99 0.99 0.99
MEM  1.00 0.99 1.00 MEM  1.00 0.99 0.99
CpPU1  0.97 0.97 0.97 CpPU1  0.97 0.97 0.97
CpPU2  0.97 0.98 0.97 CpPU2  0.97 0.97 0.97
CPU3  1.00 1.00 1.00 CPU3  0.99 0.99 0.99

Table 3.5.: Average cross-validation results per class when classifying random traces, reduced
to 500 samples on the Zynq 7000 FPGA using a trained random forest classifier
on feature vectors extracted from each trace.

(a) Results when using the full feature vectors (b) Results when using the reduced feature
of size 630 vectors of size 50

Name  Precision Recall F1 Name  Precision Recall F1

NOP 0.74 0.74 0.73 NOP 0.73 0.73 0.73
MEM  0.74 0.73 0.74 MEM  0.74 0.72 0.73
CPU1  0.89 0.87 0.88 CPU1  0.89 0.88 0.88
CpPU2  0.87 0.90 0.88 CPU2  0.88 0.89 0.88
CPU3  0.99 0.99 0.99 CPU3  0.99 0.99 0.99

reduced traces. The unreduced feature vectors have a size of 630 in this case and the
results are presented in the first part of Table 3.5.

Even with the reduced trace, we achieve a total classification accuracy of 85% with
the full-size feature vectors. Reducing the feature vectors to the 50 most important
features again, the accuracy does not decrease, which is shown in the second section
of Table 3.5. In this setup, we can also determine a code pattern that can be detected
significantly better than all others, which is the CPU3 code pattern. It seems that
floating point operations show the most distinct voltage fluctuations of the evaluated
patterns. We show in the next Section 3.2.4.3, how the CPU3 pattern is also the one
we can detect the easiest in a long stream of sensor measurements.

On our x86 test platform, we expect significantly lower success, as the leakage
through the PSU is attenuated, compared to a shared PDN on the same chip. The
general setup is identical, and we also perform a five-fold cross-validation on 50000
traces of length 2048. Here, we additionally stress the system, which has also been
shown in [19], increasing the accuracy by around 15%.

The lower leakage can already be confirmed when looking at the size of the feature
vectors after the initial feature extraction and filtering from the unreduced traces, which
is only 362. Again we evaluate classification with a 100-tree random forest classifier,
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Table 3.7.: Average cross-validation results per class when classifying random traces sampled
on the Kintex-7 FPGA inside the PC platform using a trained random forest
classifier on feature vectors extracted from each trace.

(a) Results when using the full feature vectors (b) Results when using the reduced feature
of size 362 vectors of size 50

Name  Precision Recall F1 Name  Precision Recall F1

NOP 0.47 0.45 0.46 NOP 0.52 0.49 0.50
MEM 0.56 0.63 0.59 MEM 0.61 0.67 0.63
CpU1 0.44 0.42 0.43 CPU1  0.49 0.48 0.48
CpPU2  0.52 0.59 0.55 CPU2  0.56 0.63 0.59
CpPU3  0.37 0.30 0.33 CpPU3  0.42 0.36 0.39

the results of which are presented in the first section of Table 3.7.

We observe a significantly decreased overall classification accuracy of only 48% on
the x86 platform, as expected from the higher dampening through the system PSU.
For comparison, a classifier that classifies the feature vectors of the respective traces
randomly uniform within the available classes achieves an accuracy of 20%. Thus, albeit
the accuracy is much less than on the FPGA-SoC, we can conclude that generally, the
classification of code patterns using FPGA-based is possible, even through the PSU in
a PC desktop/server system.

We note that on the x86 platform, the classification accuracy depends a lot on
the code pattern, unlike on the Zynq FPGA-SoC, where — at least when using full-
size feature vectors — the classification works equally well for all patterns. On x86,
the MEM code pattern, which performs byte-wise memory access with a simple XOR
instruction (zorb), can be detected the easiest, followed by the CPU2 pattern which
consists of integer arithmetics. Just like on the ARM core, we evaluate classification
with a reduced feature subset of the 50 most important features, according to the
ranking provided by the initial tree classifier. These results are detailed in the second
part of Table 3.7.

Interestingly, on the x86 platform we achieve a slightly higher accuracy of 52% when
reducing the feature vector size, indicating a possible overfitting of the classifier when
trained on the full feature vectors. However, without presenting the additional results
here, we find that a reduction to only the 20 most important features decreases accuracy
again. Moreover, we omit the detailed results for the PC platform when reducing the
traces to the interval [1000,1500) and just report the accuracy, which goes down to
only 27%. Here, shortening the traces may be unnecessary, as the trace averages on this
platform are more homogeneous (see the visual analysis in the previous subsection).

Lastly, in this subsection, we compare the actual features, which are selected by
the feature extractor and the classifiers as the most important for classification. This
comparison provides meaningful insight, in terms of what exactly is affected by the
voltage fluctuations caused by the CPU and how they are perceived by the sensor on
the FPGA. We enlist the top five features for each platform, according to the ranking
provided by the respective tree-based classifier. On one hand, the following features

41



3. Exploration of Fault and Side-Channel Attacks

were ranked most important on the Zynq 7000 FPGA-SoC:
1. Trace mean value
2. Highest coefficient of a maximum-likelihood estimated autoregressive (AR) model
3. Autocorrelation with lag 6 of the trace with itself
4. CID complexity of the trace [51]

5. Real part of the first Fourier coefficient of the discrete Fourier transform of the
trace

On the other hand, classifiers on the x86 PC platform derive the following top five
features for classification:

1. Imaginary part of the 21st Fourier coefficient
2. Absolute of the 21st Fourier coefficient

3. Real part of the 83rd Fourier coefficient

4. Angle of the 21st Fourier coefficient

5. Imaginary part of the 42nd Fourier coefficient

As a matter of fact, the entirety of the 50 most important trace features for classifica-
tion on the PC platform are Fourier coefficients. Thus, we conclude that the voltage
fluctuations on the PC power supply caused by execution on the main CPU do not
actually impact the absolute sensor value directly, but rather modulate the very small
fluctuations of the sensor value in the frequency domain. This knowledge may help in
developing more accurate sensing and classification mechanisms in the future. On the
FPGA-SoC, however, the trace average is ranked the most important feature for classi-
fication. There, we have a direct impact on the absolute sensor value from the voltage
fluctuations caused by the CPU, which also concurs with our visual observations in the
previous subsection.

3.2.4.3. Live Detection in Long Traces

The results from the previous sections show information leakage from CPU to FPGA
in two platforms, when synchronized windows of 2048 measurements are analyzed.
However, like in many other attacks based on FPGA-internal sensors, synchronized
measurements can be hard to achieve in a system with strong isolation between attacker
and victim. In this subsection, we show how patterns can be detected in a live stream
of measurements on the FPGA-SoC. As the classification accuracy on the x86 platform
in the previous subsection is rather low compared to what can be achieved on the
Zynq 7000, we perform our live detection experiments on that platform only. We
attempt to apply a sliding-window approach on a longer trace of 573 440 measurements,
where selected patterns are executed multiple times during the sampling period. For
that purpose, we execute selected patterns 5 times with a delay of 500ms during the
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Figure 3.10.: A single long measurement trace, captured while executing the CPU1 pattern
five times with a delay of 500ms on the Xilinx Zynq 7000 FPGA-SoC.

sampling time. The trigger is set at the very beginning. Before applying the sliding
window and classifier, we again analyze the raw traces visually.

In Figure 3.10 we exemplarily show a single long measurement trace, which is
recorded while executing the CPU1 code pattern on the ARM core of the Xilinx Zynq
7000 FPGA-SoC. The five fluctuation peaks caused by the code execution are clearly
visible in Figure 3.10a, whereas we show the part of the trace during the second exe-
cution of the code in Figure 3.10b. Note that peaks at the beginning and the end of
the code execution are visible as well, possibly caused by operating system routines or
trigger aftermath. The increased noise in Figure 3.10a after around 350000 samples
stems from the software process actively polling a done signal from the FPGA, which
indicates the completion of the measurements.

As explained in Section 3.2.3.3, we apply a sliding window approach on the long
trace, calculating for each window « the probabilities p4(x) using the previously trained
random forest classifiers. For all the CPU1, CPU2, CPU3 and MEM code patterns, we
collect traces where the respective pattern has been executed during the sampling time
five times, the same way as presented for CPU1. Then, we compute all probabilities
pa(x) for each step (), that the respective interval of that trace belongs to class A.
The results when using a window size of 2048, are presented in Figure 3.11. In each
diagram, the classification probability with the correct class — i.e. the class of the
pattern that has been executed five times while sampling the long trace — is colored
red, whereas the probabilities of the other classes are colored grey.

We observe obvious peaks for the time periods that correspond to the respective code
pattern. However, not all the code patterns can be detected equally well: Whereas the
five CPU1 and CPU3 executions are clearly visible, the classifier fails to identify CPU2
and MEM within the measurement stream correctly. After around 350000 samples,
the CPU is waiting for the FPGA to finish sampling the trace. This is done by actively
polling a done signal from the FPGA. During that time period, the classifier is unable
to classify the trace intervals into any of the classes, which can be problematic for
the attacker. In Figure 3.11c, the classifier yields incorrect detections for the polling
period, which would be detected as executions of the CPU3 pattern. However, an
additional threshold of 0.8 on the classification probability, would lead to a successful
detection of four out of the five executions of the CPU3 pattern in our case. Improving
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Figure 3.11.: Classification probabilities p4(z) as given by the random forest classifier for a
sliding window z of size s = 2048 to belong to the respective class A. The

probability for the interval to be classified as the correct class, i.e. the class of
the pattern that is executed during the measurements, is marked red.
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Figure 3.12.: Classification probabilities p4(x) as given by the random forest classifier for
a sliding window z of size s = 500 to belong to the respective class A. The
probability for the interval to be classified as the correct class, i.e. the class of
the pattern that is executed during the measurements, is marked red.

the detection through further means, for example, a ramp detection or evaluation of
the probabilities over a longer time period may be necessary, depending on the specific
attack.

In Figure 3.12, we present the results of applying a sliding window of size 500 on
the traces. Here, the classifier, which is applied on the sliding window of size 500, is
trained on shortened traces, that have been reduced to the interval between 1000 and
1500 sampling points, as shown in the previous Section 3.2.4.2.

When using a window size of 500, the probabilities change drastically for some
patterns. CPU1, CPU2 as well as the CPU3 code can now be detected easily, whereas
the MEM pattern is now detected during the entire waiting time at the end. The
latter, however, is well expected, as polling a done signal is — at least from a software
perspective — no different from a memory access.

All in all, we conclude that code patterns in principle can be detected from a mea-
surement stream via FPGA-internal sensors on the Xilinx Zynq 7000 FPGA-SoC. This
live detection enables an attacker to use the FPGA-internal sensors for triggering more
elaborate attacks, such as fault injection or side-channel attacks, which require very
accurately aligned measurements. However, the accuracy depends on the pattern se-
lection and many meta-parameters, of which we only investigate the sliding window
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size. Regarding the window size, we find that some patterns can be detected more
accurately with a larger window size, whereas others require a more narrow window.
In a real attack, we would expect a much more complex pattern, such as the beginning
of an encryption, which may also be distinguished more easily from fluctuations caused
by operating system routines, context switching, scheduling and many other aspects
that are not controlled by the attacker. We also note that in many attacks, such as
side-channel attacks or fault injection, a 100% accuracy for triggering the attack is
usually not required. Although our choice of classifier works very well for classifying
different patterns as shown in the previous subsection, there may be better choices for
the binary detection that is required in this experiment. Other researchers made use
of neural networks for classification [47], which would be easy to implement entirely on
the FPGA itself.

3.2.4.4. Distinguishing Memory Accesses

Finally, we investigate whether cached memory access can be distinguished from un-
cached access, which would be a valuable asset for attackers that are hindered from
deploying timing-based cache attacks. For starters, we remark that we are unable to
achieve any success on the x86 platform, which is why we omit results on that test sys-
tem entirely. On the Xilinx Zynq 7000, we use a cache eviction library [50] to ensure
uncached access and store a random value at the tested memory location, to make sure
the data is in the cache. Whereas the MEM code pattern presented in the previous
subsections performs continuous memory access, here, we want to assess whether a sin-
gle memory access can be distinguished, to derive realistic cache attacks. Therefore, we
use the ARMv7 memory fencing instruction dsb to make sure all previously scheduled
memory accesses have completed before performing a single load (Ildr) instruction from
the cached or uncached memory location.

Before performing feature extraction or using classifiers, we again analyze the trace
averages for cached and uncached access visually. The averages over 100 000 randomly
collected traces for cached (MEMC) and uncached (MEMNC) access, are presented
in Figure 3.13.

We see that cached memory access results in a lower sensor value (i.e. lower supply
voltage) on average. This concurs with our results on the different code patterns, where
more instructions per time unit also resulted in a lower sensor average. For the uncached
memory access, the CPU has to wait a longer time for the access to complete, leading to
less voltage drop from subsequent computations. In our case, subsequent computations
would be the CPU polling the done signal from the FPGA. By executing more power-
intensive instructions, such as integer arithmetics on registers, which require very few
cycles per instruction, the effect may be even increased. Potentially an attacker might
use the information for indirectly measuring the memory timing through the voltage
trace and differentiate accesses even further. For instance, the information could be
used to distinguish a memory load from L1 cache from a load where the data is fetched
from L2 cache.

For classification of single traces sampled during cached and uncached memory loads,
we again extract and filter features from 50000 traces and evaluate a random forest
classifier using a five-fold cross-validation. Here, we directly reduce the feature vector
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Figure 3.13.: Averages over 100000 randomly collected traces of length 2,048, where either a
single cached (MEMC) or a single uncached (MEMNC) memory load instruction
is performed during the sampling time on the Xilinx Zynq 7000 FPGA-SoC.

Table 3.9.: Average cross-validation results per class when classifying random traces sampled
on the Zynq 7000 FPGA-SoC during cached and uncached memory accesses using
a trained random forest classifier on reduced feature vectors of size 50 for each

trace.
Name Precision Recall F1
MEMC 0.98 0.99 0.99
MEMNC 0.99 0.98 0.98

size to 50 as in the previously presented experiments. In Table 3.9, we show how well
the classifier is able to distinguish feature vectors of size 50 with an overall accuracy
of 98%.

Being able to classify memory accesses according to whether the data is cached or
not, enables many attacks that make use of the data cache as a side-channel. Simple
countermeasures against cache attacks are often based around denying access to accu-
rate timing measurement [52]. With access to programmable logic, however, an attacker
can bypass such countermeasures by indirectly measuring timing through the voltage
fluctuations caused by subsequent computations after the memory read. Even artificial
randomization of the execution time may not be an effective defense mechanism, if the
attacker can detect the memory access within a longer measurement trace.

3.2.5. Discussion

Our results show, how FPGA-internal sensors can be used to derive the code that
is running on a CPU, when both of them are sharing the power supply on a certain
level. In this section, we discuss the consequences and conclusions that result from our
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experiments. Moreover, we provide perspectives for future work and possible counter-
measures.

In the introduction, we presented possible attack vectors, where the classification of
code through a side-channel can be useful to an attacker. As mentioned, this concept is
by no means a novelty and many researchers looked into reverse engineering approaches
based on power or electromagnetic measurements. However, so far the attacker has
always been required to be physically present and have physical access to the device
with measurement equipment. Our work proves, that within shared power domains
and through unintended usage of emerging accelerators, such as FPGAs, this threat
model can be escalated to a remote attacker. Especially in cloud computing, where
FPGAs have arrived in the last years, this threat should be taken serious, as attacks
can be scaled to a very large amount of devices with catastrophic consequences.

We mainly showed successful results on an FPGA-SoC, where the CPU and the
FPGA are present in a single chip. Naturally, the information leakage in this scenario
is much higher due to the power supply being shared at a very low level. Nevertheless,
our classification results on an unmodified x86 desktop system running Linux prove
that the threat is present even when the leakage source is much further from the
attacker sensor in the power supply hierarchy. We evaluated a single system with
only one classification method, where future works will be able to confirm the results
and potentially improve accuracy on different systems or more advanced methods.
Furthermore, a tight integration of FPGA and main CPU is by no means an exotic
concept, as new developments for server CPUs show [53]. Last but not least, a custom
programmable logic accelerator is only one of many devices that can be accessed by an
attacker in a modern server system. It is not far-fetched, that a sophisticated attacker
may yet discover other means of measuring supply voltage through unintended usage
of other devices than FPGAs. In [17, 18], for instance, the Analog-to-Digital Converter
(ADC) of a mixed-signal IoT device is used to recover secret AES keys.

The random forest classifier, which we trained on prerecorded short traces and later
applied in a sliding window approach for live detection, achieved high accuracy for
classifying but may be replaced by other more suitable methods. For a practical live
detection, not only the accuracy, but also how fast a stream of measurements can be
evaluated, is critical to the success. The extraction of 50 features from a trace of length
2048 and a subsequent classification takes about 250ms on our evaluation system,
which is based on an AMD Ryzen 5 3600 hexa-core CPU. With a sampling rate of 100
MHz, this time period would correspond to about 12207 traces which are lost during
classification. Even with a reduced window size of 500 samples, the entire classification
process takes about 14ms, which corresponds to around 2 800 lost traces. Although this
may still be useful as a trigger mechanism for victim code that runs for a similar amount
of time, an obvious improvement would be for the attacker to implement the detection
directly on the FPGA itself, to achieve a much higher throughput. In [47], a neural
network is used for classification, which would be well suited for an implementation on
FPGAs, which are often directly advertised as accelerators for Al applications.

Being able to distinguish cached and uncached memory access enables many attacks
that formerly relied on measuring the access timing. Recent attacks that are based on
microarchitectural data sampling, such as the Spectre and Meltdown attacks [54, 55],
rely on cache timing side-channels to leak information about data at restricted memory

48



3.2. Classification and Detection of Code Patterns through the Power Supply

locations. On one hand, this requires the attacker to be able to flush the cache or evict
data from the cache, which can already be problematic on ARM platforms [56]. On the
other hand, the attacker needs to be able to perform accurate timing measurements.
This measurement can be impeded for multiple reasons, for instance, when cycle coun-
ters are not available from userspace. Moreover, accurate timing measurements can be
explicitly restricted as a very simple countermeasure against cache attacks [52]. All of
these obstacles can be avoided when employing FPGA-internal sensors to distinguish
the memory accesses, which we proved to be feasible in this work.

Regarding countermeasures, the main issue, that enables attacks through FPGA-
internal sensors, is the shared power supply. In our work, we see how the leakage
occurs even on much higher levels than the PDN of a single or board, namely through
the PSU of a standard workstation. This makes addressing the issue on a hardware or
architectural level difficult. Nevertheless, the power supply and chip-level PDN have
not been designed with security in mind, which needs to be a concern especially for
future cloud hardware. A possible mitigation in the meantime restricts the attacker’s
freedom on the device, which is what we suggest in Chapter 5. In the proposed ap-
proach, FPGA bitstreams are checked for malicious designs, resulting in an FPGA
antivirus, applied by the hypervisor before the bitstream is downloaded. More extreme
solutions would restrict the attacker design to only certified accelerators, provided by
the hypervisor. Both approaches require the user to trust the hypervisor, as bitstream
encryption would not allow checking for potential misuse.

Another possibility is for the victim to preemptively apply countermeasures within
their own code. Classical approaches such as masking and hiding can obviously mitigate
an FPGA-based attacker as well. However, as a first step, designers must be made
aware of this attack vector.

Our results point out important and novel aspects of the security issues that come
with the integration of reconfigurable accelerators. Future works will continue to im-
prove the practicality of such attacks and the development of countermeasures should
be addressed urgently.

3.2.6. Conclusion

As FPGAs are getting more widely used, their potential security implications need to
be analyzed in more details. In this section, we show how FPGA-based voltage sensors
can be used to classify and detect code patterns running on a CPU, when the devices
are sharing a power supply network at some level. Not only on an FPGA-SoC, where
the power supply is shared between CPU and FPGA on the chip level, but even inside a
desktop/server system with a shared ATX PSU, classification of code via voltage traces
is possible. On the Xilinx Zynq 7000 platform, we achieve a classification accuracy up
to 99% using feature extraction and a random forest classifier, whereas on an x86
computer with a PCle-attached Kintex-7 KC705 accelerator an accuracy of 52% can
be achieved, which is significantly higher than the 20% accuracy achieved by a random
uniform classifier. Moreover, we show how on the FPGA-SoC we can even extend the
attack to perform a live detection of code patterns inside a measurement stream using
a sliding window approach. Last but not least, even a single cached access to data in
memory can be distinguished from a load instruction that needs to fetch the data from
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main memory on the Zynq 7000 with 98% accuracy. The results prove that trigger
detection, covert-channels, cache attacks and even reverse engineering on a larger scale
is possible for a remote attacker through FPGA internal sensors. Especially for cloud
computing and other virtualized environments, this issue should be addressed urgently
in future works and designers of security critical implementations must be aware of the
threat.
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4. CPAmap: On the Complexity of
Secure FPGA Virtualization,
Multi- Tenancy, and Physical Design

This work on the impact of physical design parameters on side-channel vulnerability
has been published in [21] together with Dennis Gnad and Mehdi Tahoori.

Whereas remote fault attacks on multi-tenant FPGAs can at least be detected on
both hypervisor and victim side, side-channel attacks impose a more challenging prob-
lem. Classical countermeasures against external attackers with traditional measure-
ment equipment can be categorized as hiding [57, 58] or masking [59]. These well
explored mitigation strategies can be applied to a multi-tenant FPGA scenario as well
as FPGA-specific countermeasures based on reconfiguration [60].

The impact of physical design space on the SCA vulnerability has been investigated
in previous works [59, 61-65]. Especially hiding countermeasures for power equalization
struggle with Process Variation (PV) and hardware asymmetry, reducing the effective-
ness of such countermeasures [66]. In the new threat model of multi-tenant FPGAs,
both the victim design, such as a cryptomodule, and attacker design, such as the sen-
sors we explain in Section 2.6, are subject to PV. Moreover, it is yet to be explored,
how the sensitivity to voltage fluctuations and the ability to generate them depends
on the asymmetric PDN design across the FPGA.

To close this gap, we provide a systematic analysis of the dependencies between
physical design parameters and side-channel vulnerability in the context of internal
attacks on FPGAs. This is critical for understanding the security vulnerabilities and
challenges of multi-tenant FPGA virtualization.

In the following, we briefly summarize reasons why the attack scenario for internal
on-chip attacks differs from that of a classical side-channel attacker. On one hand,
physical access and external measurement equipment improves the attacker’s capabil-
ities:

o The sampling rate and precision of the measurements depend on the quality of the

measurement equipment, which is usually only limited by the attacker’s financial
power.

o The attacker’s influence on the victim design is minimal.

o Any side-channels such as power, EM or photon emission can be exploited exter-
nally.

e The measurement data corresponds to the actual observables, such as the actual
supply voltage, whereas internal measurements can only give estimates.

ol



4. CPAmap: Physical Design and Side-Channel Vulnerability

On the other hand, an internal attacker can exploit the following circumstances:

« Sensors are directly connected to the chip-level PDN and not hindered by board-
level decoupling capacitors or noise from other components.

o The internal attacker can acquire localized information, by placing multiple sen-
sors in different regions of the FPGA.

Considering those differences between an attacker with physical access and an FPGA-
internal attacker, we believe that a thorough evaluation of the internal attack capa-
bilities is a necessity for the further development of effective countermeasures for this
specific scenario, which is the aim of this contribution. More specifically, we investi-
gate the interaction between logically isolated partitions and analyze the success rate
of power analysis attacks in terms of the required amount of measurements for key
recovery w.r.t. the following physical design and mapping parameters of attacker and
victim modules:

o Global module placement, which includes intra-chip PV and the PDN asymmetry
across the chip

e Local primitive placement within partitions
o Inter-chip PV, analyzing different boards of the same type
o Heuristic Place-and-Route algorithms, through recompilation of bitstreams

Identical switching on the logical level causes different voltage noise, depending on the
physical mapping, which has been explored for internal measurements on FPGAs as
well [11, 14]. This dependency is due to the PV [67-69] and the runtime variations in
the PDN [11, 14] leading to differences in both how switching activity influences the
supply voltage and how the impact is observed in specific locations.

Our results on Xilinx Zynq XC7Z020 FPGAs show that the success of the attack
is very much dependent on the above parameters, with the amount of traces required
varying between a few hundred measurements and entirely unsuccessful attacks with
up to 100k traces. We confirm similar findings on a larger FPGA PCle accelerator
card based on the Xilinx Virtex-7 XC7VX690T-2 FPGA with up to 10M traces, by
performing experiments on a subset of parameters. The analysis implies that these
physical design parameters are just as critical to the design’s side-channel attack re-
sistance as actual countermeasures. The increase in the amount of traces required is
within the range of what some actual simple side-channel countermeasures are able to
achieve [25, 58, 70].

To verify the importance of physical design parameters for side-channel counter-
measures, we compare the side-channel vulnerability of a module protected by a hiding
scheme based on a power noise generator. In this setup, we demonstrate that not only
the vulnerability of an unprotected design, but also the effectiveness of countermeasures
highly depends on the physical design and mapping parameters.

In summary, our results expose the very complex dependencies between physical
design and side-channel vulnerability on a multi-tenant FPGA through a systematic
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analysis. This research can also lay a foundation for effective countermeasures, possibly
with zero overhead, based on specific restrictions for local and global placement of
trusted and untrusted modules as well as routing constraints.

In the next section we explain how traditional, external side-channel attacks are
mitigated as well as some novel existing countermeasures specific to the multi-tenant
FPGA scenario. Then, in Section 4.2 we explain the theoretical background behind our
evaluation methods. In Section 4.3 we detail our experiments and the hardware that
has been used. Section 4.4 presents the results of evaluating power analysis attacks
w.r.t the mentioned parameters, which are later discussed in Section 4.5. Finally, we
draw some conclusions in Section 4.6.

4.1. Existing Countermeasures against Power Analysis
Attacks

Researchers have proposed defenses for the specific scenario of a virtualized FPGA, but
we also want to briefly mention the major categories of classical SCA countermeasures.
Considering the secret data-dependent information within the measurement trace as
the signal which the attacker wants to acquire, most countermeasures aim to decrease
the SNR. This can be done by generating noise [71] or equalizing the data-dependent
power consumption of computations [57], thus hiding the sensitive information. Al-
ternatively, secret data can be masked with randomized data on the algorithmic level,
which classifies as masking [59]. Hiding schemes often make use of Dual-Rail Precharge
(DRP) logic to achieve power equalization [66] through duplication of the original cir-
cuit. In the context of DRP countermeasures on FPGAs, the high impact of placement
and routing variations is already well established albeit only with external attacks and
the use of measurement equipment in mind. The vulnerability of DRP schemes against
remote internal attacks is yet to be explored.

Specifically on FPGAs, researchers proposed to make use of Partial Reconfiguration
(PR) to mitigate side-channel attacks through temporal jitter [60] or, for example,
interleaving implementations of an AES S-Box [72]. In the context of multi-tenant
FPGAs in the cloud, offline scanning of user bitstreams has been proposed as a method
to detect and block fault and side-channel attacks already on a hypervisor level, before
the bitstream is being loaded to the FPGA [11, 24, 25]. This bitstream checking
approach, is also a contribution of this thesis and presented in Chapter 5. The success
of offline detection, however, depends highly on the provided signatures and may require
the user to give up on bitstream confidentiality towards a possibly untrusted hypervisor.

A hiding countermeasure based on a so-called Active Fence against on-chip SCA
is also one of the contributions of this thesis and explained in detail in Section 6.1.
The basic principle of that countermeasure is to equalize power consumption using a
fence for compensating voltage fluctuations between attacker and victim modules. This
fence is implemented as a row-by-row RO array, with the row activation depending on
either a sensor value for power equalization or a Pseudo-Random Number Generator
(PRNG) for noise increase. This countermeasure is in line with previous works on
randomly activated ROs for noise generation [70] and will serve as an example for
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a generic hiding countermeasure to evaluate the effect of physical design parameters
on protected designs in our work. We deploy RO arrays around the AES modules
which are randomly activated. The noise increase makes the attack more difficult and
increases the minimum amount of traces required. A more detailed description of this
experiment is provided in Section 4.2.4.

Although we do not propose a new countermeasure in this chapter, we highlight the
sensitivity of SCA attacks to various placement parameters for both trusted (victim)
and untrusted (attacker) modules, which will be important for further development
against side-channel leakage in the multi-tenant FPGA threat model. Our results
show that noise generation as a hiding countermeasure can have as much impact as the
exploration of the physical design space.

4.2. Theoretical Background and Methodology

For readers to understand our assessment methodology, we provide some necessary
theoretical background information in this section. Whereas the basic principle of
FPGA-internal voltage sensors has been explained in Section 2.6, we use an automat-
ically calibrated sensor variant in this work, which we detail in the next subsection.
Afterwards, we briefly explain, how we utilize the CPA attack on the AES to evaluate
attack success in terms of traces required for key recovery. In general, we perform
two kinds of experiments: First we evaluate the general impact of a noise generation
module based on ROs or toggling Flip Flops (FFs) on TDC sensors, then we assess
the actual CPA attack success on AES modules. This approach allows us to analyze
the general dependencies of module placement in the FPGA and SCA success before
investigating the complexity of the actual attack w.r.t. all physical design parameters.
In Section 4.4, we see how a simple correlation between the global placement and SCA
success can not be established, but we still can infer a relation between the results from
both types of experiments. Moreover, we show how a simple noise-generation coun-
termeasure performs under varying conditions to verify the importance of a thorough
analysis for mitigating SCA attacks. This exemplary countermeasure is described in
detail in the last subsection of this section.

4.2.1. Self-calibrating FPGA-internal Voltage Sensors

To perform estimated measurements of chip-internal supply voltage, we use sensors
based on TDCs, as explained in Section 2.6. These sensors are sensitive to process,
voltage, and temperature (PVT) variations [11, 73], with voltage having the most
influence during runtime.

It is usually not possible to know how long the path is supposed to be at design time,
since both intra-die and inter-die manufacturing process variation can be significant. In
previous works, the length of the total sensor needed to be adjusted in order to account
for process variations, or operating frequency [12]. We will show a design here which
allows calibration at runtime, such that the same bitstream works on multiple boards,
and can also be recalibrated to account for temperature changes. Here we specifically
show how they are implemented in Xilinx slices, which is similar from at least their
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Figure 4.1.: Principle of a delay line based on Xilinx LUT, FD, and CARRY4 elements [74].
In Fine Calibration, selectable entry points of the clock clk are shown to allow for
small adjustments of the total path length. The center slices use the output from
the Fine Calibration as the input to Coarse Calibration slices based on LUTs. In
Ezit slices, multiple bins of the delay line are routed to FF (FD) primitives as
the output values.

5th Generation to Ultrascale+ line. The design is made out of three types of FPGA
slices, that we show together in Figure 4.1.

In Fine Calibration slices, we allow the clock ‘clk’ to enter a Xilinx CARRY4 primi-
tive (c.f. [74]) at various depths of the delay line, by connecting it to all possible inputs
that can be selected with multiplexers. Since the clock tree is balanced before the
clock is connected to the CARRY4, the selection scheme allows for varying the path
length in small steps. CARRY4 elements are used since they are known to allow for
the smallest delays, which are about 12ps for one bit in a Xilinx 6-series FPGA [11].
Similar primitives are available in FPGAs of other vendors.

Coarse Calibration slices are fed with the output of Fine Calibration slices. In these
slices, LUTs are configured in a similar cascaded way as the CARRY4 elements in
Fine Calibration, but instead of the clock, they all get the output from fine calibration.
Please note that this can lead to some non-linearities since the signal does not anymore
benefit from the balanced clock tree, but needs to use standard FPGA interconnect
resources.

Exit slices follow the design of related work [73], in which CARRY4 primitives are
used again for their small delays. However, here we add FFs between the multiplexers,
which can then signal how far the clock could propagate through the path.

In the end, sufficient fine and coarse calibration slices need to be implemented, such
that the first FF in the exit slices does fail timing requirements significantly, since
typically high timing safety margins are applied in the timing analysis. The output
of the sensor can sometimes show a zero in between a row of 1’s, since the process
variations between the FFs can exceed the delay of one bit. Thus, so-called bubble
detection has to be applied, which essentially switches the position of the highest ‘1’
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Figure 4.2.: Generic schematic of an artificial noise generation grid based on ROs or toggling
FFs

with the ‘0’ that follows after it [75]. During runtime, the sensor can be automatically
calibrated by a state machine that checks the sensor output and adjusts coarse and fine
calibration stages accordingly. The target is usually that the sensor is in the middle of
the possible output range (e.g. 0-63), to be able to show both negative and positive
voltage differences.

Please note that in [73] it was suggested to use a phase-shifted clock at either entry
or exit, to adjust the effective path length instead of the presented approach with
calibration slices. We have also experimented with that, but got significant noise at
idle. We think that noise comes from having two separated clock trees for the two
clocks, and these clock trees getting affected with a different jitter.

4.2.2. Investigating the Impact of Global Module Placement

Initially, we want to evaluate the impact of switching voltage noise caused by modules
placed in different regions of the FPGA, which is modulated on the PDN and observed
by sensors in different locations. Thus, we employ variants of generic voltage noise
generators using ROs or toggling FFs. ROs are implemented using a single inverter
LUT with a feedback loop. To evaluate the effect of toggling FFs, we simply insert a
register into the feedback loop, which is clocked by an arbitrary PLL on the FPGA.
The ROs or FFs are deployed as synchronously enabled grids on the FPGA roughly
the size a regular AES module would occupy. A similar analysis has been done in [11],
which already showed some spatial dependencies of sensor placement and switching
activity, but without side-channel attacks in mind.

We outline the generic principle of our noise generation modules in Figure 4.2.
These noise generators are intended to model the switching activity caused by the AES
module, while eliminating the influence of local primitive placement. The amount of
the switching activity as well as the local placement of all FPGA primitives within the
noise generating modules is exactly the same for all modules. In addition, the local
primitive placement of the self-calibrating TDC sensors is always identical. Therefore,
any differences observed in the generated or sensed voltage noise can only result from
inter- and intra-chip PV as well as variations in the PDN structure.

The impact of these noise generation modules and the sensitivity of sensors can now
be analyzed by comparing sensor values with and without activated noise module. We
compare both average and variance of sensor values during the respective period, which
corresponds to 512 sensor samples each. In Figure 4.3 we show the impact of the FF
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Figure 4.3.: Raw traces (grey) and average (red) over 30 different sensors for 1024 sample
points with noise module activation after 512 samples

based noise generation grid on 30 different sensors (grey) and the average of all 30
sensors (red) on our experimental platform. A significant drop in the average sensor
value from pio512) to ps12,1024) is clearly visible after the FF toggling is activated at
512 samples. Albeit not clearly visible in the figure, a variance increase after toggle
activation can be measured as well. We define a measure of impact or sensitivity
(depending on the perspective of either noise generators or sensors) as the absolute of
the subtraction 0* = |,LL[()7512) — M[51271 024)‘ for the average or 0% = |O'[07512) — 0'[51271 024)|
for variance respectively.

4.2.3. Investigating Side-Channel Vulnerability through CPA
Attacks on AES

To evaluate the impact of physical design parameters on the side-channel vulnerability,
we employ a classical CPA attack [38] as explained in Section 2.3. We assess the attack
success, by determining the minimum amount of traces required for recovering the first
key byte of the last AES round key. If an attacker is able to recover only a single key
byte or even 50% of the secret AES round key, the remaining key space is of course
still too big for an exhaustive search. However, our goal is to analyze the general
impact of design space parameters on side-channel vulnerability without considering
a practical attack in a real-world scenario. For comparing the amounts, we define an
exact measure for a successful key recovery: First, we determine the sampling point ¢,,.x
with the highest overall correlation, which most likely corresponds to the point in time
when the last encryption round is computed. As defined in Section 2.3, we consider
an attack successful, if the correlation for any of the 8 bits in t,,,, for the correct key
guess is larger than 1.5 times the second-highest correlation value or smaller than 1.5
times the second-smallest correlation value.

57



4. CPAmap: Physical Design and Side-Channel Vulnerability

2l

R ES

Figure 4.4.: Floorplan of our rudimentary example countermeasure based on a randomly ac-
tivated array of ROs (yellow) around the AES module (blue).

4.2.4. A Simple Noise-Generation Countermeasure

To evaluate the impact of physical mapping on SCA mitigation, we employ a hiding
countermeasure based on previous works [25, 70|, which artificially increases the circuit
noise using ROs. An array of ROs is mapped layer-by-layer around the AES modules
and the amount of activated layers is determined randomly during encryption. In Fig-
ure 4.4 we show the floorplan of the countermeasure around a single AES partition as
seen in the Xilinx Vivado design software. Activating a higher amount of ROs causes
the supply voltage to drop, whereas deactivation of RO layers raises the supply volt-
age. Thus, the RO array creates randomized voltage fluctuations over the fluctuations
caused by the AES module. Consequently, the attacker needs a higher amount of traces
to recover the secret key due to the worse SNR. In Section 4.4, we show how physical
design mapping parameters impact this countermeasure to motivate their importance
not only for future but also for existing attempts at mitigating SCA.

4.3. Experimental Setup

As mentioned before, we perform two different kinds of experiments on our evaluation
platform. In the first subsection, we provide details about the platform itself, whereas
the experiments are explained in the following two subsections.

4.3.1. Platform

For our experiments, we use the Pyng-Z1 board from Digilent, which is based on a
Xilinx Zynq XC7Z020-1CLG400C. This SoC consists of Artix-7 based Programmable
Logic (PL) together with a dual-core ARM Cortex-A9 processor. The board is capable
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Figure 4.5.: Picture of one of the four boards encapsulated in a metal case inside an ordinary
household refrigerator. Three cables coming out of the case are USB, Ethernet,
and Power.

of running a Linux system from an SD card on the ARM core, which allows easy
interaction with the PL and fast sampling of sensor values through an AXI interface
directly onto the SD card. We run our experiments on four different Pyng-Z1 boards
to estimate the impact of inter-chip PV. During sampling, the boards are encapsulated
in a metal casing inside an ordinary household fridge (c.f. Figure 4.5), to minimize
environmental impact of temperature and electromagnetic radiation. Moreover, we
repeat any experiment twice and the first result is discarded using only the second
result for evaluation to minimize the differences in actual chip temperature. We also
perform experiments on the ADM-PCIE-7V3, a Virtex-7-based PCle accelerator card,
where sensor values are sampled through the PCle interface onto the host computer
directly. As our objective is to confirm the generality of trends, we only evaluate a
subset of the previously elaborated design space parameters on this larger platform.

4.3.2. Evaluating the Effect of Global Placement

Initially, we attempt to investigate the general influence of the locations of both cryp-
tomodule (victim) and sensor (attacker), by performing measurements as explained in
Section 4.2.2 for 50 different locations. A floorplan of our evaluation design for the
Pyng-Z1 board as seen in the Xilinx Vivado design software can be examined in Fig-
ure 4.6a. In each of the 50 designated locations, we place a self-calibrating TDC sensor
next to an FF-based noise generation grid next to each other. The size of the grid is
chosen to correspond to the size of the AES module implementation we use in later
experiments. Several multiplexers, which are controlled by registers from the ARM
core, allow the activation of a specific sensor/FF grid combination to evaluate all 2 500
possible combinations. For a specific combination, we measure either 6%, or 07, where
0* and 07 are defined as in Section 4.2.2 and s and n correspond to the sensor and
noise generator locations as presented in Figure 4.6a respectively. We examine which
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(a) Floorplan of our placement impact evaluation (b) Floorplan of our attack success evaluation de-
design on the Pyng-Z1. sign on the Pyng-Z1.

Figure 4.6.: Floorplans of our evaluation designs as seen in the Xilinx Vivado Design software
for analyzing the impact of global placement on the entire FPGA and assessing
the attack success on four by four different sub-locations.

sensors show the most sensitivity to all noise generators as well as which grid modules
generate the largest impact on all sensors.

Thus, all 2500 possible combinations are activated one by one and for each noise
generator location i = {0, 1, ...,49} we compute the total impact caused by noise gen-
erators on either sensor average or variance, I*(i) or 17(i) as the sum of all impact
values caused by the FF grid in that location. Likewise, for each sensor location
i = {0,1,...,49} we compute the total sensitivity based on sensor average or sensor
variance, S*(i) or S?(i), as the sum of the sensor’s sensitivity in that location to all
FF grids. More specifically, the total impact and total sensitivity values are defined as
follows:

o Total sensitivity based on sensor average of a sensor at location #:
49
H(5) — 1
SH(i) = Z 5i,k
k=0
» Total impact based on sensor average caused by a noise generator at location i:
49
B(7Y — i
I"(i) = Z 5k,i
k=0
o Total sensitivity based on sensor variance of a sensor at location i:

49
S7(i) = > 7k
k=0

60



4.3. Experimental Setup

o Total impact based on sensor variance caused by a noise generator at location i:
49
g (s S ag
17(i) = Z 5k,i
k=0

These four total impact and total sensitivity values I#/?(i) and S*/“(i) are measured
1000 times and averaged to finally acquire a map of locations on the FPGA fabric with
their respective capability to sense or generate voltage noise.

4.3.3. Evaluating Attack Success

To assess the attack success on the Pyng-Z1 we evaluate CPA with up to 100k mea-
surement traces as explained in Section 4.2.3. For evaluation of the parameter impact
on a protected design, we collect up to 500k traces with the enabled hiding counter-
measure described in Section 4.2.4. On the ADM-PCIE-7V3 the attack is more difficult
in general, which is why we collect up to 10M traces for each parameter selection on
that platform.

The AES core implements a block cipher encryption with a 128-bit key length and
takes around 580 LUTs (= 1% of all LUTs on the Pyng-Z1) on our Xilinx 7-Series
FPGAs. The module uses a 32-bit data-path, so 4 bytes are computed simultaneously,
and one round takes 5 clock cycles to complete. The four S-Boxes are implemented in
logic and not, for instance, as a lookup table in BRAM. We always operate the AES
encryption at a frequency of 25 MHz, whereas the attacker sensor samples at 100 MHz.

Since the amount of data we would require to evaluate all possible 50 x 50 locations
from the initial impact experiments would exceed multiple terrabytes for only a single
local placement or board, we restrict the attack evaluation to four different sensor
locations and four different AES locations. This restriction results in four by four CPA
results. The choice of locations is rather arbitrary but with the results of the previous
experiments on global placement in mind, choosing sensor and AES locations which
are more sensitive or have a larger impact on the voltage fluctuations. Figure 4.6b
shows the selected locations on the FPGA floorplan for the Pyng-Z1.

We extend the experiment to four different boards and four different local placement
strategies, to explore the effects of PV and local placement of the primitives within
the AES module. The different placement strategies to explore the impact of local
placement of FPGA primitives within each AES module are selected from the available
options in the Xilinx Vivado design software:

Default strategy

Optimize for performance

Optimize for area

Optimize for power consumption

After compiling the design with a selected placement strategy, the placement con-
straints for one AES module are saved and replicated to the other four AES locations.
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Design parameter Available parameter choices

Inter-chip PV Board A Board B Board C  Board D
Sensor location 0 7 30 28

AES location 0 30 42 46

Local primitive placement Default Performance Area Power

in AES modules settings  optimized optimized optimized

Table 4.1.: Overview of our design space exploration, leading to 256 experiments on the suc-
cess of CPA on AES.

Then, we recompile the design for evaluation with default settings but applying the
placement constraints of one of the four strategies on the AES modules.

In total, this gives us 256 experiments, which we can then analyze w.r.t. the influence
of each parameter on the success of the attack. An overview of the entire considered
design space is given in Table 4.1, with the global location identifiers corresponding
to the assignments in Figure 4.6a. Additionally, we evaluate the effect of routing
variations by recompiling the design with identical placement constraints on the AES
modules. On the ADM-PCIE-7V3, we evaluate only a single board and the default
local placement strategy, varying the global sensor and AES placement parameters,
which leads to 16 experiments on that platform.

If not explicitly defined otherwise, we always attack the first round key byte of the
last AES encryption round with the default key used in the examples in the appendix
of the NIST AES specification [37], where the correct hexadecimal value of the key
byte is 0xD0. As an example, we also show results for the second round key byte on
only a single board in the appendix in Appendix B. The random plaintexts used in
the attack are identical and issued in the same order for each experiment.

4.4, Results

In this section, we present the results of our experiments, which are later discussed in
Section 4.5. We start with presenting the measurements from evaluating the impact
of noise modules on sensors in various respective locations, followed by the results of

CPA on AES in different setups.

4.4.1. Effect of Global Placement

Here we show the results of performing measurements as described in Section 4.2.2 and
Section 4.3.2 to evaluate the influence of voltage noise generators on voltage sensors
in different respective locations on the chip. Through these measurements we intend
to identify locations that generate a high amount of voltage fluctuations (as a source
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of information leakage) as well as locations that are more sensitive to them (as a sink,
for a potential attacker sensor). The initial motivation is to be able to correlate the
results with the CPA attack success evaluation, as presented in the next subsection.
Although we are unable to actually present a direct correlation, we can still identify
some connections between the results of the two experiments, which is why we present
both of them in this work.

We measure all four variants of the total impact and total sensitivity 7*/7(i) and
SH/7(7) as defined in Section 4.3.2 of all 50 locations on two different boards. In Fig-
ure 4.7a, we see how all noise generation grids cause a specific distribution of sensitivity
of the sensor average S* (i) for each sensor location ¢ on the FPGA fabric. On the other
hand, we show in Figure 4.7b the impact [*(i) on all sensor average values caused by
each toggling FF grid location ¢. In all figures, the color scale, which is logarithmic, re-
flects the sensitivity of the sensor location or the impact of the noise generator location
respectively: A higher sensitivity or higher impact is red, whereas lower sensitivity
corresponds to a green color. The actual impact/sensitivity values have no specific
meaning and are therefore omitted in the diagrams. The locations in the figures corre-
spond to the respective locations as presented in Figure 4.6a in Section 4.3.2.

When considering the impact and sensitivity values /9(i) and S?(i) based on the
variance of the sensor measurement presented in Figure 4.7c and Figure 4.7d, we observe
almost no difference in the total impact 17(7) caused by each noise module at location i,
but quite a few differences in the total sensitivity of each sensor to all noise generators
S(1).

We also evaluate the impact and sensor sensitivity values based on sensor average
and sensor variance on a second board of the same type. The results, which can be
found in the appendix in Appendix B, are consistent with the ones obtained on the
first board: Again, the spatial distribution of the total impact caused by each noise
module is very similar to the results on the first board, whereas the distribution of the
sensor sensitivity differs significantly.

From these initial experiments, we can identify sensor locations, that seem to be
more sensitive to the voltage fluctuations in general, such as location 46. However,
the location sensitivity is not fixed across boards, since locations 20 and 49 are rather
insensitive on board A, but much more sensitive on board B. Moreover, sensitivity
depends on the measurement method, as the impact on sensor average has a different
distribution than the impact on sensor variance. On the other hand, we observe very
similar distributions of the impact caused by noise generators in specific locations,
where location 0 is the strongest across boards and even with different measurement
approaches.

In conclusion, the sensitivity of specific sensors seems to be predominantly defined
by inter- and intra-chip PV and the asymmetry of the PDN across the chip, whereas
the impact of switching activity on the supply voltage depends mostly on the noise
generator location.

We present in the next subsection that CPA attack success seems to be correlating
with neither sensor sensitivity distribution nor noise generator impact distribution.
This is due to the high impact of local primitive placement when replacing the noise
generators with the actual AES encryption modules. However, we are able to draw
some conclusions from the attack success w.r.t the global AES module placement.
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(d) Impact based on sensor variance I°(i) caused
by noise generation grids in different locations
1.

: Influence of global placement of FF-based noise generators and TDC sensors
evaluated and averaged over 1000 measurements on board A. Locations that
are colored orange/red correspond to sensors that are more sensitive or noise
generators that cause a higher impact respectively. Green colored locations are
less sensitive or cause less impact.
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AES module locations
0 30 42 46 0 30 42 46 0 30 42 46 0 30 42 46

Sensor locations

49.6 57.4 44.6

Board D Board C Board B Board A

Performance Area

Placement optimization strategy

Figure 4.8.: Minimum amount of traces (x1000) required with different placement strategies
for all possible combinations of AES and sensor location on four different Pynq-
71 boards. Red colored cells correspond to combinations where an attack is easy,
green colored to parameters resulting in a difficult attack. A value of 100k means
that we were unable to recover the key with 100k traces.

4.4.2. Attack Success Evaluation on an Unprotected Design

The main part of our experiments is the assessment of CPA success on AES in all 256
scenarios, as explained in Section 4.3.3. As mentioned in Section 4.3.3, we choose a
subset of four locations, which are shown in Figure 4.6b for sensors and AES modules
out of all 50 locations from the previous experiment on voltage noise impact. The
choice of locations is partially based on the results of the previous experiments. We
include locations of interest such as location 0, which caused the highest impact on all
sensors in the experiments in Section 4.4.1, and select the rest arbitrarily, but further
apart to reasonably evaluate the global mapping impact.

In Figure 4.8 we present all results of performing CPA on four different boards,
four different local placement strategies and the four by four possible combinations
of sensor and AES location. The table cells are colored according to the SCA success
assessment: Less amount of traces required corresponds to a more vulnerable setup and
is thus colored in a red tone, whereas a higher amount of traces is marked green, to
indicate less vulnerability. We note again that only attacks with up to 100k traces have
been evaluated, therefore all values of 100k indicate an unsuccessful attack with 100k
measurements. First, we notice that despite attacking the same byte of the last AES
round key, despite the identical random plaintexts and despite our extensive efforts
to eliminate fluctuations in environmental parameters, the difference in the required
amount of traces is remarkably up to 500x.
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AES module locations

0 30 42 46 0 30 42 46 0 30 42 46 0 30 42 46
53.3 78.
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Sensor locations
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Figure 4.9.: Minimum amount of traces (x1000) required on recompiled designs to analyze
the effect of routing randomization. Red colored cells correspond to combinations
where an attack is easy, green colored to parameters resulting in a difficult attack.
A value of 100k means that we were unable to recover the key with 100k traces.

We note that the routing randomization impact is by no means a negligible effect
from a security perspective. Since we are only able to fix the primitive placement in
our implementations, a recompilation causes the Vivado Design software to re-route
certain nets. Figure 4.9 presents the results of evaluating CPA on recompiled bitstreams
under the same parameter variations as before. Although the previously discovered
dependencies are still valid, the overall results differ quite significantly. These results
show the significant impact of local placement and routing on the security of the module
in terms of SCA vulnerability.

Next, we try to extract dependencies between the four given parameters (board,
global placement of AES, global placement of the sensor, local placement strategy) and
the attack success. Therefore, we also average the results across different dimensions
and also across the results from original and recompiled bitstreams, which is presented
in Table 4.2.

In the following, we summarize and discuss the major observations from the exper-
iments:

o The local placement strategy of the AES modules seems to have the strongest
influence on the attack success, although the difference in required traces is only

a little more than 2x for default and area-optimized placement.

e The board parameter, which corresponds essentially to the inter-chip PV, shows
that board A, which is also the oldest board, is the most vulnerable of the four.
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Overall average 42.6
Local placement strate Default Perf. Area Power
p 8y 26.5 47.1 56.4 40.2
Sensor location 0 7 30 28
51.5 48.1 44 .4 60.1
. 0 30 42 46
AES location 37.4 59.9 58.7 481
A B C D
Board 37.1 58.8 50.1 58.1
" . adjacent non-adjacent
Attacker-victim distance - 404

Table 4.2.: Averages over the minimum amounts of traces (x1000) required for a successful
attack across all other dimensions and both original and recompiled design, when
considering only specific design space parameters.

o Considering the global sensor location on the FPGA fabric, we see that it seems to
be the least important parameter. We are unable to deduct a board-independent
sensor location that has the best or worst attack success, when averaging over all
other parameters.

o Although the impact of the global AES location on the FPGA fabric is not strong
either, we determine location 0 to be the most vulnerable one on average. This
concurs with the results of the previous experiments in Section 4.4.1 on volt-
age noise impact depending on global module placement, from which location
0 is expected to be the most vulnerable. However, when applying the power-
optimized local placement constraints, location 0 seems to be actually one of the
less vulnerable ones.

o Regarding the design distance, attacks are not necessarily easier, when the at-
tacker design is placed closer to the victim design. In the last row of Table 4.2,
we compare the attack success for adjacently and non-adjacently placed AES
modules and sensors. We see that in fact attacks are slightly easier on average
between the non-adjacent locations.

As the differences in the independent results in Figure 4.8 and Figure 4.9 reach up
to 500x, we conclude that combinations of multiple design space parameters need to
be considered in order to eventually improve security in a multi-tenant FPGA. When
considering the location of the AES module, we see that for a specific local primitive
placement strategy, we are clearly able to infer a less vulnerable and a more vulnerable
location across different boards. The most definite example would be the AES location
30, which is the least vulnerable for all boards when placed with the performance or
area optimizing strategy. In the same way, we see how location 0 is most vulnerable,
when using performance-optimized mapping.

In general, a dependence of CPA success on the global placement can only be iden-
tified w.r.t. a specific local placement strategy. However, we can draw some general
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AES module locations
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Figure 4.10.: Minimum amount of traces (x1000) required for all possible combinations of
AES and sensor location on a Virtex-7-based ADM-PCIE-7V3 accelerator card.
Here, a value of 10M means that we were unable to recover the key with 10M
traces.

conclusions from the evaluation of the 50 x 50 locations in the previous subsection. In
those experiments, the sensitivity of a specific sensor location was very different across
boards, whereas the impact of a specific noise generation module was very similar. This
initial result is reflected in the results in Figure 4.8, Figure 4.9 and Table 4.2 where
the location of the AES module is more critical to the attack success as, for example,
the board-independent low vulnerability of the AES module in location 30 shows.

We want to mention that results are also different, if we attack another AES round
key byte. This is expected in our setup, as the implemented AES module uses four
independently placed S-Boxes. For the amount of traces required in a successful CPA,
however, the placement of S-Box and state register is critical. Attacking a different
byte is thus equivalent to attacking a different local placement. In the appendix, we
exemplarily show the results on attacking the second round key byte instead of the
first one on only a single board.

Finally, we present results of evaluating attack success on the Virtex-7-based ADM-
PCIE-7V3, to confirm our findings on design parameter impact on SCA vulnerability
across different platforms.

The attack is generally harder on the ADM-PCIE-7V3 which could be due to various
reasons, such as a more stable power supply or the hierarchical layout of the larger
FPGA with different clock regions. Thus, we need to collect up to 10M traces for an
adequate comparison of the required amount of traces for a successful CPA. However,
our key observation — the significant impact of design space parameters on side-channel
vulnerability — is clearly visible in the results on this platform as well. In Figure 4.10,
we see again differences in the minimum amount of traces required for a successful
attack of more than 100x, depending on the global placement parameters only. An
AES module in location 30 can be attacked by a sensor in location 30 with only 90k
traces, whereas other combinations are not vulnerable with up to 10M traces.

4.4.3. Impact of Physical Design Parameters on SCA
Countermeasures

Last but not least, we implement a noise-generation-based hiding countermeasure, as
explained in Section 4.2.4, and evaluate the success of attacks on a protected design
on board A. To acquire comparable results, the countermeasure is implemented in a
way, that allows to disable the noise-generating RO array without recompiling the
bitstream. First, we need to evaluate the unprotected modules again as we cannot
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AES module locations
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Figure 4.11.: Minimum amount of traces (x1000) required for a successful attack on board
A without the RO-based countermeasure enabled.
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Figure 4.12.: Minimum amount of traces (x1000) required for a successful attack with up to
500k traces on a design protected by our simple RO noise generator on board
A. Blue cells reflect setups where up to 500k traces are required. Here, a value
of 500k means that we were unable to recover the key with 500k traces.

compare the protected implementation with the previous results due to the changes
to local placement and routing introduced by the countermeasure. The results of the
baseline evaluation are presented in Figure 4.11. As expected, the results differ from
the previous experiments but are well within the expected range.

Next, the countermeasure is enabled and up to 500k traces collected to account for
the increased attack difficulty. Figure 4.12 shows the attack success of CPA on the
protected AES modules. We observe an expected significant increase in the minimum
amount of traces required for a successful key recovery, in many setups the design
cannot be attacked even with 500k measurements. However, whereas in some config-
urations the countermeasure can raise the amount of traces required by a factor of
over 260x, in other settings the increase is only minimal. For a very small subset of
the physical design parameters, the amount of traces even decreases with the enabled
countermeasure.

These results clearly show that the effectiveness of SCA countermeasures are greatly
influenced by physical design and mapping parameters. Although hiding countermea-
sures come with significant area and power overhead, by carefully considering the im-
pact of local and global mapping, one can achieve similar level of protection with
virtually zero-overhead. From a different perspective, neglecting the effects of physical
design can significantly hinder the success of such explicit countermeasures.
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4.5. Discussion

After reporting our results in the previous section, we would like to discuss them and
carve out consequences for secure virtualization and multi-tenancy of FPGAs in this
section.

4.5.1. Impact of Physical Design Parameters on Side-Channel
Security

The most important conclusion to draw from our experiments is the importance of
physical design parameters w.r.t side-channel vulnerability. We observe significant
differences in the minimum amount of required measurements to successfully recover the
secret AES key. On our experimental platforms, we are sometimes able to recover the
key byte with only 200 traces, whereas other parameter settings prevent key recovery
even with 100k traces. Those differences are well within the range of some side-channel
countermeasures, making physical design mapping almost as critical.

Experimenting with an exemplary noise-based hiding scheme shows how critical the
dependence on mapping parameters actually is. We reach an increase in the minimum
amount of traces required for key recovery by more than 260x in some cases, whereas
in other setups the countermeasure does not help at all to prevent side-channel leakage.
Researchers already pointed out the importance of placement and routing for specific
masking countermeasures [59], but our systematic analysis shows its general impact,
especially in the context of FPGA-internal attacks.

The presented results demonstrate the high influence of local placement and routing
on the SCA vulnerability of victim modules. This is also the reason, why a surro-
gate model of the module activity based on the global placement on the FPGA fabric
(represented by noise generating modules in the first set of our experiments) does not
correlate with the success of CPA on AES modules for actual key recovery attacks. A
challenge to the research community will be to investigate physical design and mapping
from a side-channel security perspective.

Our evaluation of attack success on a data-center scale Virtex-7 based device proves
the impact of design space parameters on larger FPGAs as well. Moreover, we observed
how the layout and organization of the larger fabric further increases the design space
and thus the variation in side-channel vulnerability. Modern high-end FPGAs are
often composed of multiple dies, where side-channel attacks have been shown to be
still possible [76]. However, those multi-die chips add another design space parameter
to be considered.

Without extensive vendor knowledge, we are unable to determine the exact param-
eters and characteristics of the underlying FPGA architecture and hardware, which
lead to the observed effects. Nevertheless, we assume two causative factors: The PDN
design is non-uniform across the chip, which leads to differences in the impact of cur-
rent draw on the supply voltage, and the mapped user logic components are subject to
intra-chip PV. Both factors, on one hand, impact the sensitivity of sensors in different
locations and, on the other hand, lead to differences in the voltage traces caused by
modules in different locations. However, a thorough knowledge of the architecture and
underlying hardware is reserved to the vendors. With some FPGAs being actively
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reverse-engineered by a growing community, we may be able to unveil dependencies
between specific placement and routing and side-channel vulnerability, despite the lack
of knowledge about the underlying PDN architecture.

4.5.2. Possible Countermeasures based on Physical Design
Parameters

Our results do not necessarily only introduce a new problem to the area of defending
against on-chip side-channel attacks, they may be also useful in developing new coun-
termeasures. We may be able to leverage the high influence of placement and routing
to optimize algorithms for security.

Countermeasures based on design space parameters on both hypervisor and user
side will require thorough, per-device analysis. This surely requires — depending on the
device size and the approach — a significant amount of effort and time.

A possible approach could be built on three steps:

« First, a hypervisor generates multiple local placement mappings for a specific
cryptomodule.

e Then, for each mapping of the module, a global analysis determines regions,
which are less vulnerable to side-channel attacks. Evaluating actual attacks for
all possible combinations is hardly feasible. However, in future works we may
be able to identify an adequate model similar to our noise generator approach in
Section 4.3.2, which can assess side-channel vulnerability in less time than a full
attack.

o Nevertheless, in the third and final step, using the results for improving side-
channel security on a specific FPGA comes at zero overhead. On the hypervisor
side, a global map of secure locations and precompiled cryptocores can be provi-
sioned, which can be deployed by the user as a building block in security-critical
applications.

This approach could improve security without requiring any additional area or re-
sources of the FPGA and can be used in combination with other well-known SCA
countermeasures [57, 59, 60, 66, 71, 72].

All in all, our contribution points out an important aspect of the development of
countermeasures against side-channel attacks in virtualized multi-tenant FPGAs.

4.6. Conclusion

In this chapter, we thoroughly analyze the impact of physical design mapping param-
eters in multi-tenant FPGAs on the success of SCA attacks. The results of more than
256 experiments with CPA attacks on an AES FPGA implementation with up to 100k
measurement traces reveal differences in the required amount of traces for key recovery
of up to several hundred times. We show that the attack success depends on where at-
tacker and victim modules are placed on the FPGA, how exactly the primitives within
the module are locally placed, and on chip-to-chip variation.
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Moreover, our experiments on modules, which are protected by a noise generator
hiding scheme, prove that SCA countermeasures can be more or less effective under
certain design mappings. Consequently, those parameters are of great importance when
implementing protected cryptographic designs in multi-tenant FPGAs.

However, our analysis does not only introduce a new aspect to the application of
SCA countermeasures on virtualized FPGAs, but may also be a starting point for
future works on hiding leakage through design mapping only. Such countermeasures
would come at zero overhead and would provide a valuable asset in securing multi-
tenant FPGA access against internal side-channels. On the other hand, neglecting
such device and physical design dependencies can compromise security of virtualized
FPGAs in the cloud.
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This work on a proposed bitstream checking scheme to find malicious signatures has
been published in [22] together with Dennis Gnad and Mehdi Tahoori.

In the previous chapters, we explore the extent of remote fault and side-channel
attacks on multi-tenant FPGAs. Here, we first discuss a practical countermeasure to
mitigate the threat, expecially in the cloud-computing scenario.

On one hand, it might be possible to change the hardware architecture of the FPGA
itself, such as separating the FPGA fabric into blocks of individually powered voltage
islands. Fault attacks can be detected with the high-speed voltage sensors we described
in Section 2.6. On the other hand, the hypervisor can be made responsible to only
allow the programming of benign bitstreams to the FPGA fabric, by checking them
before loading, similar to antivirus software checking binary executables. Existing
work already mentioned that partial configuration bitstreams might require checks as
a safety measure, to prevent dangerous configurations that cause short-circuits [77].
Two security related works did also briefly express the idea of checking bitstreams
for malicious circuits as a countermeasure to their attacks [10, 14]. Since architectural
changes are expensive, require a new chip generation, and sacrifice flexibility, it is crucial
to follow the path of bitstream checking, without overly restricting benign designs.

Hardware trojans are a related security issue, where malicious logic can be hidden
in an otherwise legitimate design. Typically, they get introduced into ASICs by having
access to a specific part of the IC design or manufacturing phases, which can be on
netlist or layout level [78]. By contrast, a malicious design on a multi-tenant FPGA
is not integrated into the existing victim circuit, but implemented as a completely
separate design with no signal connections. Thus, hardware trojan detection counter-
measures [79] are not suited in the given scenario. Functional trojan detection fails to
identify a malicious design without logical connections. On the other hand, detection
methods based on power analysis require a golden reference design for comparison,
which does not exist for an arbitrarily mapped multi-tenant FPGA.

In this chapter, we propose a methodology to check FPGA bitstreams for patterns of
malicious structures, which we call signatures in analogy to computer virus signatures.
By extracting a technology-mapped netlist graph from existing bitstreams, we check
for combinational and sequential circuits that are of high risk to become a security
threat. Our work is orthogonal to existing methods for hardware trojan detection,
such as [80], as we focus on potential threats on the electrical level from logically

73



5. Bitstream Checking for Secure FPGAs in the Cloud

isolated designs. We present experimental results from implementing specific subsets
of our methodology on Lattice iCE40 FPGAs and evaluating our bitstream checker on
a magnitude of benchmark designs as well as on reference designs, reproducing attacks
from previous works. Finally, we discuss to which extent the imposed limitations affect
benign designs, and what are the possible next steps to decrease these limitations
without sacrificing security.

Together with proper isolation measures on the logical level [44, 81] and hardware
trojan countermeasures [79], our methodology contributes to enable sub-chip virtual-
ization of accelerators in the cloud and other systems. To demonstrate the feasibility
of our approach, we extend the existing attacks and reproduce them on Lattice iCE40
FPGAs, and discover more fundamental properties of potential attacker designs. Fur-
thermore, evaluating our bitstream checking methodology on a subset of legitimate
benchmark designs from different collections proves that the proposed security-related
restrictions are practical. We analyze designs from the TWLS 2005 benchmarks [82]
and the Verilog-to-Routing (VTR) benchmarks [83, 84] as well as a RISC-V processor
implementation [85] and a LEON3 processor design [86]. All the evaluated benchmark
designs do not exhibit properties that would identify them as potentially malicious.
Our extensions to the existing tools and new implementations are available online.!.
We can summarize all our contributions as follows:

o Description of fundamental signatures of designs that can be used in side-channel
or fault attacks on the electrical level

o A generic bitstream checking flow to detect those signatures using static as well
as dynamic analysis methods

o Implementation of previously known attacks on Lattice iCE40 FPGAs

o FExtended investigation of attacks, which make use of FPGA primitives, that
have not been explored in previous works, and can evade detection by previous
bitstream checking algorithms [23]

e A thorough evaluation of our methodology on a large set of benchmark and
attacker designs, showing the feasibility of our method

The remaining chapter is structured in the following way: In Section 5.1, we sum-
marize the possible attack scenarios based on the respective related work. Section 5.2
details various signatures that we find eligible for fault injection or side-channel attacks.
Subsequently, we reproduce the known attacks in Section 5.3.1. Our experimental setup
is presented in Section 5.3, and we show the results of evaluating our bitstream checker
on benign benchmark designs and attacker designs in Section 5.4. Finally, we draw a
conclusion in Section 5.5.

5.1. Existing Attacks and Related Methods

In Section 2.6 we already explained some basic concepts of remote fault and side-channel
attacks in FPGAs. Here, we provide further background information on the basics of

Thttps: //cdnc.itec kit.edu/MaliciousBitstreams.php
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1) Voltage Drop-based Fault Attack

FPGA logic controlled logical

by Attacker isolation Victim FPGA/CPU

2) Measure Voltage for Side-Channel Attack

Figure 5.1.: Summary of the two voltage-based threat categories in a system with shared
FPGA logic, as an overview over the previous works [10, 12-14]

existing attacks, which have been used to extract basic signatures for threat detection.
An overview on the different threats ins systems with shared programmable logic is
provided in Figure 5.1. Note that more recent attacks, such as the one we present
in Section 3.1, can evade detection by the approach presented in this chapter, and
would require to adapt the signatures. However, the general methodology to extract
metadata from bitstreams and detect threats based on specific properties is still valid.

5.1.1. Fault Attacks

Since the most effective way to cause a voltage drop from within an integrated circuit
is to cause a high change in current within a short time interval (dI/dt), this behavior
was exploited in a Denial-of-Service attack to crash FPGA and FPGA-SoC devices [10]
and also used to inject faults into an AES hardware module on a shared FPGA [13].

Ring Oscillators (ROs) can have a very high toggling frequency, and thus require
a high current in a short time frame, since every change from 0 to 1, or vice versa,
requires electrical current for charging and discharging the respective transistor gate
capacitances. These ROs can be implemented in large quantities using programmable
resources on the FPGA fabric. In the top part of Figure 5.2, we show how a Lookup-
Table (LUT) can be re-used to implement an inverter with enable gate as a combina-
tional cycle (or loop?). By using many LUTs, a whole array of ROs can be implemented,
as shown in Figure 5.4. While the ROs are enabled, they internally oscillate at their
own frequencies fro-internal0 --- fRO-internal, N, depending on physical variations.

On top of that, it is required to start and stop the ring oscillators at specific fre-
quencies, defined through fioegre. This fioegle is necessary, since causing a single high
voltage drop alone was shown not to be sufficient to crash the FPGAs [10]. Due to the
complexity of RCL networks and voltage regulators, specific toggling frequencies for
a large RO array can impact the power supplies severely, and finally lead to crashing
a full FPGA, or a complete SoC that contains the FPGA fabric [10]. A more precise
selection of RO grid activation parameters also allows fault injection into cryptographic
implementations of another user on the same FPGA, which was shown in [13] on an
AES implementation.

2In correct graph theory terms, a loop is only a single node connected to itself
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It was shown that partial reconfiguration of erroneous bitstreams can cause short cir-
cuits on FPGAs at runtime, which is a suitable method to cause unexpected behaviour
and attack an FPGA based system [77]. An attacker can craft a specific bitstreams,
where two multiplexer inputs are connected to a LUT output at the same time, and
activate the short circuit at runtime to inject faults. The authors already explained a
software implementation of a bitstream scanner, included with their ReCoBus-Builder
tool chain, which allows detecting this kind of short circuits, which can be activated at
runtime, in corrupted bitstreams.

Since the development of our approach, many further designs for injecting faults
have been proposed. We discuss the most recent attacks in Section 7.2.1 and also
provide a comprehensive overview on attacks and countermeasures at the end of this
thesis.

5.1.2. Side Channel Attacks

In addition to causing voltage-based faults, ROs can sense voltage fluctuations. Fig-
ure 5.2 shows the principle of how FPGA lookup-tables (LUTS) are used to implement
ring oscillators. Their output signal can be connected to a counter, to measure how
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often the ring oscillator toggles in a specific time frame. Since the speed of the RO
is voltage dependent, its output value gives an estimate of the voltage level inside the
FPGA [68, 87].

If the feedback loop a of the RO is a sufficiently long wire, as shown in Figure 5.3,
the RO frequency can be affected through EM crosstalk by an adjacent long wire b,
leading to information leakage. Using this principle, a logic state in a long wire that
carries secret information can be estimated in the receiving long wire through the num-
ber of toggles in the ring oscillator [88, 89]. The complete data transfer scheme through
EM effects is depicted in Figure 5.3. Although we continue considering this as a prob-
lem, one should note that a distance of just a few interconnect wires already prevents
this type of side channel [89], and thus applying common recommendations provide a
sufficient countermeasure, for instance in the Xilinx Isolation Design Flow [81].

The sensor we present in Section 2.6, which is based on a Time-to-Digital Converter
(TDC) [73], can sense voltage fluctuations much faster, up to typical circuit speeds.
We show the principle of this sensor again in Figure 5.5, which is based on routing
the clock signal through a chain of buffers. In an FPGA, these buffers can be made of
transparent LUT and latch elements at the beginning of the path, and in the last stages
parts from the multiplexers of carry chains. Between these multiplexers, registers or
latches are connected, allowing to capture how far the clock propagates through the
buffer chain during one clock cycle. Since the delays through the buffers and their
signal propagation depend on the supply voltage, it is possible to estimate voltage
fluctuations from the values captured at the output registers of the delay line. Timing
analysis tools warn about timing violations for paths through the delay-line, which are
purposefully too long for propagation within one clock cycle, but this is a requirement
for the sensor to work.

The aforementioned sensors were sufficient for side-channel attacks within a shared
FPGA fabric or SoC [12, 14]. In both cases the voltage-dependent propagation time of
a signal is measured. For this purpose, TDCs allow a faster sampling rate, possible at
actual speeds of cryptographic implementations on the FPGA, while ROs are simpler
in implementation. Since even a slow sampling rate works in principle, both structures
need to be considered as a potential security problem.

5.1.3. Detecting Malicious Software and Hardware

Before discussing our approach of checking bitstreams for malicious logic, we discuss
how existing methods to scan for malicious software work, and which approaches from
hardware verification or trojan detection can be re-utilized. These strategies are not
an exact match to our problem, but can give some useful insights.

5.1.3.1. Antivirus Software

Current commercial antivirus software products still use the approach of pattern match-
ing to detect known malicious code structures, based on the well-established tool YARA
[90]. These signatures can be as simple as matching an exact code fragment on the
binary data or code level, but might also incorporate pattern matching methods based
on regular expressions, allowing to potentially catch new variants of the same malware.
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An obvious drawback of this approach is the failure to detect malicious software that
deploys a previously completely unknown code pattern. Only well-known malware can
be mitigated, whereas new approaches remain undetected due to the entirely structural
code evaluation, as opposed to a behavioural analysis of a potentially threatening
program. These are known limitations of antivirus software, but they still offer basic
protection against known threats and variants of them.

Regarding malicious designs on FPGAs, only a structural code evaluation will not
be enough to detect fault attacks or sensors for side-channel analysis. High switching
activity causing voltage drops, for example, may occur only at a specific point during
runtime, and requires timing simulation and verification in order to be detected.

5.1.3.2. Hardware Verification and Hardware Trojans

The goal of hardware verification is to prove the correct behavior of a design according
to its specifications, and to fulfill all functional requirements. In practice, a mixture of
functional and formal methods is used.

Functional approaches typically use tests that check specific functionality of the
circuit by having verification engineers apply test patterns onto the circuit and check-
ing the results. Formal verification uses an exhaustive approach in which specified
properties (i.e. using system verilog assertions) are proven based on their satisfiability
according to any combination of the input parameters. Complexity can be reduced by
choosing input parameters statistically in Monte-Carlo simulations. Formal approaches
can usually be only applied to submodules. Despite many innovations in SAT-solving,
combinatorial explosion is still an issue when entire large designs need to be verified for
every possible state of the system. Thus, the semiconductor industry typically applies
a combination of all these approaches.

More recently, the common goal to fulfill all safety requirements in hardware ver-
ification has shifted to also incorporate security requirements. Among the emerging
concerns in hardware security, hardware trojans, which describe the malicious alter-
ation of integrated circuits, have gained attention. Trojans can be introduced during
design time through malicious IP blocks, or at fabrication time in the foundry [78].

Because of this risk, there is a need to detect the existence of hardware trojans. Since
hardware trojans are typically considered to be inactive and require a rare event to get
activated, standard chip testing can not provide this type of assessment [78]. Instead,
a common aspect of hardware trojan detection in the final IC involves comparisons
at run-time or test-time. These comparisons can check side-channels such as power
consumption, or involve logic tests against a golden reference. If such a reference is
absent, the divergence in logical and physical runtime variations can signal the recent
activation of a trojan, assuming that it is usually inactive [78§].

In summary, hardware trojans use a very small area on the chip, and are integrated
into an existing design. In contrast, any tenant in a shared FPGA can introduce
arbitrary logic on his dedicated resources, that might be able to maliciously affecting
other users in the system. In this scenario, logic-level isolation can be achieved [44],
but threats on the electrical level need a new approach.
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Figure 5.6.: Overview of the methodology and implemented flow to check bitstreams for
threats in combinational or sequential logic.

5.2. Detecting Malicious Signatures

In this contribution, a bitstream-checking methodology is established that re-utilizes
some concepts from antivirus software, as well as hardware trojan detection and veri-
fication techniques to check for various threats in systems containing FPGA logic (cf.
Section 5.1). The basic idea is to check for both structural and behavioral properties
that are uncommon in benign bitstreams, thus often indicating malicious intentions.

Please note that this does not mean to simply check for the known patterns of
the attacks shown in the existing works, since these are just examples of possible
attacks. Instead, we precisely formulate the fundamental properties that allow both
branches of attacks, measuring side-channel leakage or causing faults on the electrical
level. However, it is worth noting that some recent attacks, which we also present
in Section 3.1 and Section 7.2.1, may evade detection, highlighting the importance of
updating malicious signatures.

In Figure 5.6 we present our overall flow for checking bitstreams. To enable check-
ing of existing FPGA bitstreams for malicious logic, they have to be made readable by
common tools first. The bitstream is first unpacked into a vendor-specific text repre-
sentation, which in turn is converted into regular HDL code using another tool. This
HDL code is a flattened technology-mapped netlist, with wires named in numeric order,
and thus very hard to understand for humans. Additionally, we extract placement and
routing information, which are required for accurate timing analysis on the design. In
the end, a full representation of the bitstream in terms of any possible constraints is
generated, that is equivalent to the original bitstream after re-synthesis and mapping.
We also generate a graph representation of the netlist graph, to facilitate structural
analysis on the design using commonly-known graph algorithms.
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On the acquired netlist and layout data, we can run a variety of algorithms to detect
malicious signatures either through static analysis of the netlist and netlist graph, or
dynamic analysis of potentially malicious runtime behaviour. In combination with
the previously mentioned approaches for logical isolation and bitstream verification for
short circuits, we can ensure a secure FPGA environment on the electrical level.

We extracted multiple signatures, which we matched with existing attacker designs
from the literature [10, 12-14] as well as benign benchmark designs to optimize de-
tection of malicious signatures while minimizing false positive results. Distinguishing
fault and side-channel attack variants, we can generalize the respective patterns in the
following way: For side-channel attacks, the attacker needs to measure fluctuations of
the supply voltage by observing changes in the delay of FPGA primitives. To inject
faults, the attacker needs to cause a voltage drop, which can be provoked through high
switching activity.

Therefore, we check for malicious patterns that indicate measurement of voltage
fluctuations with the following signatures:

o Paths, which directly violate timing constraints and can be used to estimate
voltage fluctuations

o Unusual connections from data to clock pins, which can be used to manipulate
timing analysis results and hide potential timing violations

o ROs, which also show a voltage dependent behaviour, since a longer delay implies
slower oscillation

Whereas to mitigate fault injection, we identify the following properties:

o Runtime behaviour, which would lead to high current variations through con-
trolled switching activity

o Structures, that can be used to synchronize and toggle a large amount of elements
o Primitives, which are suitable for causing oscillation, such as ROs

We note that the signatures for fault and side-channel attacks are by no means exclu-
sive. For example, ROs can be utilized by an attacker for both passive measurement
and active fault injection. In the following subsections, we describe in more detail,
how we can possibly detect the above properties in a given design with the help of
the information we acquired from the original bitstream. Although, in general, the
prohibition of those signatures poses some restrictions on non-malicious designs, the
low amount of false positives shows the applicability of the proposed approach.

5.2.1. Fault Attack Signatures

In previous work, it has been explored that specific switching activity is able to re-
duce voltage to a level that crashes FPGA chips and SoCs which contain them [10].
Moreover, timing faults can be injected into cryptographic designs to perform fault at-
tacks [13]. The basic principle behind fault injection is a supply voltage LdI/dt drop,
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as explained in Section 2.5 and Section 2.6, caused by a repeated activation of a vast
amount of elements, each of which induces a high current variation. Predominantly,
Ring Oscillators (ROs) have been used as the elementary building block to implement
large RO grids. A grid of ROs as presented in Figure 5.4 is deployed with a common
enable signal, which allows toggling the high frequent oscillation with a lower resonance
frequency, which can lower the supply voltage significantly. In previous literature [13],
it was yet unknown, which other basic structures may be used to provoke voltages
drops in FPGAs. We show for the first time that it is also possible to inject faults
using sequential logic elements. These elements will pass verification by tools checking
for combinational cycles, as shown also in [91], where Denial-of-Service (DoS) attacks
have been successfully deployed to FPGAs in the Amazon cloud. To enable the detec-
tion of both, the fundamental grid structure for synchronous toggling and ROs as the
primarily used oscillating building blocks, we deduce two algorithmic modules to be
included in our bitstream checking methodology.

The synchronous repeated activation, which is required to maximize current varia-
tion is usually controlled by a single control register node or a tree-like structure in a
more elaborate attacker design. In order to prevent synchronization of a large amount
of structures on the FPGA, we calculate the highest node fanout in the design, which is
the highest node out-degree in the netlist graph. Netlist graph nodes which represent
a valid clock in the design (clock input pin or clock generator output) are disregarded.
As presented in Section 5.4, the highest fanout in an attacker design typically exceeds
the average of benign designs by a significant amount. Subsequently, we can introduce
a device-dependent threshold as a maximum fanout limit, to prevent designs that can
induce faults from being deployed. A more elaborate method, allows identifying tree-
like structures in the design netlist graph, in case an attacker utilizes a node tree to
synchronize multiple malicious logic blocks. Computing centrality metrics [92] on the
netlist graph allows identifying root nodes of tree structures within the graph. How-
ever, the definition of a threshold in this case requires a more thorough assessment of
centrality metrics in netlist graphs.

ROs can be extracted from the netlist graph using common graph algorithms. In
our experimental framework we use an algorithm for enumerating cycles in graphs,
which is included in the graph-tool python framework [93, 94] and has a computational
worst case complexity of O((|V|+|E|)- (C' +1)), where V is the graph nodes, E is the
graph edges and C'is the number of cycles in the graph. The number of graph nodes V'
corresponds to the total amount of registers, logical elements and interconnect buffers
in the netlist, whereas the graph edges E represent the directed nets between those
primitives. We iterate over the list of discovered cycles and remove those that include
register primitives to get a reduced list of only combinational cycles. The result must be
filtered again for non-malicious cycles, which depends on the design of the underlying
FPGA logic cells and synthesis software. In some cases, for example, combinational
cycles exist only for logic packing convenience and can not be used to induce oscillation
and fault injection. These cases must be determined by not only considering the netlist
graph itself but also additional information from LUT configuration masks and known
structural properties of the underlying FPGA elements.

Figure 5.7 shows an example of an inverter packed with a carry element, which results
in a non-malicious combinational cycle. Our additional filter steps do not increase the
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overall worst-case complexity of the basic cycle enumeration tool.

An additional analysis of the dynamic runtime behaviour can further narrow down
the detection. Previous publications show how the evaluation of switching activity in
a design based on real or random input stimuli can be used to estimate the power
consumption of an FPGA device [95]. Alternatively, test patterns can be generated
specifically for the purpose of determining dI/dt voltage drops in a design with the
help of SAT-solving tools [96]. The same approach is suitable for determining, whether
a design is able to cause high current variation that may eventually provoke a voltage
drop at runtime. However, the additional computational overhead is significant and
requires a much more thorough knowledge of the internal device structure, which is
available to the vendors.

5.2.2. Side-channel Attack Signatures

Side-channel attacks are based on observing the voltage dependent behaviour of FPGA
primitives or constructs, and analyzing a sufficient amount of collected traces. The
supply voltage is influenced by the activity of other components on the chip, such as a
cryptographic module, which can leak information through causing voltage fluctuations
during computations on intermediate values. Even a single bit with unstable output,
which depends on the supply voltage, can be enough to recover a secret encryption
key. When a sufficient amount of voltage traces has been recorded, it allows the use of
simple or differential power analysis [8]. In all previous works, the observed property
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to estimate the supply voltage is the switching delay of FPGA primitives, either in
a combinational path for a TDC-sensor [12, 73], where a signal propagation can be
sampled, or in a RO-based sensor [14, 87], where oscillation speed depends on element
delay as well. We elaborated in Section 5.1, how sensors based on various FPGA
primitives can be utilized in SCAs on multi-tenant FPGAs. In the previous subsection
on Fault Attack Signatures, we already explained, how malicious combinational cycles
can be detected with commonly known graph algorithms on the design netlist graph.

The basic principle of an RO based sensor is presented in Figure 5.2. During one
sampling clock cycle the number of oscillations is counted as a measurement sample
for a supply voltage estimation. Additionally, we must prevent the implementation of
TDC sensors, which are based on sampling the signal propagation in a combinational
path. To be able to evaluate fluctuating voltage levels, the path endpoint should not be
reached by the signal within the sampling clock cycle. On the other hand, the failure of
a signal to reach the endpoint of a combinational path within a clock cycle is a timing
violation and should be reported by timing analysis tools. A reasonable approach to
detect sensor implementations in attacker designs is therefore, to perform a thorough
timing analysis on the design, after resynthesizing it from the reverted bitstream.

Please note, since the design is extracted from a bitstream, the netlist will come with
no timing constraints. This will strip the design from all user constraints that could
otherwise hide TDC sensors. However, it will also remove any legitimate constraints,
such as false path constraints for clock-domain crossing synchronizers or similar circuits.
The timing information must be derived again from the basic board configuration
and external clock generator or crystal, as well as internal clock generators, and also
from the placement of the logic elements from the bitstream. We show in Section 5.4
how Phase-locked Loops (PLLs) can be derived from the bitstream and combined with
board clock source locations, which are known to a hypervisor of a multi-tenant FPGA
resource.

A successful TDC sensor detection depends on the quality of the timing analysis,
which will have to include all possible clock configurations which can be set at runtime.
More complex designs might, for instance, use dynamic clock control, phase-shifted
clocks or clock-domain crossings. These are general tasks for timing analysis and
verification tools, which have to report dynamic clock setups in which timing violations
can occur. For security, only safe dynamic clock setups must be enforced, which is out
of scope for this work.

Another combinational signature, that can indicate a malicious design and is rarely
used in benign implementations, is the routing of a data signal — LUT or register output
— into the clock input of a register. In various scenarios, this structural element can
be deployed in either sensors, or fault attacks, using a delayed clock to capture a TDC
signal or causing oscillation for voltage drops. Figure 5.8 depicts the basic principle of a
TDC sensor which does not require a long delay line to capture signal propagation. The
clock signal is routed to the clock inputs of the capture registers through a short delay
line, causing a small clock signal shift of time ¢t5. Therefore, the capture registers can
sample, how far the clock signal has propagated into the delay line in time t5. Clock
signal manipulations with FPGA primitives are not necessarily detected by timing
analysis tools, which is why we include them in our bitstream verification workflow.
Since we reverse the original bitstream into a technology mapped netlist, which uses
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device-specific primitives, we can easily check for non-clock signals connected to register
clock inputs. We backtrack clock input signals through wires and buffers, to ensure they
are connected to valid clocks in the design, which are defined by board pins controlled
by the hypervisor and PLL outputs. In the results, we show that common benign
designs do not implement such connections.

5.3. Experimental Setup

To evaluate our bitstream checking approach, we choose to implement known attacks as
well as a collection of popular benchmark designs on an FPGA device. Since low-level
vendor-specific design details of the FPGA chip are unavailable to us, a complete and
thorough software implementation of all proposed bitstream checking algorithms is not
possible. We use the iCE40-HX8K-CT256 device embedded into the ICE40HX8K-B-
EVN breakout board from Lattice Semiconductor, since the bitstream of this device
has been reverse engineered and a toolchain is publicly available [97]. It has a simple
hardware structure without, for example, designated signal processing cores. In total,
it offers 7680 logic cells, each of which contains a LUT, a register and a carry chain
element. Furthermore, the device has two PLLs to generate clock signals from the base
board clock frequency of 12 MHz. On this device we can implement all known side-
channel and fault attack variants and are able to deploy almost all basic algorithms on
the bitstreams to detect malicious signatures. In the next subsection, we present the
implemented attacks and properties of the attacker designs. Afterwards, we describe
the extensions we made to the existing tools and the benchmarks we used to evaluate
our methodology.

5.3.1. Attacks in Lattice FGPAs

To implement and evaluate our approach of checking bitstreams, we use Lattice iCE40
FPGAs, since their bitstreams were partially reverse engineered and an open-source
tool for bitstream reversal into verilog code exists [97]. The tool supports the iCE40
LP/HX 1K/4K/8K chips, and we perform all experiments on the iCE40-HX8K-CT256,
which is embedded onto the ICE40HX8K-B-EVN breakout board. As the described
side-channel and fault attacks were developed on Xilinx and Intel FPGAs, we first
reproduce the designs on the Lattice FPGA to be able to evaluate our bitstream check-
ing methodology. In this subsection, we describe the details of our implementations of
attacker designs on Lattice FPGAs.

5.3.1.1. Implementation of Fault and Side-channel Attacks

The fault attack from [13] as well as the power analysis side-channel attack from [12]
are reproduced. Furthermore, we are able to crash the FPGA as in [10] with a higher
amount of ROs, making a power cycle necessary. Both attacks can be combined into a
single reference design, shown in Figure 5.9.A. It utilizes about 62% of the iCE40-HX8K
resources.

ROs for Fault Attack: Fault attack logic based on ROs through LUTs can be
reproduced following the concept in Figure 5.2 (without the counter) and Figure 5.4.
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Figure 5.9.: Floorplans of our reproduced design in the Lattice iCE40-HX8K. A: Complete
design with 1920xROs, 1xTDC, and 1xAES module; B: RO grid with a single
node for activation; C: TDC-based Voltage sensor.

Floorplanned in the Lattice iCEcube2 tool, they are visualized in Figure 5.9.B. The
RO module implementation needs an output signal not to be deleted by optimization
algorithms, but the final result mapped onto the FPGA is a single LUT for one RO.
We were able to both inject faults into an AES cryptomodule and crash the entire
FPGA with a large amount of about 6 000 ROs. From the crash, it resets and loses its
configuration bitstream, but can be reprogrammed again from the host PC. As already
stated in [10, 13], different oscillator designs may result in a more effective attack,
which requires less resources. However, we focussed on investigating different designs
for hiding oscillators from detection, as explained in the next subsection.

TDC Sensor for SCA: We select to only reproduce the TDC-based (cf. Figure 5.5)
voltage sensor attack, since the detection of RO-sensors has no additional novelty over
detecting ROs for fault attacks. It can be implemented in Lattice FPGAs similar
to [12], and floorplanned as we present in Figure 5.9.C.

We essentially reproduce the power side-channel attack presented in [12], and put a
basic AES-128 module on the Lattice FPGA which uses a 32-bit data-path, and run it
at 24 MHz, requiring 50 cycles for one encryption. In the other half of the FPGA, we
put the TDC-based voltage sensor, and use a synchronization helper signal to be able
to easily analyze our traces. The TDC is clocked at 96 MHz. For the power analysis
attack [8], we use the bitwise leakage model from [12] as presented in Equation 2.3
in Section 2.3.

P (kyyp) = sbox ™ (¢; @ knygp) A 2° (5.1)
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Figure 5.10.: Example progress of successfully recovering a key bit on the Lattice iCE40-
HXS8K Breakout Board FPGA after about 50000 traces.
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Figure 5.11.: Testing design from [13] to evaluate fault injection with three adders of different
length alternating between minimum and maximum value.

Each single bit is used to evaluate a key hypothesis ky,, based on the correlation of
the bit at position b and the corresponding ciphertext byte ¢;. In Figure 5.10, we show
an example of correlating one bit of each key hypothesis in relation to the number of
used measurement traces for correlation. The correct key bit is marked red, while all
other key candidates are grey. Over the progress of 0 to 100 000 traces of measurements,
the correct key bit is found after about 50000 traces.

5.3.1.2. New Attack Variants

In the original attacks [10, 13], ROs were used to inject faults or crash the FPGA.
For a more thorough analysis and to cover alternative attacker designs, we considered
other constructs, which could be used by an attacker to avoid detection in bitstream
checking hypervisor programs. Intuitively, sensors have to be based on primitives
that exhibit different behaviour dependent on voltage levels. In purely digital designs,
only combinational path delay has been investigated as a feasible building block to
detect fluctuations through ROs or timing violations. Therefore, we focus only on
fault injection variants, that make use of different FPGA primitives.

Fault injection verification design: To quickly check fault injection success, we
implement a primitive testing design composed of three adders with alternating value.
The basic principle of the testing design is depicted in Figure 5.11, which was also used
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Figure 5.12.: Different variants to generate high switching activity using non-combinational
cycles. A: Ring oscillator through a transparent latch; B: Self-clocked oscilla-

tor using glitches; C: Clocked oscillator using a Phase-Locked-Loop (PLL) at
maximum frequency.
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for initial experiments in [13]. Three adders of different length, which are initialized
with zero, are constantly incremented and decremented every clock cycle. Meanwhile,
the Most Significant Bits (MSBs) are checked for equality. If the MSBs are found to
be unequal, an LED is switched on and a specific character is sent through the UART
interface of the iCE40-HX8K breakout board. Due to the alternating values, with every
clock cycle, a carry bit must be propagated to the MSB of each adder. Whenever a
significant voltage drop increases the gate delays enough to prevent the carry bit from
propagating to the MSBs of an adder, we can detect a fault on the LED and the UART
interface. This testing design is running at an operating frequency where no faults are
detected during normal operation.

Hiding oscillators: Several options to generate high switching activity without com-
binational cycles exist, however, not all of them are suited for every FPGA. In [10], they
used transparent latches to create combinational loops through a LUT and a register
configured as latch. This method, which is shown in Figure 5.12.A, is not suited for
use in the iCE40 FPGAs, since they do not provide registers that can be configured as
latches. Another way to potentially induce faults is presented in Figure 5.12.B. Here,
the output of the XNOR-gate, which is fed back to the clock input of the register,
glitches every time the output value of the register changes due to the signal delay
from (Q through the inverter, making the register capture the next inverted input. In
Figure 5.12.C, a PLL is configured to output a very high frequency, clocking a toggling
register which acts as a sequential oscillator. We experimentally compare normal ROs
with the clocked oscillators in Figure 5.12.C regarding their effectiveness to inject faults
into isolated designs. A PLL of the iCE40-HX8K is configured at 240 MHz as a mul-
tiple of the 12 MHz base board frequency. We analyze the power consumption of the
entire evaluation board during the activity of the combinational ROs and the sequential
oscillators from Figure 5.12.C respectively. In this analysis, two designs with 6 000 of
either of the oscillators are uploaded to the FPGA. The placement of the oscillators is
identical for both designs, and they are toggled with a fixed signal at a slower frequency
of 750 kHz and a 12.5% duty-cycle. We measure the current through the entire board
by measuring voltage over a 0.1€2 resistor in the USB cable, which powers the system.
The current is averaged over 10 measurements, where each measurement is carried out
for a 7s duration using an oscilloscope. Without activated oscillators, we observe an
average current of 210.3 mA for the idle design. When toggling a combinational RO
grid, the average current is 291.3 mA, as opposed to 240.9 mA when using sequential
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Figure 5.13.: A RO-grid extracted from the netlist graph, rendered using the graph rendering
tool gephi [98]. The subgraph shows two proposed malicious signatures: A high
fanout node for synchronization and a combinational loop for each RO in the
grid.

oscillators. Therefore, although sequentially clocked oscillators are less effective, they
can still be used to inject faults into an isolated design, as shown by our experiments.
We are indeed able to inject faults in the testing adder design described above using
these sequentially clocked oscillators, which can later enable fault attacks.

5.3.2. Toolchain Extensions

To implement our flow described in Section 5.2, we base the bitstream reversal on a tool
from the icestorm tools [97]. The unmodified icebox__vlog tool allows reverse engineering
into verilog code from Lattice iCE40 FPGA bitstreams. A reverse-engineered design is
functionally equivalent to the original design. However, to analyze timing constraints
and other critical structural subcomponents, we require an exact representation of the
original design with iCE40 technology library primitives, such as for example LUTs
(SB_LUTY), carry elements (SB_CARRY), registers (SB_DFF[N/E/S/R]) or PLLs
(SB_PLL40_*). Therefore, we need to recover the locations of the FPGA primitives
from the bitstream and generate a placement constraint file, since placement has a
significant influence on the timing of paths. We extended the icebox vlog tool to fit
our requirements, which has been open-sourced as well. It now creates a verilog file
instantiating the iCE40 FPGA primitives from the original design with the respective
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connections. Additionally, a placement constraint file is created, reflecting the original
design placement. A limitation is the lack of routing constraints, which do not exist in
either the commercial or the open-source software. Production-ready secure bitstream
checkers would need to consider routing, which is excluded in this proof-of-concept
evaluation.

For a structural analysis of the netlist, we also use the yosys open-source synthesis//-
analysis tool [99] together with the python graph analysis library graph-tool [93]. Yosys
allows analyzing the generated verilog source files and convert the netlist into the com-
monly used GraphViz/DOT format [100]. In Figure 5.13, we show a RO grid, extracted
from a netlist graph, which was generated by yosys and rendered in the open-source
graph editing tool gephi [98]. The extracted subgraph exhibits two of our proposed
properties of malicious designs: A high fanout node for synchronization and a combi-
national loop for each RO in the grid. We pre-process the output DOT-file to remove
some unneeded information and import the netlist graph using graph-tool. Eventually,
various algorithms for graph analysis can be applied, such as finding combinational
cycles or determining node degrees.

Although the described tools and methods are specific for Lattice iCE40 FPGAs,
which was possible due to the publicly reverse engineered information about those
devices, the general approach of reversing bitstreams into HDL code and checking the
design for threat signatures can be deployed by all FPGA manufacturers in a similar
and more extensive way, when detailed vendor knowledge is available.

In total, our extended toolset allows acquiring the basic dataset from a given bit-
stream only and check potential attacker designs for the following properties:

o Combinational cycles, which can be used for SCA and fault attacks

» Data-to-clock routings, which can hide more elaborate TDC sensors from timing
analysis

» Highest non-clock fanout, to identify a toggling grid
« Timing violations, which can indicate a basic TDC sensor

In Section 5.4 we show the results of checking for the above properties in various
designs.

5.3.3. Benign Benchmark Designs

In Section 5.2, we described signatures, which are used in attacker designs to record
side-channel leakage or induce faults in victim designs. To show that the described
signatures do not restrict legitimate non-malicious designs unnecessarily, we perform
the bitstream verification on a multitude of different benchmark designs. Due to the
small size and architectural restrictions of the iCE40 FPGAs, only a subset of designs
from each collection can be fully synthesized into a bitstream which we can check for
potentially malicious signatures. Among others, the IWLS2005 collection, contains
designs from the ISCAS’85 and '89 benchmarks [45, 101], the ITC’99 benchmarks [102]
as well as from the free available designs at OpenCores [103]. We are able to create
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Design Collection Description #LEs
s27 ISCAS’85/'89 unknown 19
s208 1  ISCAS’85/°89 based on programmable logic device 73
s298 ISCAS’85/’89 based on programmable logic device 141
5344 ISCAS’85/°89 resynthesized s349 without redundancies 132
$349 ISCAS’85/°'89  4-bit multiplier 123
5382 ISCAS’85/'89 resynthesized s400 without redundancies 159
$386 ISCAS’85/’89  controller 167
$400 ISCAS’85/’89  traffic light controller 163
s420 1  ISCAS’85/’89 digital fractional multiplier 187
$444 ISCAS’85/°89 traffic light controller 162
$510 ISCAS’85/'89  controller 256
$526 ISCAS’85/'89 traffic light controller 237
s526m ISCAS’85/’89  resynthesized s526 without redundancies 228
5641 ISCAS’85/°89  based on programmable logic device 193
s713 ISCAS’85/°89  based on programmable logic device 192
s820 ISCAS’85/'89 resynthesized s832 without redundancies 351
s832 ISCAS’85/'89 based on programmable logic device 333
s838 1  ISCAS’85/'89 digital fractional multiplier 367
51196 ISCAS’85/'89 resynthesized 51238 without redundancies 483
51258 ISCAS’85/°89  combinational circuit with random flip-flops 586
§1423 ISCAS’85/°89 unknown 607
s1488 ISCAS’85/'89 resynthesized s1494 without redundancies 636
$1494 ISCAS’85/'89  controller 643
$H378 ISCAS’85/'89 unknown 1294
s9234 1 ISCAS’85/’89 based on real chip 974
s13207  ISCAS’85/’89 based on real chip 1219
s15850  ISCAS’85/°89 based on real chip 685
b01 ITC99 FSM comparing serial flows 86
b02 ITC99 FSM recognizing BCD numbers 45
b03 ITC99 resource arbiter 385
b0/ ITC99 min/max computation 881
b05 ITC99 Memory access 1021
b06 ITC99 interrupt handler 86
bO7 ITC99 counts points on a straight line 738
b08 ITC99 finds inclusions in a sequence of numbers 227
b09 ITC99 serial converter 260
b10 ITC99 voting system 311
bi1 ITC99 scrambles string with variable cipher 805
bi2 ITC99 single-player game 2017
b13 ITC99 sensor interface 402
sha VTR SHA1 hash computation 1833
diffeq?2 VTR differential equations mathematics 4049
verriscv - RISC-V processor system 2587
leon3 - SPARC-V8 processor system 29304

Table 5.1.: All benign benchmark designs, used to evaluate our bitstream checking approach,
with their respective amount of required logic elements (#LEs). Functional de-
scriptions for ISCAS’85/°89 designs are taken from [45].
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bitstreams of the ISCAS’85/°89 benchmarks, except for the 3858/, s35932 and s38417
designs. Out of the ITC’99 collection we investigate all except the b14-022 design
variants. From the Verilog-to-Routing (VTR) benchmarks [83, 84], we evaluate the
sha and diffeq2 benchmark designs, which fit on the iCE40-HX8K without extensive
modifications. A RISC-V processor implementation for the iCE40 [85] is evaluated
as well. To show scalability of the approach, we additionally evaluate a complete
LEON3 quad-core processor system [86]. Since this design does not fit on the iCE40-
HX8K FPGA, we omit full bitstream compilation and only evaluate a flattened and
technology-mapped netlist directly for structural signatures. A timing-analysis on the
LEONS softcore system can not be performed either. In Table 5.1 we provide an
overview of all evaluated benchmarks together with short functional descriptions, if
available. We also detail the amount of logic elements (#LE) each design occupies
after mapping to iCE40 technology primitives.

We will show, how our bitstream checking methodology performs on these bench-
marks and use the information to establish thresholds to detect malicious designs. The
results suggest that this methodology can be applied to more complex designs and
larger FPGAs from different manufacturers as well.

5.4. Results

We present here the results of running our bitstream checking flow, which we detailed
in Section 5.2 on legitimate designs from various benchmark collections as well as on
the designs we implemented to reproduce known attacks on the iCE40-HX8K FPGA.
The Python implementation of our verification runs on an Intel i7-7700HQ notebook
device.

5.4.1. Evaluation on Benign Benchmark Designs

In Section 5.3.3, we enlisted a subset of benchmarks from various design collections,
which we were able to map on our testing device and evaluate using our bitstream
checking implementation.

Table 5.2 presents the results of our evaluation. First, we notice that all evalu-
ated benign designs do not make use of combinational cycles or data-to-clock paths.
Moreover, the iCEcube2 does not report any timing violations for any design. When
investigating node fanouts, we see that the sha design has the largest maximum fanout
of all designs, not considering the leon3 design, which we can not fit on the iCE40
devices. The maximum fanout of the leon3 design corresponds to 6.3% of the entire
design. Thus, its fanout w.r.t. the device resources can also not reach more than 6.3%.
A fanout of 969 corresponds to 12.6% of the available device resources. The evaluation
of malicious attacker designs in the next subsection shows that a toggling grid for fault
injection has a significantly higher maximum fanout and can thus be detected with a
simple threshold. Furthermore, the analysis for maximum fanout nodes can be further
improved, if the FPGA hypervisor is able to define exclusive reset inputs or generators.
As described in Section 5.2.1, we disregard nodes for fanout analysis, if they can be
backtracked to valid board-level clocks or clock generators. The maximum-fanout-node
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Design #LEs Comb. Data-to- Highest Timing Runtime Runtime

Name Cycles? Clock?  Fanout? violations? (structural) (timing)
527 19 X X 3 X 4.54s 17.34s
s208 1 73 X X 8 X 4.60s 17.66s
5298 141 X X 14 X 4.63s 18.33s
5344 132 x x 18 x 6.21s 18.565
5349 123 X X 18 X 6.24s 18.51s
5382 159 X X 22 X 6.20s 19.11s
5386 167 X X 13 X 4.57s 19.33s
5400 163 X X 22 X 6.16s 18.85s
5420 _1 187 X X 16 X 4.59s 19.21s
444 162 x x 99 x 6.19s 19.61s
5510 256 X X 26 X 4.76s 20.52s
5526 237 X X 22 X 6.22s 18.51s
5520m 228 X X 22 X 6.15s 18.27s
5641 193 X X 14 X 4.73s 19.83s
s713 192 X X 14 X 4.63s 19.665
5820 351 X X 42 X 4.84s 20.32s
$832 333 X X 25 X 4.80s 20.29s
s838 1 367 X X 33 X 6.38s 20.18s
51196 483 X X 42 X 6.83s 29.33s
51238 286 X X 44 X 7.31s 22.70s
51423 607 X X 75 X 6.74s 21.91s
51488 636 X X 46 X 2.29s 24.04s
51494 643 X X 46 X 2.60s 23.44s
55378 1294  x X 156 X 7.58s 27.23s
s9234 1 974 X X 130 X 7.10s 25.06s
513207 1219 x X 210 X 7.17s 26.43s
s15850 685 X X 129 X 6.67s 22.17s
b01 86 X X 10 X 4.74s 17.91s
b02 45 X X 4 X 4.53s 17.26s
b03 385 X X 30 X 6.25s 19.13s
b04 881 X X 66 X 8.33s 21.59s
b05 1021 x X 36 X 6.70s 22.17s
b06 86 X X 8 X 4.82s 17.82s
b07 738 X X 44 X 6.35s 19.86s
b08 227 X X 21 X 6.35s 18.74s
b09 260 X X 32 X 6.27s 18.35s
b10 311 X X 24 X 6.42s 18.64s
b11 805 X X 35 X 6.51s 20.02s
b12 2017 x X 119 X 7.13s 24.52s
b13 402 X X 20 X 6.36s 19.88s
sha 1833 X X 969 X 15.29s 69.13s
diffeq? 4049  x X 97 X 19.78s 111.06s
verriscv 2587 X X 241 X 23.86s 87.49s
leon3 29304 x X 1838 — 19.28s —

Table 5.2.: Results of checking bitstreams, which have been generated from the collection of
benign designs, for malicious signatures.
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in the sha design is used as a reset node, which could be predefined by the hypervisor on
a specific pin of the FPGA. This methodology would allow users to implement proper
reset mechanisms and further narrow down the fanout analysis to not overly restrict
benign designs. When further analysing the sha design, we find the second-highest
fanout node to have a fanout of only 255, which corresponds to only 3.3% of the device
resources.

We split up the runtime of our entire flow and specify the duration of structural
and timing analysis separately. The runtime of the timing analysis is significantly
larger, than the time needed for the structural netlist graph algorithms. This is due
to the fact that we use the vendor provided timing analysis tool, which requires a full
recompilation of the entire design to report timing violations. A bitstream checking
tool implemented by the FPGA vendor, would be able to reduce this time significantly,
by evaluating the flattened netlist and placement constraints directly.

The structural analysis takes a maximum of about 24s for our benchmark collection,
which we consider reasonable in a FPGA-accelerated execution environment. Bit-
streams will be uploaded at program start and will most probably not be changed
during the entire execution time. Furthermore, we believe the process can be acceler-
ated with detailed vendor knowledge of the FPGA technology, especially regarding the
bitstream reversal.

5.4.2. Evaluation on Reproduced Attack Bitstreams

To evaluate the detection of actual malicious designs, we run the bitstream checking
flow on our various attacker designs, which we presented in Section 5.3.1. In total, we
implemented three different design containing different kinds of malicious signatures
for fault and side-channel attacks:

o reference(l is a reference design for both fault injection with ordinary RO-grids
and SCA with TDC sensors. The design contains in total 3000 ROs, an AES
encryption module and a single TDC sensor, based on a long delay line.

o reference)? is able to crash the FPGA device with a large amount of 6 500 ROs,
making a power cycle and reprogramming necessary. A simple LED blinker has
been added to verify the board status.

o reference)3 uses the alternative sequentially clocked oscillators we presented
in Section 5.3.1.2 as well as the fault verification adder design from [13].

Table 5.3 summarizes the results of checking the respective attacker designs using
our bitstream checking methodology.

We can see that the node with the highest fanout is in direct control for synchro-
nizing the oscillator grid, as the fanout corresponds to the amount of ROs used in the
respective design. Moreover, the highest fanout is significantly higher, than the highest
fanout in the benign benchmark designs in the previous subsections. A fanout of 3000
corresponds to 39.06% of the total amount of logic cells in the iCE40-HX8K compared
to only 2.7% for the benchmark designs. For instance, to prevent the implementation
of malicious logic, a hypervisor for a multi-tenant iCE40 device may define a fanout
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Design #LEs Comb. Data-to- Highest Timing Runtime  Runtime

Name Cycles?  Clock?  Fanout? violations? (structural) (timing)
reference01 6075 v X 3000 v 29.32s 152.31s
reference02 6810 v X 6500 X 20.32s 169.67s
reference03 4077 X X 3000 v 25.09s 127.05s

Table 5.3.: Results of checking bitstreams of implemented attacker designs for malicious sig-
natures. reference01 contains both ROs and a TDC sensor, reference02 can crash
the FPGA device with a large amount of ROs and reference03 makes use of se-
quential oscillators to inject faults into the simple adder design from [13].

threshold of 15% of the device resources. In the previous subsection, we explain how
this threshold could be defined more accurately by establishing designated reset signals
on specific board pins, which are controlled by the hypervisor.

In the reference01 design our bitstream checker reports timing violations, due to
the presence of the TDC sensor. From the correct identification of the combinational
cycles and fanout nodes, we deduce the correct function of our structural analysis
algorithms. As we want to show the successful bitstream reversal of logic elements and
placement recovery as well, we manually analyze the reversed and recompiled design
and the results of the timing violation analysis in the first reference design. This manual
analysis also allows us to evaluate the impact of lacking the possibility to recover and
redefine routing constraints in the reversed design. Therefore, we compare the results
of compiling the original and reversed design and their respective timing reports. After
compilation of the original design files, the following most critical path is found, which
has the final node of the 64bit delay line at its end:

Start clkin
End sense_inst.line_63_
_genblkl linelatch_LC_9_20_7/in3
Reference c1lk60mhz
Setup Constraint 8333(p)
Path Slack -6319(p)

We unpack the attacker bitstream and generate a single verilog netlist file along with
placement constraints for every single node. After resynthesizing the generated verilog
and applying timing analysis, we acquire the following report:

Start clkin

End nl19_inst_LC_9_20_7/in3
Reference PLL_16_0/PLLOUTGLOBAL
Setup Constraint 8333(p)

Path Slack -4622(p)

The path end node is denoted by a numeric label n19, which is why we verify the
result in the floorplan. Figure 5.14 shows the critical path end node in the original
floorplan, which is identical with n19 in the reversed floorplan in Figure 5.15. Sub-
sequently, we can say that the reversed design conforms to the original design with
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Figure 5.15.: End node of most critical path in the reversed design (yellow)

enough accuracy, to identify malicious TDC sensing circuitry. We do note, however,
that the path slack values of the original and the reversed design differ, either due to
the lack of reversed routing constraints or because of varying randomized heuristics
applied by the iCEcube2 timing analyzer.

All in all, we can conclude that rejection of a candidate bitstream upon detecting
any of the following signatures is an appropriate way to increase security on our iCE40-
HXS8K device:

Combinational cycles

Data-to-Clock paths

Maximum fanout higher than 15% of the device resources

Timing violations

The iCE40-HX8K is by no means suited for multi-user access and serves only as an
example application of our methodology. For different devices and technologies, signif-
icant modifications to the rejection criteria and detection algorithms may be required.
Furthermore, our list of signatures is not exhaustive, and other structures that can
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be used to perform an attack on another logically isolated design exist, as presented
in Section 7.2.1.

5.4.3. Discussion

We show a first approach that tries to detect all possibilities in which FPGA logic in a
multi-tenant FPGA can be re-used maliciously on the electrical level, to either inject
faults, or measure voltage fluctuations to perform a side-channel attack on a victim
circuit. Since both of these aspects require quite atypical use of FPGA primitives, our
approach will still allow most normal FPGA designs, which we prove by evaluating
multiple benign benchmark designs. We present a generic flow, that extracts a collec-
tion of different data from the original bitstream only, on which an arbitrary variety of
algorithms to detect malicious signatures can be executed.

To mitigate fault attacks we describe fundamental properties of designs that can
toggle a vast amount of oscillating elements — such as ring oscillators — repeatedly and
in a synchronized manner. We found that combinational cycles, which are required
for implementing ring oscillators, are typically not used in standard sequential FPGA
design. Thus, if we restrict them, the risk of false positives should be rather low and
just affect very specialized designs. Limiting the highest fanout of a design, can restrain
an adversary from deploying large grids of toggling elements, which we demonstrate
can even inject faults using sequential oscillators and no combinational cycles. In
larger designs, a fanout limit may be too restrictive. However, maximum fanout nodes
often correspond to clock or reset signals, which could be specifically defined at the
board level by the hypervisor and white-listed in the fanout analysis. A more thorough
approach needs to be developed in future work, for instance by including an analysis on
transient power consumption, based on simulation with test patterns or random input
stimuli. This approach would also capture the most recent attacks, such as the ones
we present in Section 3.1, which are based on seemingly benign logic modules. With
the aid of more detailed low-level device data, that is available to FPGA vendors, a
solution to the problem will be much easier to implement.

We show, how different sensor variants can be detected by evaluating timing analysis
reports and investigating designs for suspicious paths, fed into clock input pins of FPGA
primitives. In our collection of benchmark designs, no data-to-clock paths are found,
which leads us to believe that a restriction on them will not restrict benign designs
excessively. Timing analysis, on the other hand, might be too restrictive in our basic
variant and the risk of false positives is higher than disallowing combinational cycles.
Thus, we think that more sophisticated approaches are still required for larger designs
in which, for instance, clock-domain crossings or dynamic clock control are required.
In larger designs, synchronization and respective structures are usually handled by
the designer, who will mark appropriate false path constraints. Since our approach
cleans a design for all constraints, the respective synchronization structures will inherit
all timing constraints from the basic system clock, and would again be detected with
timing violations in the clock-domain crossing. Nevertheless, a simple white-listing of
such synchronization structures is probably not the correct and easy way to go, since
they might still allow measuring voltage through unconventional re-use. Dynamically
adjustable clocks have already been shown to be a security problem in processor-based
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systems, where too much power management control can lead to a compromise of the
entire SoC [33]. Thus, each step to loosen any of the shown restrictions has to be
handled with high care.

5.5. Conclusion

FPGAs offer a high degree of design freedom to allow implementation of arbitrary
designs in hardware. This freedom can also be exploited by any user with access to
a shared multi-user FPGA to launch power-based side-channel or fault attacks on an
entire system through the electrical level. A limitation of this freedom is required
in order to prevent these type of attacks, by restricting a user from programming
potentially malicious (partial) bitstreams to FPGA fabric. In this chapter, we perform
a first analysis on which fundamental restrictions are required and propose a flow
how these can be enforced using bitstream checking. Several comprehensive attack
signatures are formulated to be checked on technology mapped netlists, and we show
how these are applied to three known attacker designs. Furthermore, we evaluate
our methodology on a variety of benign benchmark designs and ensure that no false
positives are detected. Finally, we discuss the possible limitations of these signatures
and give research directions for future work, that will lead to both more secure designs
and reduce the restrictions put on legitimate designs.
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6. Novel Hiding Approaches against
On-Chip Side-Channel Attacks

The work on a dynamic hiding approach through RO-based fences has been published
in [25] together with Dennis Gnad, Falk Schellenberg, Amir Moradi, and Mehdi Tahoort,
whereas the evaluation of deep neural networks for hiding against side-channel attacks
has been published in [26] together with Mehdi Tahoori.

6.1. Active Fences against Voltage-based Side
Channels in Multi-Tenant FPGAs

As already explained in Chapter 1, side-channel attacks can be performed on multi-
tenant FPGAs by placing a voltage sensor within the same FPGA-fabric without any
logical connection, capturing fluctuations on the PDN [12, 14]. However, due to their
passive and solely observing nature, such attacks cannot be easily detected within the
system. Instead, countermeasures against power analysis attacks try to reduce the
information that can be gained from measurements to a minimum, categorized in two
general groups of hiding and masking countermeasures.

Masking schemes are implemented on the algorithmic level and focus on randomizing
internal values to detach the power consumption from the actual secret data being
processed. Especially for non-linear functions, this change comes with a large overhead.
Furthermore, implementing such countermeasures is challenging and closely tied to the
algorithm to be protected. Instead, hiding aims at reducing the SNR at the electrical
level, i.e., either by raising the noise floor using additional noise sources or by equalizing
the instantaneous power consumption. For the latter, many schemes use some variant
of dual-rail precharge logic for equalization [104]. Unfortunately, this barely works
on ASICs due to manufacturing tolerances and cannot be applied directly to FPGAs.
Although some recent work duplicated and inverted the whole circuit [66], the very
coarse grained access to FPGA resources hinders a straight-forward implementation
of such schemes [105]. In practice, hiding and masking can be used side-by-side to
increase the security level significantly [105].

Whereas existing work on countermeasures considers an external attacker, there
have been no results against an on-chip attacker. Note that passive fences to enforce
logical isolation (cf. [44, 81, 106]) are entirely ineffective against attacks on the electrical
level. In the previous Chapter 5, we also suggest to check for potentially malicious
design signatures, such as voltage sensors, in user bitstreams before permitting the
upload to a multi-tenant FPGA. However, this bitstream checking methodology must
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be updated continuously to account for new ways of sensor implementation. Here,
we propose an active fence on the electrical level instead that adaptively equalizes the
power consumption that is visible to other tenants on the FPGA. Our solution uses ROs
as an artificial source of power consumption and voltage fluctuations, whenever needed
as indicated by an internal in-fabric voltage sensor. By incorporating the capabilities of
an attacker to counteract the side-channel leakage on-the-fly, we achieve some form of
inherent symmetry between attacker and defender. Furthermore, the countermeasure
is independent of the algorithm to be protected or its implementation.

Indeed, our results show that fencing the circuit to be protected performs signifi-
cantly better than placing the same amount of ROs randomly. The number of required
traces can be increased even further when enabling the feedback by the internal sen-
sor. This is the first mitigation approach that is specifically tailored against on-chip
side-channel leakage in multi-tenant FPGAs.

Overall our contributions can be summarized as follows:

o First mitigation method against on-chip voltage side-channel leakage in multi-
tenant FPGAs.

o The hiding strategy works without changes to the cryptographic implementation
and is independent of the implementation or algorithm to be protected.

o Two to three orders of magnitude leakage reduction.

o The hiding strategy can be applied to various FPGA architectures and devices
from various vendors.

In the remaining section, we first present the considered threat model and put our
approach in the context of side-channel countermeasures in general. Next, our method-
ology is explained in Section 6.1.3, followed by our experimental setup in Section 6.1.4.
Finally, we show our results in Section 6.1.5 and conclude in Section 6.1.7.

6.1.1. Adversary Model

We follow the well-accepted adversary model that was previously described in various
works on electrical level threats in multi-tenant FPGAs [10, 12-14], visualized in Fig-
ure 6.1. The adversary in this model can program an arbitrary design in a partial
region of an FPGA, which is shared with at least one other victim user. There are no
logic or clock signal connections between the users (i.e. tenants) of the FPGA. This
isolation is ensured with empty slices put as fences between the users, as suggested
by previous design practices for security in FPGAs [44, 81, 107]. Thus, the remaining
connections are through the power distribution network, and all possible attack vectors
are side-channels. In this work, the goals of the attacker are to impact the confidential-
ity [12, 14], for which we present a mitigation method. Previous works also considered
attacks on integrity [13] or availability [10] in the same model.

Affected systems can be SoCs or high performance computers in the cloud, uti-
lizing FPGAs as custom accelerators. The assumed adversary uses FPGA logic to
integrate a sensor to record side-channel information on the electrical level, i.e. voltage
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Figure 6.1.: Adversary model for a multi-tenant FPGA or FPGA with shared SoC Logic,
such as ASIC-logic CPUs. Based on the models previously shown in [12, 14].

fluctuations. These voltage fluctuations can be analyzed to extract secret keys from
cryptographic circuits, implemented in another part of the FPGA or SoC. In a possible
real-world scenario, a victim user encrypts plaintext messages using any cryptographic
core in a part of the FPGA, and sends out the encrypted ciphertext messages over a
public communication channel. The adversarial user which monitors the public channel
can then use the measured voltage fluctuations together with the ciphertext to extract
the secret encryption key, and subsequently sensitive encrypted information.

6.1.2. Side-Channel Attack Countermeasures

There is ongoing research to explore potential countermeasures against side-channel
attacks, following the two directions of masking or hiding: Masking schemes are imple-
mented on the algorithmic level and separate internal values into multiple shares [108].
Only the combination of all shares will again reveal the correct secret value. Ideally,
the operations are performed individually on each share. Since this is not possible for
non-linear functions, ensuring the correctness of the computation requires a large algo-
rithmic overhead. Furthermore, such a protection has to be developed individually for
each algorithm to be protected, and its actual implementation is challenging as well.
Masking techniques can be attacked with higher order attacks, i.e., using higher sta-
tistical moments [109]. However, for such attacks, the noise is amplified exponentially
with increasing order, resulting in an increased number of required traces.

On the other hand, hiding aims at reducing the SNR at the electrical level. One
option is to increase the noise level through additional sources of noise. Especially on
FPGAs, implementing generic noise generators has been studied using shift registers,
BRAM write collisions, or short-term short circuits [58]. Correlated noise generation
was suggested to hide leakage from an FPGA AES implementation in [71]. Likewise,
[58] proposes clock randomization to temporally spread the side-channel information.
Another variant of hiding reduces the strength of the signal by equalizing the instanta-
neous power consumption. In the past, hiding was often implemented using a variant
of dual-rail precharge logic [104]. While in theory, this results in a balanced power con-
sumption, perfectly balanced computation paths are hard to achieve in practice due to
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manufacturing process variations. This problem is amplified on standard FPGAs as the
physical realization of elements is unknown. Some recent work proposed duplicating
and inverting a cryptographic circuit [66]. Yet, this is still difficult to achieve on FPGAs,
since on-chip resources can only be used very coarse grained [105]. More lightweight
and feasible approaches achieve power equalization on FPGAs to some limited extent
using ROs. However, previous approaches were not designed with side-channel attacks
in mind and are thus not evaluated in a security context so far [110].

Summarizing the existing solutions, they are often specific to a particular crypto-
graphic algorithm and require significant changes to its implementation. Our active
fence aims to overcome this disadvantage but can also be applied in addition to any of
the more sophisticated, specific countermeasures, to further increase protection against
side-channel attacks.

6.1.3. Methodology

On-chip power analysis side-channel attacks are based on the fact that a crypto-
graphic module injects voltage fluctuations into the power grid, depending on its data-
dependent activity. These fluctuations travel very quickly through the on-chip power
grid [11, 111], and reach other parts of the chip. The effect they have on path delays can
then be observed by an attacker using the delay-line sensors described in Section 2.6.

The same underlying mechanisms can be used to add additional voltage fluctuations
into the system, to change what can be observed at the side of the adversary. Our pro-
posed methods try to reduce the overall usable SNR in the voltage fluctuations traveling
from the cryptographic victim module to the adversarial sensor by putting active fences
between the modules. We base these active fences on ROs, as controlled primitives,
that can be enabled and disabled. During the time they are enabled, they have a high
switching activity fs, that leads to a high current I(¢). Thus, with only small area
use they can efficiently inject a high voltage drop into the power grid to equalize the
outgoing voltage fluctuations (i.e., the information leakage) from the cryptographic
module. Just like other countermeasures from the hiding-category, we evaluate these
active fences to either increase the noise, or reduce the signal. Overall, this is evaluated
based on the number of traces required for a successful CPA attack.

In Figure 6.2, we present a general overview of the proposed method. The active
fence is placed as a RO region around a design, that is critical to security of an appli-
cation, to prevent side-channel leakage to partitions of other users. Various strategies
of placing and activating the ROs within the fence region are feasible. ROs can be
activated randomly or by using a TDC sensor for controlled activation. We will discuss
those strategies in the following subsections and show experimental results for some
combinations.

6.1.3.1. Placing Ring Oscillators

To equalize the voltage fluctuations from the cryptographic module, various choices to
place ROs are possible. For external power analysis, an arbitrary placement of ROs
may be sufficient. However, due to the strong tempo-spatial dependency of on-chip
voltage fluctuations [11, 111], it is important how the ROs are placed, and in which
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Figure 6.2.: Overview of the active fence as a protective countermeasure between a design,
which is used in a security-related application, and other users on a multi-tenant
FPGA. A specific amount of ROs is activated dependent on the value of a sensor

or a PRNG.
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order they get activated. This plays an important role in suppressing the side-channel
leakage an adversary can observe.

Additionally, we should consider reducing the impact this countermeasure has on
all benign users of the multi-tenant FPGA, i.e. ideally it should be placed outside the
user-assigned reconfigurable regions. With all these considerations, our choices can be
broken down to two basic options:

1. Constrain ROs to a region between attacker and victim in which the place-and-
route toolchain places them heuristically.

2. Map the ROs precisely into a densely packed uniform array between attacker and
victim, to activate them in a specific spatial order.

When placing the RO array heuristically into the constrained region, activation
happens at arbitrary locations within that region. For the second option, the ROs
are activated row-by-row or column-by-column, depending on the layout of the entire
system.

In Figure 6.3 we show a simplified example of the entire design when allowing the
place-and-route toolchain placing ROs heuristically. Depending on the input value, we
activate a larger or smaller amount of ROs in the active fence region to mitigate side-
channel leakage from the victim partition at the bottom of the figures into the attacker
region at the top. Figure 6.4 outlines the principle of a constrained row-by-row RO
placement and activation.

6.1.3.2. Activation Strategies

In addition to the placement layout of the ROs regarding victim and adversarial blocks,
it is also important to decide on an activation strategy. Generally, we intend to lower
the supply voltage when activating a larger amount of ROs and raise the voltage when
activating a smaller amount. The exact amount is technology dependent and can be
experimentally evaluated, such that enabling all ROs can sufficiently out-balance the
worst-case voltage fluctuations emitted from the cryptographic module. It must be de-
cided how these ROs will be activated at runtime — both spatially and temporally. An
activation strategy can fulfill one or both goals of either canceling out the fluctuations
caused by the cryptographic module, or to add overall more noise to the system.
In our experiments we consider two strategies as depicted also in Figure 6.2:

1. Random activation patterns, where the amount of activated ROs is based on a
PRNG output, implemented as a Linear Feedback Shift Register (LFSR).

2. Activating an amount of ROs depending on the value of a voltage-fluctuation
sensor, similar to the sensor used by the attacker, however at the victim side.

A random activation fulfills the objective of increasing the noise in the system,
increasing the amount of required traces for a successful attack. When activating ac-
cording to a sensor value, we aim to flatten the voltage fluctuations caused by the
cryptographic module, thus reducing the leakage to the attacker as well. In our exper-
iments, we find a sensor-based activation to be slightly more successful in weakening
the attack.
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Figure 6.4.: RO activation pattern when fixing RO placement as a row-by-row grid

6.1.4. Implementation and Experimental Setup

Our experimental setup is based on the open-source FPGA development board Radiona
ULX3S [112] in a version that integrates a Lattice ECP5 12F FPGA with 12K LUT
elements with various other components such as an Espressif ESP32 IoT microcontroller
module. Although Xilinx and Intel FPGAs are used more widely, we choose to initially
develop our design on a Lattice device, which has great open-source support [113] that
will be useful in future research. Nevertheless, our proposed methodology is assumed
to be easily adaptable to other FPGAs and platforms.

Figure 6.5 shows the overview block diagram of the setup. The Lattice ECP5 on
the left side contains three modules. In the bottom part, a hardware AES module is
integrated, which is connected to the outside to receive plaintexts, encrypt them, and
send the ciphertext back to the connected workstation PC. This module resembles the
victim user, out of two users of the system. For the connection, we use a simple UART
module on the FPGA, connected to a USB-to-UART Bridge on the Radiona ULX3S
Board. In the top part of the ECP5, the adversary user implements his logic, based
on a delay-line sensor, specifically tailored to the ECP5 primitives, as we describe in
Section 6.1.4.2. Between the two users, we implement the different variants of our
active fence, as described in Section 6.1.3. Both the AES module and the active fence
to protect it are clocked from the same on-chip PLL clock generator, whereas the
adversary uses another PLL. On the board level, both attacker and victim PLLs are
connected to the same onboard 25 MHz clock generator.

In Figure 6.6 we show how the design is mapped onto the ECP5 FPGA as seen
in the Floorplan View of the Lattice Diamond design software. To make our results
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Figure 6.5.: Experimental setup overview showing the Lattice ECP5 FPGA connected to a
workstation PC. The AES module is used to encrypt messages, while an attacker
can use the ciphertexts together with sensor traces to perform CPA.

comparable, we fix the placement of the AES module as well as the attacker TDC sen-
sor. This experimental setup follows roughly what has been presented in [12] and [14],
except for the added active fences.

6.1.4.1. AES implementation

We use industry’s standard symmetric encryption scheme AES in its 128-bit variant to
evaluate the performance of our protection against side-channel analysis. However, note
that our proposed active fence is independent of the exact algorithm or implementation
to be protected. To keep comparability, we use an AES module that follows the same
design principle as explained in [12], using a 32-bit datapath. In each clock cycle,
four of the 16 state bytes are processed in parallel, as visualized in Figure 6.7. One
round thus takes four clock cycles and one additional clock cycle to perform the key
schedule sharing the Sboxes (not depicted). The module is operated at a clock speed
of 12.5 MHz from the same clock generator as the active fence.

6.1.4.2. Sensor Implementation in Lattice ECP5

Previous publications have mostly used Xilinx FPGAs [12, 14, 114], but we also report
in Section 5.3.1 how the attack is successful on a Lattice iCE40. We implement TDC
sensors as explained in Section 2.6 for both offensive and defensive design parts on the
Lattice ECP5, using the available carry-chain primitives.

Carry-chains on the ECP5 are instantiated through CCU2C primitives, each of
which represents a 2-bit carry element with carry-in, carry-out and two bits of sum-
mation signals. Connecting the carry-in of one CCU2ZC element to the carry-out of
another element automatically enforces an adjacent placement of the two elements.

We route the sensor clock signal through an initial delay carry-chain into the main
chain, which is eventually sampled into registers at the falling sensor clock edge. A
specific location is set for the first elements of the initial and the main carry-chain
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Figure 6.6.: The complete layout of the design on the ECP5 FPGA as seen in the Lattice
Diamond Floorplan Viewer

respectively, which fixes the placement of the entire sensor due to the described adjacent
placement of CCU2C elements. Although the initial delay length varies depending on
the sensor clock, we fix the output carry-chain at a length of 62. When the supply
voltage is high, the sensor clock signal propagates into the delay line further than at
low voltage until the falling edge causes the sensor registers to capture the state of the
line. We count the number of set bits in the main delay line as the sensor output,
which gives us a 6-bit sensor value.

In Figure 6.8, we show 16 bits of a TDC delay line on the ECP5, as seen in the
Floorplan View of the Lattice Diamond design software. For our experiments we sample
at 100 MHz on the attacker side sensor, whereas the TDC sensor on the Active Fence
part was restricted to 50 MHz to account for a realistic scenario. We assume that in
general the attacker is able to sample the side-channel information at a higher rate
compared to the clock speed of the attacked module. Thus, the attacked AES module
is driven at 12.5 MHz clock speed, giving the attacker 8 samples per AES clock. As
shown in the next section, the amount of traces required to attack an unprotected
design is rather small.

6.1.4.3. Active Fence Implementation

In Section 6.1.3, we explained the general principle of an active fence as a hiding
countermeasure. The implementation on the Lattice ECP5 FPGA is based on single
LUT ROs, which are instantiated using the ND2 primitive. A ND2 element represents
a two-input NAND-gate to realize a RO with an enable signal. To prevent any synthesis
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Figure 6.7.: Schematic of the used AES encryption core design as shown in [12]

Figure 6.8.: Partial sensor carry-chain on the ECP5 as displayed in the Floorplan View of
the Lattice Diamond design software; Each block contains a 2-bit carry element
and the connection between those elements enforces adjacent placement as a fast
carry chain on the ECP5
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optimizations from removing the RO array, we combine all RO signals with an XOR
operation into a single signal, which is mapped to an open pin on the FPGA.

The ROs are placed according to one of the placement strategies described in Sec-
tion 6.1.3 and a certain amount is activated depending on a value x. We use a total
amount of 21 x 32 = 672 ROs, where for each increase in x an additional amount of
21 ROs is activated. This total amount of ROs is chosen to correspond roughly to
the amount of slices occupied by the AES module for the fence to be able to generate
voltage fluctuations in the range of the cryptographic implementation itself. Further-
more, a row of 21 adjacent ROs is required to spatially cover the AES module when
using a row-by-row RO layout. 32 corresponds to the maximum fluctuation range in
the TDC sensor we observed in our experiments. Thus, a value of x = 20 activates a
total amount of 420 ROs.

Overall, the overhead of the active fence in terms of area is about the same as the area
occupied by the AES module. Analyzing the required additional power consumption by
the design with active fence as reported by the Lattice Diamond Power Calculator is 178
uW . This corresponds to slightly more than half of the additional power consumption
reported for the AES module, which is 320 uWW. However, the tool does most likely not
account for the dynamic power consumption of the ROs adequately and thus further
measurements would be required.

In Section 6.1.3.2 we explain different activation methods. We can choose x either
as a PRNG output or a TDC sensor value. For the sensor-based activation, we scale
the sensor value into the range of 0 to 32 by subtracting the observed minimum in the
first encryptions. To randomly activate the RO grid, we simply use x directly as the
output of a PRNG module from OpenCores [115].

6.1.5. Results

Our results are based on performing a CPA on an AES encryption module in different
scenarios using the voltage traces collected through the attacker TDC sensor. For each
scenario, we deploy variations of our active fence implementation or omit any protection
for the baseline experiment. The success of any defensive method is evaluated as the
increase in traces required for the attacker to successfully recover the first secret key
byte of the last AES round key. For CPA we use a bitwise correlation model as described
in Section 2.3. After selecting the best correlating bit, we plot the key hypothesis
correlations over the number of evaluated traces with the correct key marked red to
show the minimum traces required for a successful attack.

6.1.5.1. Baseline, without mitigation

Initially, we synthesize a design without any countermeasures, to compare the efficiency
of our active fence countermeasure against. In Figure 6.9, the result of a CPA on the
unprotected AES is shown as described previously. We see that the attacker is able
to successfully distinguish the correct key byte hypothesis after about 1800 traces.
Comparing these results to those reported before in [12, 14, 22|, we need a similar
amount of traces as Schellenberg et al.
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Figure 6.9.: Baseline results for CPA on AES without any countermeasure. The correlation
for the correct key is marked red, and the attack is successful after about 1800
traces.

6.1.5.2. Area-restricted ROs, randomly enabled

For a first experiment, we naively let the design tool place ROs into a constrained
area between victim and attacker partitions and randomly activate different amounts
of them. The amount of activated ROs is determined by the output of an LFSR-based
PRNG. Figure 6.10 shows the result of a CPA on AES in this scenario. We see that
the amount of traces required for a successful attack increases from 1800 to 80k. In
general, that makes this approach already a valid defense mechanism, but we show in
further experiments, that we are able to improve the defense by specific placement and
activation.

6.1.5.3. RO-array, randomly enabled

The hiding effect becomes much stronger, when placing ROs in a specific manner,
to prevent the attacker from profiting from placement convenience. As described in
Section 6.1.3 and Section 6.1.4, we place ROs in a row-by-row scheme between AES
module and attacker sensor. Again using a PRNG output to determine the amount of
activated ROs, we show in Figure 6.11 how CPA performs in this scenario.

The correlation with the correct key byte is now much lower in absolute value.
A successful attack is possible after 120k traces, where the absolute correlation with
the correct key is larger than the correlations with the incorrect keys. In our last
experiment, we show how the attack success can be decreased more reliably with a
sensor-based active fence.
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Figure 6.10.: Results for CPA on AES with an arbitrarily placed active fence, activated based
on a PRNG output. The correlation for the correct key is marked red, and the

attack is successful after about 80k traces.
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Figure 6.11.: Results for CPA on AES with an active fence, that is placed row-by-row and
activated based on a PRNG output. The correlation for the correct key is
marked red, and the attack is successful after about 120k traces.
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Figure 6.12.: Results for CPA on AES with a sensor-based active fence, that is placed row-
by-row. The correlation for the correct key is marked red, and the attack is
successful after about 300k traces.

6.1.5.4. RO-array, sensor-based enabled

Lastly, we determine the amount of ROs to be activated using the output value of a
TDC sensor, clocked at half the speed of the sensor used by the attacker. The goal of
this activation strategy is to directly mitigate the voltage fluctuations caused by the
AES encryption. In Figure 6.12, we show the results of a CPA on the AES module
in this setup. As in the previous experiment, the absolute correlation value decreases
significantly. Additionally, the attack is only successful after about 300k traces, which
corresponds to two magnitudes of additional traces being required when compared to
attacks on the unprotected module. Further improvements to the sensor feedback will
most certainly lead to an even better leakage mitigation in future works.

6.1.6. Discussion

We develop a first approach for an on-chip hiding countermeasure against side-channel
attacks on multi-tenant FPGAs. In this scenario, the limitations of the attackers are
known, whereas an external attacker can employ any expensive measurement equip-
ment. The evaluation of different placement and activation strategies shows that the
general approach of active fences between different designs on a multi-tenant FPGA is
feasible.

To significantly improve the hiding effect further investigation of the spatial depen-
dencies and improvements of the defensive sensor are certainly required. In Chapter 4,
we investigate the impact of physical design parameters on side-channel vulnerability
and find it to be highly relevant for deploying countermeasures as well. Placing the ac-
tive fence inconveniently might significantly decrease the protection level. However, the
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dynamic noise generation through local sensors might actually help in counteracting
the effect of module placement.

Currently, we employ a clocked sensor, similar to the attacker sensor to mitigate
fluctuations caused by an AES module. A better approach would be an entirely com-
binational circuit to enable an almost instantaneous reaction of the active fence.

The benefit of the presented method lies mostly within its generality and simplicity
as leakage can be prevented independently of the underlying cryptographic module,
implementation, and mapping.

6.1.7. Conclusion

We are able to show how a specifically placed and activated active fence made out of
ring oscillators can effectively reduce the on-chip side-channel leakage by two orders
of magnitude. Additionally, the approach is simple to deploy and independent of
the cryptographic module that should be protected. In future research, the specific
implementation may be improved, for example through more advanced on-chip sensors
which can react to voltage fluctuations instantaneously. Moreover, the connection
between placement of the fence elements and success of the countermeasure should be
investigated further.

Hiding schemes like what we propose here are known to be unable to prevent side-
channel attacks entirely. Instead, they make the attacks harder to mount, i.e., a higher
number of measurements is required. Therefore, masked implementations can benefit
more from additionally integrated hiding countermeasures.

Hence, examining the effect of our developed on-chip hiding technique on higher-
order side-channel attacks when the underlying cryptographic module is a masked
implementation is among our future plans. Our method is also orthogonal to the
approach of checking bitstreams for malicious signatures before uploading them to
a multi-tenant FPGA which has been proposed previously as a countermeasure to
security threats in multi-tenant FPGAs.

6.2. Neural Networks as a Side-Channel
Countermeasure: Challenges and Opportunities

Just like in the previous section, we explore another hiding countermeasure against
side-channel attacks here, which leverages the advantages of heterogeneous computing
systems such as FPGAs. FPGAs are currently heavily utilized for accelerating Deep
Neural Network (DNN) inference in the cloud [116, 117].

DNNs have become a game changer in many applications from speech recognition
and image classification to medical diagnosis and finance. Through a trainable model
of a biological neural network, DNNs can be used to approximate almost any known or
unknown function, be it for classification or regression tasks. Moreover, many software
frameworks [118, 119] and specific hardware accelerators, make the development and
deployment of artificial neural networks easy and fast like never before. With the
increasing use of DNNs in many fields, they have also gained interest in the field of
implementation security, mainly as a way to improve attacks.
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We propose the use of DNNs as a computational abstraction, to further drive the de-
velopment of SCA countermeasures. Whereas hiding [57, 58] and masking [59] counter-
measures exist, they are often tailored to specific hardware or algorithms respectively.
By training a DNN to perfectly fit a cryptographic function or a sensitive part of it,
we can optimize the security of the neural network as an intermediate layer between
hardware and algorithm through choice of hyperparameters during both training and
inference. This approach is in line with other works on using DNNs as a means to
improve resilience against fault attacks of critical algorithms [120].

As a proof of concept, we replace the AES S-Box with different variants of a trained
DNN and evaluate its vulnerability against CPA [38]. An initial naive DNN design
is still highly vulnerable, so we aim to mitigate the leakage by evaluating different
parameters, such as the input and output data encoding, application of dropout during
training, or the activation function. Eventually, we find the choice of activation function
to have a significant impact on the attack success.

The flexibility of the neural network abstraction allows us to achieve partial side-
channel resilience in our setup, which is based on a Xilinx Zyng-7000 FPGA platform.
We evaluate the design against both external as well as remote (internal) attackers,
the latter making use of the sensors explained in Section 2.6. Our final design is not
vulnerable against an attacker with external measurement equipment, even when col-
lecting up to one million traces. When estimating supply voltage fluctuations through
internal delay lines, however, our design can still be attacked.

In the next section, we provide some general background on neural networks, as well
as an overview on related works. A more detailed motivation and our methodology
are described in Section 6.2.2, whereas the actual implementation on our experimental
platform is explained in Section 6.2.3. Our results are presented in Section 6.2.4, and
we draw some conclusions in Section 6.2.5.

6.2.1. Preliminaries

Before describing our motivation and methodology in more detail, we provide the nec-
essary background information on artificial neural networks as well as an overview on
existing work related to the topics in this section.

6.2.1.1. Artificial Neural Networks

Deep learning [121] has improved algorithms in almost every field of our everyday life
and has become a widely discussed topic in academia as well. Neural networks have
arrived down to consumer electronics and with the widespread application, the interest
in specialized hardware accelerators has been rising as well. In this subsection, we
describe the general principles of artificial neural networks as far as they are relevant
to this work.

Artificial neural networks are composed of neurons, which mathematically model the
principle of their biological equivalent: A neuron computes a weighted sum of its inputs,
which is then transformed through a nonlinear activation function f(z), modelling the
firing of the neuron when the input exceeds a certain threshold. The weight matrix is
adapted during training through backpropagation of the output error, when comparing
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to a known ground truth in the training set. Usually, multiple neurons together form
layers, where — in the fully connected case — each neuron is connected to each input.
A DNN is composed of multiple, concatenated neuron layers.

In our implementations, we employ fully connected layers — which are also called
dense layers — in a multilayer architecture of varying size. Usually, the training dataset
is randomly selected from the respective application domain and then the network
trained on the dataset in order to minimize a loss function. In our case of replicating
the 8-bit AES substitution function with a neural network, we have only 256 possible
input and output values.

6.2.1.2. Neural Networks and Implementation Security

Artificial neural networks have been targeted by SCA as well [122-124] and counter-
measures against such attacks have been proposed [124]. The proposed mitigations
in [124] make use of both hiding and masking schemes to protect hardware implemen-
tations on FPGAs and Application Specific Integrated Circuits (ASICs). Those works
are orthogonal to our approach, as they consider classical DNN applications, where
the weights are part of the secret data, which must be protected from an attacker.
In our approach, a known and well-defined function is replicated as a DNN and the
attacker is assumed to know the function, making the protection of weights irrelevant.
However, combining generic countermeasures for neural networks with our approach of
replicating classical cryptographic primitives might lead to a very generic mitigation
against SCA.

Moreover, DNNs have recently been proposed as a generic countermeasure against
fault attacks [120]. Interestingly, artificial neural networks can be optimized for im-
proved fault-tolerance during training. Similar to our proposal for SCA mitigation,
the authors in [120] replicate the AES S-Box including the preceding XOR operation
using a DNN, achieving a higher fault tolerance and less vulnerability to fault attacks.
To target fault tolerance, their DNN architecture makes use of a much larger amount
of neurons and is trained with specific constraints, namely L2-regularization, on the
network weights.

Although many existing hiding and masking countermeasures can mitigate side-
channel leakage very efficiently, they usually lack generality as they are targeted at
specific implementations, i.e. specific hardware or a specific algorithm. In light of the
developments described above and the ever-increasing support for neural network ac-
celeration in hardware and software nowadays, it seems not far-fetched to also leverage
this versatile computational model for SCA mitigation.

6.2.2. Optimizing DNNs for SCA Resilience

Here, we explain our motivation for using DNNs as a side-channel countermeasure
as well as our general approach and the evaluation of training and implementation
parameters to optimize the resilience of a DNN implementation.
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6.2.2.1. Motivation

Whereas the protection of neural networks in classical Al applications has been ex-
plored, and they have been used on the attacker side for side-channel analysis as well,
their use for side-channel mitigation is yet to be explored. We find several points, that
motivate the use of DNNs against side-channel leakage:

o Any data-dependency in the control flow is automatically removed: The DNN
always performs the same amount of computations.

o A DNN can be trained to exactly fit a known function and offers a generic rep-
resentation, that is independent of the (cryptographic) algorithm. Unlike, for
example, masking countermeasures, which are tailored to a specific algorithm,
the DNN allows addressing the sources of leakage on a lower level, independent
of the function it implements.

o Data can be processed by the DNN in almost arbitrary numerical representations,
which can be beneficial, when mitigating attacks that target, for instance, a
binary data representation.

» To represent a specific function, an exponentially large amount of different DNNs
with different topology or weights exists to implement this function. Thus, attacks
on one instance do not necessarily scale to other instances. Moreover, the ability
to generate an arbitrary amount of randomized implementations of the same
cryptographic primitive can be combined with other countermeasures which are,
for instance, based on implementation diversity [125].

o Neural network implementations have been leveraged to increase the resilience
against fault attacks as well [120], which is why the addition of side-channel
resilience can potentially secure a design against both implementation attacks in
a unified approach.

As an intermediate layer between a specific hardware and the cryptographic algorithm,
DNNS5s can abstract both sides, and we prove their flexibility, when optimizing a function
towards side-channel resilience.

6.2.2.2. Optimization Approach and Parameters

We investigate a multitude of different parameters w.r.t. how they can improve side-
channel resilience of a DNN implementation of a cryptographic function. Here, we
describe our general neural network architecture as well as the examined parameters
and why we assume them to have an impact on the vulnerability.

General Design:

Our initial design is a fully-connected feed-forward DNN with eight input and output
neurons as well as two hidden layers of 32 and 64 neurons each. The network size has
been empirically determined to be as small as possible, without incorrectly calculating
S-Box values. The weights are initialized randomly using the Glorot initializer [126],
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Figure 6.13.: An overview of different activation functions. In our FPGA implementation,
we evaluated the ReLU function as well as ramp activation, which is sometimes
called hard tanh.

which takes the amount of input and output nodes of each neuron into account. We
map the 8-bit AES S-Box into input and output vectors of size 8, where each vector
element represents a bit of the S-Box input or output and each bit is converted such
that —0.5 corresponds to 0 and 0.5 to 1. As a nonlinear activation function, we initially
employ the commonly used Rectifier Linear Unit (ReLU) function. Training the de-
scribed network for about 5000 epochs with the gradient-based Adam optimizer [127]
and the Mean Squared Error (MSE) loss function, we achieve 100% accuracy in repli-
cating the AES S-Box function. During inference, we only compare the sign bit of each
output neuron to transform back to a 0 or 1 binary output.

Activation Function:

Although the ReLLU activation function works well with replicating the AES S-Box
function and is easy to implement, it may not be beneficial for mitigating SCA attacks.
This is due to its behaviour of clipping the output values at 0, which may lead to signif-
icant differences in the power consumption of subsequent computations, where values
are sometimes zeroed depending on the input data. Instead, we suggest the use of
tanh or the ramp function f(x) = min(0.25, max(—0.25,z)), which is also called hard
tanh sometimes, as both have a smoother behaviour with the output value hardly ever
being exactly zero. In Figure 6.13, we present the three different suggested activation
functions. Whereas tanh is easy to implement in software, the ramp function is more
suited for hardware implementations, which is why we choose to implement it in our
FPGA-based setup.

Input/Output Encoding:

As many SCA attacks including CPA are based on the binary representation or
hamming weight of the data, encoding the data in a different base is another parame-
ter, which we explore for leakage prevention. In any base k, we need n = [log,(256) ]
neurons in the input and output layers, corresponding to the digits of the input and
output data in base-k encoding. We evaluate a neural network to compute the S-Box
function on base-5 inputs and produce base-5 outputs, which has four input and four
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output nodes. The digits in the range 0,1, ...,4 are scaled into a range of —0.5 to 0.5,
such that 0 is represented as —0.5 and 4 as 0.5. In order to still fit the S-Box function
exactly, the network needs to be slightly larger than our base two-layer network. In-
stead, we employ four hidden layers of 64 neurons each.

Neural Balancing:

Aiming to balance the power consumption of layer computations for all inputs, we
evaluate different training modifications. One option is to introduce regularizers, which
penalize unbalanced layer outputs during training. More specifically, we add the stan-
dard deviation of the sum of all neuron outputs per layer over all 256 possible inputs as
a penalty term to the loss function. Let a; be the number of neurons with an output > 0
for input ¢ into a layer, then the loss for that layer is [ = MSE(Ypred, Ytrue) + Tact, Where

the first term is the standard MSE loss function and o, = \/ ﬁ . fi%(ai —a;)?. This

additional loss term causes the optimizer to aim for the same amount of neurons be-
ing activated for each possible input in order to potentially equalize power consumption.

Extending the DNN Function:

By incorporating the preceding XOR with the AES round key into the function that
is computed by the DNN, we extend the part of the encryption that is covered by neural
network computation. Here, the input to the S-Box, which is the XOR of the previous
round state byte with the corresponding secret round key, is never present in binary
form, but only as weights and activations inside the DNN. Since this value is relevant
for the power consumption targeted by the CPA, we expect a higher resilience against
the attack. As for the network to perform computations on base-5 encoded data, we
require four hidden layers with 64 neurons each. Other than that, we employ the base
design here with binary input and output as well as the ReLLU activation function.

Binary Neural Network:

We also deploy a network with binary weights (—1/1) using the approach from [128].
For a correctly implemented AES S-Box function, the Binary Neural Network (BNN)
has three hidden layers of 512, 1024 and 2 048 binary neurons. Although this approach
uses the input data in binary form and produces a binary output, we expect a large
amount of uncorrelated noise, as the computations are based on many XOR operations
with binary weights that are unrelated to the actual input value.

6.2.3. Implementation and Setup

In this section, we describe how we train neural networks to replicate the AES S-
Box function and we detail in which way they are deployed on our FPGA evaluation
platform.

6.2.3.1. Framework and Training

To train DNNs we make use of the widespread Tensorflow framework, which offers a
Python interface and stores trained models in the HDF5 format. Moreover, Tensorflow-
Lite allows storing networks in a binary format for fast inference on many embedded
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architectures. For implementing the DNN in hardware, we make use of quantization,
to map the floating-point weights into an integer range and use integer computations
instead. The floating-point values are transformed into the range of [—128,127] and
stored as 8-bit signed integers. The neural network computations are then performed
on the quantized values, which are transformed back in the input and output layers
respectively. We make use of the Tensorflow-internal quantization algorithm and deploy
quantized networks replicating the S-Box function on an FPGA.

6.2.3.2. Device and Measurement

Our evaluation platform is the Pyng-Z1 board, which incorporates a Xilinx 7-Series
Zynq XC77Z020-1CLG400C FPGA. We implement the networks ourselves, without us-
ing the Xilinx IP cores, to maintain maximum control over the experiments and store
the network weights in BRAM, using the dedicated DSP blocks of the FPGA for per-
forming the computations. The BNN design does not make use of the DSP blocks, but
is instead implemented entirely in standard logic LUTs. As explained in the introduc-
tion, we evaluate our design against both an external attacker, who uses an oscilloscope
to measure power, and a remote, internal attacker in a multi-tenant FPGA setup, who
introduces internal sensors. The internal sensors are based on estimating supply voltage
fluctuations indirectly through measuring data propagation delay through long delay
lines as explained in Section 2.6.

The external attacks are performed using a Keysight Technologies MSO9104A oscil-
loscope, where we make use of a Linux system, running on the integrated ARM hard
processor system in the Zynq FPGA to control the oscilloscope via USB. The side-
channel analysis is performed separately on different machines, using a GPU-based
CPA implementation. We remove all decoupling capacitors on the board to improve
the quality of our measurements and sample up to 1M traces for each attack. The
measurements are collected by measuring the supply voltage Vpp ~ 1.0V over the
FPGA chip.

For evaluating against a malicious tenant on a multi-tenant FPGA, we make use of
the self-calibrating delay-line sensors, which have been used in Chapter 4. Due to a
much stronger impact of on-chip voltage fluctuations onto the sensor values compared to
the external measurements, all implementations can be attacked with a lower amount
of traces in this setup. However, as shown in Chapter 4, the sensor placement and
mapping can have a significant impact on the attack success, which is why we collect
only up to 100K traces but with 4 different sensors distributed throughout the FPGA
fabric. Again the internal ARM hard processor is used to coordinate the measurements
and the evaluation is performed on a separate machine.

6.2.4. Results

Here, we present the results of performing CPA attacks on different implementations of
DNNSs replacing the AES byte substitution function. First, as a baseline to the following
results on DNN implementations, we attack a regular S-Box implementation, which is
implemented as combinational logic on the FPGA, without using the BRAM. For all
attacks we target the last encryption round and use the respective DNN implementation
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Figure 6.14.: Correlation over the amount of collected traces, when attacking the AES S-Box
implemented as standard LUT-based logic through external measurements with
an oscilloscope.

for substituting one byte of the AES state. The amount of traces required for key
recovery is determined as defined in Section 2.3.

6.2.4.1. Baseline Attack on a Standard Implementation

For comparison, we attack a conventional S-Box implementation on our FPGA evalua-
tion platform. Exemplary we show the result of attacking the design through external
measurements, which is presented in Figure 6.14. We are able to distinguish the cor-
rect key here after around 280 000 traces. When using on-chip sensors as described in
Section 6.2.3.2, only 6 000 traces are already enough to determine the correct key byte
value.

6.2.4.2. Attack on the base DNN Architecture

In the previous section, Section 6.2.2.2, we presented the first basic DNN with the
ReLU activation function and a binary representation of input and output to replicate
the AES S-Box function. The results of attacking the DNN substitution on our FPGA
implementation can be seen in Figure 6.15. Here, we exemplary present the final cor-
relation values after 100K traces when estimating supply voltage fluctuations through
on-chip sensors.

We conclude that the initial DNN implementation is highly vulnerable against CPA
attacks, as < 1000 traces are required for a successful key recovery, both when using
external measurement equipment and when estimating voltage fluctuations internally.
In fact, we are even able to reconstruct the DNN architecture, when looking at the
final correlation values over the sampling period, where the layer structure is clearly
visible.

6.2.4.3. Evaluation of DNN parameters

In Table 6.1, we present the results of performing CPA attacks on our previously
explained DNN design variants. We note that many of the parameter choices fail to
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Figure 6.15.: Final correlations at each point in time during the sampling period, when at-
tacking the AES S-Box implemented as a neural network using our base DNN
design through measurements with on-chip sensors.

Traces for key recovery

Design variant External measurement Internal measurement
Standard implementation 280000 6 000
Basic DNN design <1000 <1000
Base-5 encoding <1000 <1000
Neuron balancing <1000 <1000
With key XOR <1000 < 1000
Binary weights <1000 < 1000
Ramp activation > 1000000 3000

Table 6.1.: An overview of the amount of traces required for a successful CPA attack, reflect-
ing the side-channel vulnerability of each design variant.

suppress the leakage and mitigate the attack, making them just as vulnerable as the
base design. In fact, all evaluated approaches are unable to prevent a malicious tenant
from recovering the secret key.

However, when applying a ramp function f(z) = min(0.25, max(—0.25,z)) instead
of the default ReLLU activation, we observe a significant decrease in leakage during the
layer computations. The hard clipping to 0 output values with the ReLU activation
has indeed a significant impact on the leakage of the layer computations. In fact,
we are unable to recover the secret key even with up to 1M traces when measuring
externally with an oscilloscope, which shows in the final correlation values over the
sampling period in Figure 6.16. On the other hand, even for an attacker who uses
on-chip sensors to estimate fluctuations, the amount of traces for a successful attack
is higher when using a ramp activation. Nevertheless, our designs are unable to fully
mitigate internal attacks, which could be related to an increased amount of information
about voltage fluctuations in a specific region of the FPGA, which is visible to a single
on-chip sensor, but invisible to an outside attacker who can only measure the sum of
fluctuations.

We confirm the significance of the activation function, by training three different
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Figure 6.16.: Final correlations at each point in time during the sampling period, when at-
tacking the AES byte substitution, which is implemented as a neural network
with a ramp activation function instead of the default ReLU activation.

DNNs with randomly initialized weights and repeating the attack using external mea-
surement equipment. For each design, we are unable to recover the secret key with up
to 1M measurement traces. This result also demonstrates the ability to generate an
arbitrary amount of randomized implementations, which can be combined with other
countermeasures [125], as explained in Section 6.2.2.1.

We identify the activation function as a critical parameter for side-channel resilience
and — despite not being able to mitigate an internal on-chip attack — exemplarily show
how the flexibility and the abstraction level of a DNN implementation can greatly
benefit the development of generic side-channel countermeasures.

6.2.4.4. Overhead

We evaluate the overhead of the FPGA implementation in terms of speed and resources
for a fair comparison. The entire design including AES and the communication with
the ARM processor requires 12% of LUTs, 12% of BRAM and 29% of DSP resources.
When using only standard AES S-Boxes and removing the DNN, the design needs 4%
of LUTs, no BRAM and no DSPs. Thus, the DNN introduces both area and power
overhead, but the design still does not require an unrealistic amount of resources on the
rather small Zyng-7000 FPGA and could potentially be deployed to low-power edge
hardware as well.

For comparing the encryption time overhead, we run 100k encryptions on the FPGA
with all S-Box operations replaced by the DNN implementation. With only standard
S-Box implementations, the total duration for 100k encryptions is about 2.2s which
corresponds to 22us per encryption. When using a 25 MHz clock for both AES core and
DSPs, the total duration is 118, 6s, corresponding to 1.186ms per encryption. There-
fore, we have an overhead of about 50x in speed, when using the DNN implementation
with the same clock as the standard AES core.
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6.2.5. Conclusion

In this contribution, we show how artificial deep neural networks provide an interme-
diate abstraction layer between countermeasures against side-channel attacks on the
algorithmic and the hardware layer. As a proof of concept, we train neural networks to
replicate the AES byte-substitution and perform CPA attacks on the implementations,
which are deployed on a Xilinx Zyng-7000 FPGA. The designs are evaluated against
both an attacker with external measurement equipment, and a malicious tenant using
on-chip sensors on a multi-tenant FPGA. We vary multiple parameters during training
and inference and learn that the choice of activation function has a significant impact
on the side-channel leakage. In the case of an external attacker, a standard implemen-
tation of the AES S-Box needs about 280 000 measurements for key recovery. Whereas
a naive DNN mapping with a ReLLU activation needs less than 1000 traces, the mod-
ified design is protected against an external CPA attack with up to 1M measurement
traces. However, attackers performing internal measurements with delay-line-based on-
chip sensors are still able to recover the secret key, most likely due to a more localized
view on the voltage fluctuations in specific regions of the FPGA. Nevertheless, DNN
implementations prove to be a versatile and generic instrument to address side-channel
leakage in a matter agnostic to hardware and overlying algorithm. Future work will
continue to investigate parameters and training approaches, which affect the vulner-
ability of implementations. Moreover, application specific hardware accelerators and
different cryptographic algorithms will decrease and justify the overhead of DNN-based
countermeasures.

123






Part Il1.

Related Work and Summary

125






/. Related Work and Future
Perspectives

The topic of remote fault and side-channel attacks has been explored before, mostly in
the form of cache timing side-channel attacks [129, 130], where memory accesses based
on secret values are timed by an attacker to determine whether the accessed data
was cached or not. On the other hand, the well-known Rowhammer attack on Dy-
namic Random Access Memory (DRAM), which is based on crosstalk causing bitflips
when nearby rows are continuously accessed, has been successfully deployed remotely
as well [131, 132]. However, the first remote power-based side-channel and fault at-
tacks have been found in 2017 and 2018 [10, 12-14] only, and the topic has received
much attention since then. Many have presented similar attacks on FPGA-based sys-
tems [15, 42, 43, 91, 133, 134], but also on microcontrollers [17, 18] and even modern
x86-CPUs [32]. Likewise, the concept of remote side-channel attacks based on electro-
magnetic (EM) has been explored in recent works as well [135, 136].

In this chapter, we present other works that highlight the importance of considering
this threat model in today’s tightly integrated and miniaturized systems. Furthermore,
we discuss potential future research directions both for additional exploration of attack
vectors and countermeasures against them.

7.1. Timing-based Remote Side-Channel Attacks

As mentioned, remote side-channel attacks that are not based on (indirect) measure-
ment of the device’s power consumption or supply voltage have predominantly been
using timing as a means to leak secret information. Modern CPU architectures with
their cache hierarchy and their highly optimized utilization of shared resources across
security boundaries are often designed with optimization instead of security in mind.
For end-user applications, this may not be problematic, but especially cloud comput-
ing providers are threatened by high financial loss, when an attacker can escape a
virtualized container and eavesdrop on other clients or compromise integrity.

Initially, attacks were mostly focussed on leveraging the cache as a shared resource
between processes from different users and also between different CPUs [129, 130]. The
basic principle of cache-timing attacks is to put the cache to a state that is known to
the attacker, then run the victim code and finally perform timing measurements to
determine in which way the state of the cache was changed by the victim. An attacker
can, for instance, fill the entire cache with data and trigger the victim’s execution. Af-
terwards, the cache line that was evicted, i.e. which addresses were accessed during the
execution, can be determined by timing the accesses to the previously loaded attacker
data. If the victim’s code contains memory accesses, where secret data is part of the
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memory address (for example, when using a lookup table), the leaked information will
enable the deduction of said secret data.

The cache is only one point of attack, where secret information is leaked through a
timing side-channel. Generalizing the concept of timing the access to a resource which
is shared across security boundaries has lead to the notion of microarchitectural side-
channels [137]. For instance, the penalty for a misprediction by a branch predictor,
can leak information from implementations with a data-dependent control flow [138].

A somewhat orthogonal line of research on attacks that rely on the same timing
side-channels (or covert-channels) for data leakage is that of Microarchitectural Data
Sampling (MDS), where memory contents can be leaked from a speculative context.
The recently discovered Spectre [54] and Meltdown [55] have received significant at-
tention by media and industry and mitigation approaches have considerable impact on
the system performance [139]. MDS is based on side effects, such as data being loaded
to the cache, during speculative execution. If the speculative execution happens due
to a branch misprediction, for instance, after an array bounds check, the side effects
can be used as a covert-channel to access data across security boundaries.

To mitigate these timing-based remote side-channel attacks, countermeasures have
been directed mostly at the timing side-channel itself. Implementations can avoid
memory accesses and control-flow dependencies on secret data, direct timing measure-
ments can be prohibited, or the data-dependent timing can be avoided at the cost of
performance [137]. However, direct and indirect measurement of effects on the elec-
trical level, such as the attacks presented in this thesis, bypass the majority of these
countermeasures.

7.2. Remote Fault and Side-Channel Attacks on the
Electrical Level

In the previous section, we exemplarily listed some of the most prominent remote side-
channel attacks, which all have in common that they are based on measuring execution
timing. Countermeasures can thus be specifically targeted at the timing side-channel,
through software- or hardware-side mitigations [137]. Moreover, whereas on x86-based
systems cycle counters or flush operations can be easily exploited, timing attacks on
other architectures may be significantly more challenging [56]. Here, we present some
attack schemes that fit the line of work presented also in this thesis in terms of lever-
aging measurements on the electrical level to estimate voltage fluctuations or power
consumption. As the majority of schemes has been demonstrated on FPGAs, we will
distinguish between FPGA-based attacks and attacks that exploit other (unintended)
internal sensors or fault injection mechanisms.

7.2.1. Attacks in FPGA-based Systems

Since the initial works on FPGA-based side-channel [12, 14] and fault attacks [10, 13],
many subsequent works explore the attack space, finding more ways to exploit the
design freedom given by FPGA resources. Extending the existing attacks is essential
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to understanding the impact of the threat and developing adequate countermeasures,
which is therefore a major part of this thesis and presented in Chapter 3.

Regarding FPGA-based fault attacks, research has been mostly directed towards
stealthier attacker designs, that can avoid detection by the hypervisor. In a first follow-
up work, it was suggested to replace the initially used Ring Oscillators (ROs) with
oscillators that are hidden through a transparent latch or a self-clocked flip-flop [42].
This approach would already bypass the simple design rule checks currently employed
by cloud providers [91], but could still be detected by more elaborate bitstream/design
checking.

Excessive heat and voltage-drops based on an entirely different mechanism were also
demonstrated in [15], where researchers were able to cause transient short-circuits using
true dual-port block RAM (BRAM) modules on Xilinx FPGAs. The short circuits
occur, whenever data is written with identical addresses but complementary values
through the two ports of a BRAM instance, leading to timing faults and even bit-flips
in configuration memory.

In [133], an XOR tree was used in a new kind of glitch amplification for power-
hammering. The basic principle of glitch amplification is to delay the inputs to the
XOR tree in a way that maximizes the internal switching inside the structure. The
increased power consumption was used to successfully crash Xilinx Ultrascale FPGAs.

Finally, in [43], researchers abused seemingly benign IP cores, such as shift registers
and AES modules to cause a Denial-of-Service (DoS). This approach is also extended
in this thesis, where we demonstrate the use of AES modules and benchmark circuits
for precise fault injection attacks on a recent Intel Stratix 10 FPGA, as explained
in Section 3.1.

Concerning FPGA-based side-channel attacks, we evaluate the extent of the leakage
through the power supply hierarchy in Section 3.2 and present a thorough analysis
of physical design impact in Chapter 4. Here, we present some related work, where
the initial attacks from [12, 14] were extended to achieve a better understanding of
their nature. Worth mentioning is also leakage occurring through crosstalk between
adjacent wires inside FPGAs, which was shown in [89]. However, this leakage can
be easily prevented by following industry standards for design placement, such as the
Xilinx Isolation Design Flow [81].

In [114] it was first examined, whether side-channel leakage occurs between two
FPGAs on the same PCB. The results showed that a CPA attack on the AES is possible
when the encryption module is placed on one chip, whereas the sensor is located on the
other. In fact, even with a standard configuration of the SAKURA-G board that was
used in the experiments (i.e. without removal of capacitors), the attack was successful,
albeit at the cost of requiring a higher amount of measurement traces.

A covert-channel between different dies on a high-end multi-die FPGA has been
demonstrated in [76]. Such FPGAs are composed of multiple dies, so-called Super
Logic Regions (SLRs), which are integrated in a 2.5D manner. The convert-channel
showed reliable information transfer (=~ 97% accuracy) between SLRs both on local
devices and devices in the Amazon and Huawei cloud.

Lastly, the evaluated scenario in [19] was similar to the one we present in this work
in Section 3.2. Covert-channels were successfully demonstrated between CPUs, GPUs,
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and a PCle FPGA accelerator in a standard PC setup, where the leakage occurs only
through the system-level ATX PSU.

In addition to the work presented in this thesis, the above research proves the impor-
tance of securing FPGA-based systems against fault and side-channel attacks on the
electrical level. Side-channel and fault attacks are elevated from being local attacks on
one specific device, performed by an attacker with extensive measurement equipment,
to attacks that can be deployed remotely and simultaneously on millions of devices. In
the next section, we present further attacks that do not rely on FPGA-based sensors or
power wasting logic, but instead exploit other security flaws in today’s highly complex
integrated systems.

7.2.2. Attacks through non-FPGA Mechanisms

Whereas all works presented in the previous section and in this thesis in general exploit
the design freedom of FPGAs to deploy side-channel and fault attacks, some recent
works have also explored the possibility of using different means of measurement, such
as actual internal sensors or indirect measurement through analog components. In this
section, we present some of the work that fits this threat model of remote fault and
side-channel attacks on the electrical level on systems without an FPGA.

In [17, 18], researchers showed that noise from ADC pins in a mixed-signal SoC
actually contains leakage information that can be used to successfully perform a CPA
attack on a concurrent AES encryption. Although requiring a significant amount (in
the range of 10°) of measurement traces, the attacks are successful even when the pin is
connected to GND or VDD as often recommended for unused pins. Leakage assessment
in [17] also show the potential to perform similar attacks on modular exponentiation,
which is the main operation in RSA encryption.

The exposure of any kind of power sensor data to low privilege processes can have
a severe impact on the system security as demonstrated in [32]. Through power aver-
ages at very low sampling rates from the Intel Rolling Average Power Limit (RAPL)
interface, CPA attacks against the hardware AES (AES-NI) in modern Intel CPUs
have been deployed successfully. Additionally, the work presents further attack vectors
such as a derandomization of the kernel address space, which is usually employed as a
countermeasure against attacks based on memory corruption.

A different line of research exposed the vulnerability of mixed-signal SoC against re-
mote side-channel attacks, which are exploiting leakage that is modulated as noise onto
radio signals emitted from the device while performing encryption [135, 140]. In [135],
successful CPA attacks against the AES were demonstrated through measurements of
a Bluetooth signal, emitted from an SoC, which performed AES encryptions on an
integrated ARM Cortex-M4 microcontroller. The leakage in these attacks happens
due to the proximity of the two components of the chip, where one is performing se-
curity critical operations that procure electromagnetic emissions, and the other one
is transmitting radio signals, which in turn are mixed with the EM leakage from the
first component. Recently, researchers also demonstrated the feasibility of EM-based
side-channel attacks through integrated sensor components, such as microphones in
standard end-user PCs. In [136], ECDSA keys of a remote party could be unveiled
from the audio feed of a voice call.
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On the other hand, remote fault attacks go back to the famous Rowhammer at-
tacks in 2014 [131], which are still a major unresolved issue in modern DDR4 memory
implementations [141]. Through continuous accesses to neighboring memory rows, bit-
flips can be caused in victim row of the memory system, which can even be possible
from a JavaScript sandbox when the victim visits a malicious website [132]. The cause
of the bitflips is attributed to voltage fluctuations and electromagnetic interaction in
the highly integrated memories through the hammering causing retention failures in
neighboring rows.

Many recent works have explored the possibility of using Dynamic Voltage and Fre-
quency Scaling (DVFS) parameters for fault injection [33-36]. In [33], fault injection
has been successfully used to recover secret AES keys stored in an ARM TrustZone
enclave, by increasing the operating frequency of the device at a specific time to pro-
voke timing faults. Similarly, TrustZone can be broken in multicore scenarios through
decreasing the core voltage and simultaneously decreasing the frequency of the attacker
core to prevent faults in the attacker execution [35]. On x86 systems, attackers are able
to attack Intel SGX enclaves by exploiting hidden Machine State Registers (MSRs) to
manipulate the core voltage [34, 36].

Through careful consideration of user privileges and access to interfaces that can
be used to manipulate operating conditions or estimate power consumption, many of
the above attacks can and have been mitigated, for instance, through microcode up-
dates. However, attacks that rely on unintended effects on the electrical level, such
as Rowhammer [131], ADC-based side-channel measurements [17, 18] or EM measure-
ments through analog system components [135, 136, 140] are significantly harder to
prevent, as the unsuccessful attempts at counteracting Rowhammer attacks prove [141].

7.3. Countermeasures

In this section, we present countermeasures that have been proposed aside from the
ones presented in this thesis in Chapter 5 and Chapter 6. As side-channel and fault
attacks have been known for more than 20 years [8, 9], many approaches have been
discussed to address the issue from a perspective of the respective hardware or software
implementation. For instance, faults can often be addressed by redundancy in similar
ways as addressing faults for safety concerns [142]. Likewise, side-channel leakage can
be reduced by hiding [57, 71] or masking [59] countermeasures, as also explained in
Section 4.1. However, we present some countermeasures here, which explicitly target
the threat model of multi-tenant FPGAs in the cloud and FPGA-based systems in
general.

The proposed approaches can be generally classified as offline countermeasures,
which attempt to detect malicious logic before it is loaded to the FPGA, and online
countermeasures, which detect and neutralize attacks through sensors and other addi-
tional logic when the attacker design is already active on the chip. Our proposed offline
bitstream checking countermeasure, which we present in Chapter 5, was refined and
extended to actual cloud FPGAs in [24]. The authors greatly increase the amount of
malicious signatures for detecting novel self-oscillating circuits and glitch amplification
designs that would be most likely used for creating excessive voltage drops.
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Online countermeasures have mostly been developed with the detection and mitiga-
tion of fault attacks in mind [143-146]. In both [143] and [144], methods for locating
a fault attacker’s design through a sensor network are proposed. When it comes to
mitigation of the attacks, [144] and [145] suggest clock-gating and quick disabling of
interconnect respectively, to stop the excessive power consumption from impeding other
tenants on the same chip. The latter has the potential to even stop attacks that rely
on internal clocking, for instance, through self-oscillating clocks in the attacker FPGA
region. Alternatively, the operating frequency of the victim design can be automati-
cally lowered, when a critical voltage undershoot is detected, as proposed in [146]. This
dynamic frequency scaling, however, is intrusive to the non-malicious tenants on the
FPGA.

Similar to how we propose the use of physical design parameters (cf. Chapter 4) and
neural networks (cf. Section 6.2) as a hiding countermeasure in this thesis, other works
have considered to leverage the advantages of reconfigurable hardware for side-channel
countermeasures [72, 147, 148]. In [72], a countermeasure based on implementation
variety is proposed, where different implementations of the AES S-Box are randomly
interchanged at runtime, increasing the difficulty for a side-channel attacker due to the
randomized power profile. A generalization of programmable ROs as a countermea-
sure against both side-channel and fault attacks is presented in [147]. On one hand,
ROs can be employed as sensors for detecting fault attacks, on the other hand, they
serve as random noise generators to hide data-dependent leakage against side-channel
attacks. Lastly, randomization of the clock driving the victim circuit using a delay line
is proposed in [148], which can induce noise at very low overhead.

The presented mitigation strategies in this thesis and in other works can prevent
many of the known attacks. However, as the underlying problem is the shared PDN
across security boundaries, future development will most likely lead to more advanced
attacks, requiring constant adaption to the continuously changing threat.

7.4. Perspectives

The threats to today’s highly complex heterogeneous computing platforms presented
in this thesis and in the related work poses an important challenge to industry and
academia alike. Future research will need to continuously develop new countermeasures
against remote fault and side-channel attacks and chip engineers will have to keep the
presented threat model in mind when designing security critical hardware.

Most current work is focused on attacking cryptographic hardware to recover secret
encryption keys. However, the new hardware component are often also intended to
accelerate novel applications, such as artificial intelligence. Thus, we already observe
the emergence of attacks, which threaten the integrity and confidentiality of neural
networks, specifically on FPGAs [122, 123, 134] and also through remote attacks [149].
Future countermeasures will need to tackle the novel threats but can also leverage the
distinctive features of the attacked application, like we presented in Section 6.2 for the
case of a neural network implementation.

Considering very recently demonstrated attacks as in [136], where electromagnetic
side-channel leakage into internal microphones was exploited through a voice call, we
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can safely assume that the extent of the issue is still not fully explored yet. This
goes for side-channel measurements, but also for fault injection from software. In [19],
GPU-based covert-channels were demonstrated, which suggests that — with a specific
instruction sequence — the power consumption of highly parallelized hardware accel-
erators might be raised to a level where crashes, damage, or fault injection may be
possible.

Whereas the work in this thesis and the presented related work is based on attacker
circuits, which were developed through hardware description languages directly, many
future applications will most likely rely on highly dynamic and automatized translation
schemes. High-Level Synthesis (HLS) [150] will compile FPGA designs from C-code
directly, or warp processors [151] might dynamically deploy sections of executables with
hardware accelerators on an FPGA. In such scenarios, fault and side-channel attacks
may be possible by attackers carefully choosing the right sequence of software code.

Summarizing future research directions, both the exploration of new attack vectors
and the development of adequate countermeasures will be required, to ensure the secu-
rity of upcoming heterogeneous systems. In Table 7.1, we provide an overview of the
attacks and countermeasures in FPGA-based systems presented in this thesis and in
the related works.
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Cross-SLR covert-channels ([76]) o/ i o— - = S/
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FPGAhammer ([13]) v - - v - v v v -/
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Glitch amplification faults ([133]) X - - v - v v v -
Benign logic faults ([43],Section 3.1) X — — X — V V V — /

Table 7.1.: A comprehensive overview of novel attacks on the electrical level as well as coun-
termeasures, specifically in FPGA-based systems. If an attack can in principle
be mitigated by a specific countermeasure, we mark it as v’ in the respective
column. In [76], a covert-channel has been demonstrated, which is why we denote
countermeasures as v'*’, if the countermeasure would be able to mitigate a side-
channel attack in the same scenario. If an attack definitely evades mitigation, we
mark it as ’X’. A '—’ signifies that the countermeasure is not meant to target the
respective attack category.
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8. Conclusion

In this thesis, recently discovered vulnerabilities through remote side-channel and fault
attacks on the electrical level of heterogeneous FPGA-based computing platforms are
thoroughly analyzed in various aspects, regarding their severity, extent and potential
mitigation. We find that fault attacks on FPGAs can be performed through seemingly
benign logic and show how instruction sequences on a normal x86 CPU can be detected
from an FPGA accelerator within the same system, where leakage occurs only through
a standard system-level power supply. A systematic analysis of side-channel vulnera-
bility with respect to the physical design parameters, such as placement and routing
of attacker and victim design, unveils a high impact of said parameters on the amount
of traces required for a successful key recovery attack. The findings highlight the im-
portance of considering design parameters when deploying actual countermeasures and
may enable future countermeasures based on placement and routing at zero overhead.

On the other hand, we present a promising approach for offline analysis of user
bitstreams to detect potentially malicious attacker designs based on specific known
signatures. Evaluating the approach on a large amount of benchmark and attacker
designs, we show its effectiveness in preventing attacks without being too restrictive on
the benign user designs. Finally, we propose novel hiding countermeasures against side-
channel attacks that leverage the flexibility of programmable hardware. We introduce
the concept of active fences, where ring oscillators around an encryption module are
dynamically activated based on on-chip sensor readings. Moreover, we evaluate the
usage of neural networks as a side-channel countermeasures by mapping the byte-
substitution of AES into a neural network implementation and adapting architecture
and training parameters.

We conclude that the emerging hardware introduces both new threats, the extent of
which is not fully explored yet, and entirely new opportunities for countermeasures. Re-
mote power-based fault and side-channel attacks remain an important topic for future
research and must be considered for secure hardware design and system integration.
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A. Classification and Detection of
Code Patterns through the Power

Supply

A.1. Assembly Code Patterns for the ARMv7
architecture

Here, we present the assembly code that has been used in this work to evaluate clas-
sification and live detection on the Xilinx Zynq 7000 FPGA-SoC, which is an ARMv7
platform. The trigger code before each pattern is omitted here and can be examined
in Listing 3.1 in Section 3.2.3.2.

A.1.1. CPU1 Code Pattern

mov rl10, #3

mov rll, #5

.rept 2000

smlal r5, r6, r10, rll
ror rl10, #3

ror rll, #b

.endr

A.1.2. CPU2 Code Pattern

mov 110, #3
mov rll, #b5
.rept 2000

add r5, r5, rl0
sub 16, r5, rll
eor r6, r6, rd
and r6, r6, rll
.endr
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A. Classification and Detection of Code Patterns through the Power Supply

A.1.3. CPU3 Code Pattern

vmov. 32 s0, #3.5
vmov. £32 sl, #1.5
.rept 2000

vmul. 32 s0, s0, sl
vadd .32 sO0, sO, sl
vsqrt .32 s0, s0
vsub.f32 s0, sO, sl
.endr

A.1.4. MEM Code Pattern

In the following code, mem corresponds to an array of size 32 - 300 bytes, where 32 is
the cache-line size of both L1 and L2 cache on the ARM core of the SoC. When eval-
uating cached and uncached memory accesses, we can evict the entire array or access
its elements such that all subsequent accesses during measurement are either cached
or uncached. In Section 3.2.4.4, we reduce the code to only a single memory access.

mov 14, %][mem]
.rept 300

ldr r6, [r4]
add r5, r5, r6
add r4, rd, #32

.endr

A.1.5. NOP Code Pattern

.rept 3000
mov 14, r4
.endr

A.2. Assembly Code Patterns for the x86 architecture

Here, we present the assembly code that has been used in this work to evaluate classi-
fication in an x86-64 Intel Xeon desktop/server setup. Again, the trigger code before
each pattern is omitted here.

A.2.1. CPU1 Code Pattern

.rept 2048
mull %ebx
rorl $0x3, %eax

.endr
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A.2. Assembly Code Patterns for the x86 architecture

A.2.2. CPU2 Code Pattern

.rept 2048

addl %edx, %eax
orl Y%Y%edx, Y%Yeax
subl Y%Yeax , %edx
andl %edx , %eax

.endr

A.2.3. CPU3 Code Pattern

.rept 2048
fld (%[fpu])
fld1

faddp

fsqrt

fstp (%[fpul])

.endr

A.2.4. MEM Code Pattern

As in the code pattern for ARMv7, mem is an array of size 64 - 1024 bytes, where 64
is the cache-line size on x86 systems.

.tept 1024
xorb (%[mem]) , %%ah
add $64, %][mem]|

.endr

A.2.5. NOP Code Pattern

.rept 3000
nop
.endr
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B. CPAmap: Physical Design and Side-Channel Vulnerability

B. CPAmap: On the Complexity of
Secure FPGA Virtualization,
Multi- Tenancy, and Physical
Design

B.1. Influence of Global Placement on Board B
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Figure B.1.: Influence of global placement of FF-based noise generators and TDC sensors
evaluated and averaged over 1000 measurements on board B. Locations that
are colored orange/red correspond to sensors that are more sensitive or noise
generators that cause a higher impact respectively. Green colored locations are
less sensitive or cause less impact.
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B.2. Evaluating Attacks on the second AES Key Byte on Board A

B.2. Evaluating Attacks on the second AES Key Byte
on Board A

AES module locations

0 30 42 46 0 30 42 46 0 30 42 46 0 30 42 46
55

48.

~N o

68.4 53.1 32 50.

=
S
49.433.5 A

Default Performance Area Power

Sensor
locations

68.

Placement optimization strategy

Figure B.2.: Minimum amount of traces (x1000) required to attack the second round key
byte on board A. Red colored cells correspond to combinations where an attack
is easy, green colored to parameters resulting in a difficult attack. A value of
100k means that we were unable to recover the key with 100k traces.

169






	Acknowledgements
	Abstract
	Kurzfassung
	Contents
	List of own publications
	Preliminaries
	Introduction
	Contributions
	Exploring the Extent of Remote Electrical Fault and Side-Channel Attacks
	Evaluating the Impact of Design Parameters on Side-Channel Vulnerability
	Bitstream-Checking as a Countermeasure
	Novel Hiding Approaches against Side-Channel Attacks

	Outline

	Background
	Fault and Side-Channel Attacks
	The Advanced Encryption Standard (AES)
	Correlation Power Analysis on AES
	Differential Fault Analysis on AES
	Power Delivery Networks (PDNs)
	FPGA-based Sensors and Power Viruses


	Contributions
	Exploration of Fault and Side-Channel Attacks
	Remote and Stealthy Fault Attacks on Virtualized FPGAs
	Threat Model
	General Setup and Devices
	Automated Parameter Calibration
	Novel Power Wasting Circuits
	Results
	Discussion
	Conclusion

	Classification and Detection of Code Patterns through the Power Supply
	Threat Model
	Feature Extraction and Classification
	Experimental Setup
	Results
	Discussion
	Conclusion


	CPAmap: Physical Design and Side-Channel Vulnerability
	Existing Countermeasures against Power Analysis Attacks
	Theoretical Background and Methodology
	Self-calibrating FPGA-internal Voltage Sensors
	Investigating the Impact of Global Module Placement
	Investigating Side-Channel Vulnerability through CPA Attacks on AES
	A Simple Noise-Generation Countermeasure

	Experimental Setup
	Platform
	Evaluating the Effect of Global Placement
	Evaluating Attack Success

	Results
	Effect of Global Placement
	Attack Success Evaluation on an Unprotected Design
	Impact of Physical Design Parameters on SCA Countermeasures

	Discussion
	Impact of Physical Design Parameters on Side-Channel Security
	Possible Countermeasures based on Physical Design Parameters

	Conclusion

	Bitstream Checking for Secure FPGAs in the Cloud
	Existing Attacks and Related Methods
	Fault Attacks
	Side Channel Attacks
	Detecting Malicious Software and Hardware

	Detecting Malicious Signatures
	Fault Attack Signatures
	Side-channel Attack Signatures

	Experimental Setup
	Attacks in Lattice FGPAs
	Toolchain Extensions
	Benign Benchmark Designs

	Results
	Evaluation on Benign Benchmark Designs
	Evaluation on Reproduced Attack Bitstreams
	Discussion

	Conclusion

	Novel Hiding Approaches against On-Chip Side-Channel Attacks
	Active Fences against Voltage-based Side Channels in Multi-Tenant FPGAs
	Adversary Model
	Side-Channel Attack Countermeasures
	Methodology
	Implementation and Experimental Setup
	Results
	Discussion
	Conclusion

	Neural Networks as a Side-Channel Countermeasure
	Preliminaries
	Optimizing DNN for SCA Resilience
	Implementation and Setup
	Results
	Conclusion



	Related Work and Summary
	Related Work and Future Perspectives
	Timing-based Remote Side-Channel Attacks
	Remote Fault and Side-Channel Attacks on the Electrical Level
	Attacks in FPGA-based Systems
	Attacks through non-FPGA Mechanisms

	Countermeasures
	Perspectives

	Conclusion

	Appendix
	Bibliography
	List of Figures
	List of Tables
	Classification and Detection of Code Patterns through the Power Supply
	Assembly Code Patterns for the ARMv7 architecture
	CPU1 Code Pattern
	CPU2 Code Pattern
	CPU3 Code Pattern
	MEM Code Pattern
	NOP Code Pattern

	Assembly Code Patterns for the x86 architecture
	CPU1 Code Pattern
	CPU2 Code Pattern
	CPU3 Code Pattern
	MEM Code Pattern
	NOP Code Pattern


	CPAmap: Physical Design and Side-Channel Vulnerability
	Influence of Global Placement on Board B
	Evaluating Attacks on the second AES Key Byte on Board A



