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Abstract

This thesis is devoted to the study of the solvability and regularity problems
for the motion of incompressible inhomogeneous viscous fluid flows in the
presence of variable viscosity coefficients.

Chapter 2 is devoted to the existence and the regularity properties of
(a class of) weak solutions to the two-dimensional stationary incompressible
inhomogeneous Navier–Stokes equations with density-dependent viscosity
coefficients. The three-dimensional case under special symmetry assumptions
is also considered.

Chapter 3 proves the existence, uniqueness, and regularity results of
the two-dimensional evolutionary incompressible Boussinesq equations with
temperature-dependent thermal and viscosity diffusion coefficients in general
Sobolev spaces.

In addition to the above results in the domain of fluid mechanics, we
study the turbulence cascades for a two-parameter family of damped Szegő
equations in Chapter 4.
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Zusammenfassung

Diese Arbeit widmet sich der Untersuchung der Lösbarkeits- und Regu-
laritätsprobleme für die Bewegung inkompressibler inhomogener viskoser
Fluidströmungen in Gegenwart variabler Viskositätskoeffizienten.

Kapitel 2 widmet sich der Existenz und den Regularitätseigenschaften
(einer Klasse) von schwachen Lösungen der zweidimensionalen stationären in-
kompressiblen inhomogenen Navier–Stokes-Gleichungen mit dichteabhängigen
Viskositätskoeffizienten. Der dreidimensionale Fall unter speziellen symmetri-
schen Annahmen wird betrachtet.

Kapitel 3 beweist die Existenz-, Eindeutigkeits- und Regularitätsergebnisse
der zweidimensionalen evolutionären inkompressiblen Boussinesq-Gleichungen
mit temperaturabhängigen thermischen und Viskositäts-Diffusionskoeffizienten
in allgemeinen Sobolev-Räumen.

Zusätzlich zu den obigen Ergebnissen im Bereich der Strömungsmechanik
untersuchen wir in Kapitel 4 die Turbulenzkaskaden für eine zweiparametrige
Familie gedämpfter Szegő-Gleichungen.
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Ich möchte allen meinen Kollegen und Freunden für die Spaziergänge,
Wanderungen und Spiele, die wir unternahmen, den Tee, den Kaffee und die
Snacks, die wir teilten, und die schöne Zeit, die wir verbrachten, danken.
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Chapter 1

Introduction

In this thesis, we study the motion of the incompressible inhomogeneous vis-
cous fluid flows through two essential models in the domain of fluid mechanics:
the incompressible inhomogeneous stationary Navier–Stokes equations and
the incompressible evolutionary Boussinesq equations. We are in particular
interested in the case when the viscosity coefficient is variable and depends
on density or temperature.

The incompressible inhomogeneous Navier–Stokes equations are composed
of the incompressibility condition, the mass and momentum conservation
laws. We consider the solvability and regularity problems of the two- and
three-dimensional stationary Navier–Stokes equations

$

’

&

’

%

div u “ 0, x P Ω Ă Rd, d “ 2, 3,

divpρuq “ 0,

divpρu b uq ´ divpµSuq ` ∇Π “ f.

(Navier–Stokes)

The unknowns are the density function ρ : Ω Ñ R`, the velocity vector field
u “ pu1, ..., udqT : Ω Ñ Rd, and the pressure Π : Ω Ñ R. The external force
f : Ω Ñ Rd is given. We denote u b u “ puiujq1ďi,jďd and Su “ ∇u ` p∇uqT

with ∇u “ pBxjuiq1ďi,jďd. We assume that the viscosity coefficient µ depends
smoothly on the density function ρ as follows

µ “ bpρq,

where b P CpR`; rµ˚,`8qq is a given function, and µ˚ ą 0 is a positive
constant.

We also study the well-posedness and regularity issues of the two-dimensional
incompressible evolutionary Boussinesq equations as the nonlinear coupling be-
tween the Navier-Stokes type of equations and the thermodynamic equations

1



2 1.1. Evolutionary Navier–Stokes equations

for temperature
$

’

&

’

%

divx u “ 0, pt, xq P r0,8q ˆ R2,

Btθ ` u ¨ ∇xθ ´ div xpκ∇xθq “ 0,

Btu ` u ¨ ∇xu ´ div xpµSxuq ` ∇xΠ “ θe⃗2.

(Boussinesq)

The unknowns are the temperature function θ “ θpt, xq : r0,8q ˆ R2 Ñ R,
the velocity vector field u “ upt, xq : r0,8q ˆ R2 Ñ R2 and the pressure

Π “ Πpt, xq : r0,8q ˆ R2 Ñ R. The vector field e⃗2 “

ˆ

0
1

˙

denotes the

unit vector in the vertical direction, and θe⃗2 is the buoyancy force. The
thermal diffusivity κ and the viscosity coefficient µ depend smoothly on the
temperature function θ as follows

κ “ apθq with a P CpR; rκ˚, κ
˚
sq given,

µ “ bpθq with b P CpR; rµ˚, µ
˚
sq given,

where 0 ă κ˚ ď κ˚, 0 ă µ˚ ď µ˚ are positive constants.
The introduction chapter consists of three parts. Section 1.1 is devoted

to studying the two-dimensional evolutionary incompressible Navier–Stokes
equations, whose existence, uniqueness and regularity properties have been
widely considered in the literature. We start this chapter with the evolutionary
Navier–Stokes system as a nice background of our main topics.

We state our main results and give explanations on the boundary value
problem of the two- and three-dimensional stationary incompressible Navier–
Stokes equations in Section 1.2. Section 1.3 is devoted to the results of the
two-dimensional evolutionary incompressible Boussinesq equations.

1.1 Evolutionary Navier–Stokes equations

This section is mainly devoted to stating the results of the two-dimensional evo-
lutionary homogeneous/inhomogeneous incompressible Navier–Stokes equa-
tions. The evolutionary Navier–Stokes equation is an essential model in
the domain of fluid mechanics and there are plenty of work devoting to its
well-posedness problem since 19th century. Though the evolutionary Navier–
Stokes equations are not directly related to the main results of this thesis, we
start with it to present a nice background and motivation for the topics we
are going to consider.

This section consists of three parts. Subsection 1.1.1 is devoted to present-
ing the models and the existence results of the two-dimensional evolutionary
incompressible homogeneous and inhomogeneous Navier–Stokes equations.
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In Subsection 1.1.2, a remarkable open problem concerning the uniqueness
and regularity properties of the inhomogeneous flows will be introduced. In
Subsection 1.1.3, we summarize some (partial) results concerning the exis-
tence, uniqueness and regularity of the homogeneous and inhomogeneous
incompressible Navier–Stokes equations.

1.1.1 Presentation of the equations and existemce re-
sults

Homogeneous incompressible Navier–Stokes equations

The Cauchy problem of the two-dimensional homogeneous incompressible
Navier–Stokes equations can be written as

$

’

&

’

%

div xu “ 0, pt, xq P r0,`8q ˆ R2,

Btu ` div xpu b uq ´ ν∆xu ` ∇xΠ “ 0,

u
ˇ

ˇ

t“0
“ u0.

(1.1)

The unknowns are velocity vector field u “

ˆ

u1
u2

˙

: r0,`8q ˆ R2 Ñ R2 and

pressure Π : r0,`8q ˆ R2 Ñ R. The viscosity coefficient ν is a positive
non-zero constant. We write

u b u “

ˆ

u21 u1u2
u1u2 u22

˙

.

The energy of the system (1.1) is defined as

Eptq “ }uptq}
2
L2pR2q ` 2ν

ˆ t

0

}∇upτq}
2
L2pR2q dτ, t ě 0.

We formally have the following energy estimate for smooth enough solutions.
If u P pC8

c pr0,`8q ˆ R2qq2 satisfies the equation (1.1), then we take the
L2pRdq´inner product of u and (1.1) to derive

1

2

d

dt

ˆ
R2

|u|
2 dx `

ˆ
R2

div pu b uq ¨ u dx

´ ν

ˆ
R2

∆u ¨ u dx `

ˆ
R2

∇Π ¨ u dx “ 0.

(1.2)

By incompressibility condition, one has

div pu b uq “ u ¨ ∇u, ∇u “

ˆ

B1u1 B2u1
B1u2 B2u2

˙

.
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By integration by parts, one has

ˆ
R2

pu ¨ ∇uq ¨ u dx “
1

2

ˆ
R2

u ¨ ∇|u|
2 dx

“ ´
1

2

ˆ
R2

pdivuq|u|
2 dx “ 0,

ˆ
R2

∇Π ¨ u dx “ ´

ˆ
R2

Πpdivuq dx “ 0,

and

´ν

ˆ
R2

∆u ¨ u dx “ ν}∇u}
2
L2pR2q.

We integrate (1.2) over time from 0 to t to derive

Eptq “ Ep0q “ }u0}
2
L2pR2q.

The above energy estimate also holds for regular enough solutions of the
equations (1.1) on Rd with d ě 3.

The weak solutions of (1.1) with finite energy is called Leray-Hopf weak
solutions, which is defined as following.

Definition 1.1.1 (Leray-Hopf weak solutions). We say that u is a Leray-Hopf
weak solution of the homogeneous Navier–Stokes equation (1.1) with the given
initial data u0 P pL2pR2qq2 if

upt, xq P Cpr0,`8q; pL2
pR2

qq
2
q X L2

pr0,`8q; p 9H1
pR2

qq
2
q

satisfies the initial condition u|t“0 “ u0, the incompressibility condition
div xu “ 0 in the distribution sense and the weak formulation

´

ˆ
R2

u0 ¨ φpx, 0q dx `

ˆ ˆ
R2ˆr0,`8q

␣

´ u ¨ Btφ

´ pu b uq : ∇φ ` ν∇u : ∇φ
(

dxdt “ 0,

(1.3)

where div xφ “ 0 and φ P C8
c pr0,`8q ˆ R2q2. Here we define the notation

A : B “
ř

j,k“1,2 ajkbjk for two matrices A “ pajkqj,k“1,2 and B “ pbjkqj,k“1,2.
Furthermore, the following energy estimate holds

}uptq}
2
L2pR2q ` 2ν

ˆ t

0

}∇upτq}
2
L2pR2q dτ ď }u0}

2
L2pR2q, @t ą 0.
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The existence of the Leray-Hopf solution was given by celebrated work of
Leray [Ler33] .

Theorem 1.1.1 (Existence of Leray-Hopf weak solutions, [Ler33]). For the
two-dimensional case, there exists a unique global-in-time Leray-Hopf weak
solution of (1.1).

The existence result also holds for the three-dimensional case. However,
the uniqueness of weak solution fails. More discussions on the existence and
uniqueness problems of the equation (1.1) can be found in Subsection 1.1.3.

Remark 1.1.1. We discuss the regularity of the pressure term ∇Π corre-
sponding to the Leray-Hopf weak solutions, which was eliminated in the weak
formulation (1.3).

We first introduce the Leray-Helmholtz projector P : LppR2q Ñ LppR2q,
p P p1,8q, which projects a vector-valued tempered distribution v P S 1pR2;R2q

into its div-free part defined as

v “ ∇KV1 ` ∇V2,

and

∇KV1 “ ∇K∆´1∇K
¨ v “: Pv, V2 “ ∇∆´1∇ ¨ v “ pI ´ Pqv.

We apply the Leray-Helmholtz project P to (1.1)2 to derive

Btu “ ´Ppdiv xpu b uqq ` ν∆xu.

Notice that ∆u P L2
locpr0,8q; pH´1pR2qq2q and u P L4

locpr0,8q; pL4pR2qq2q. As
a consequence, Ppdiv xpubuqq, Btu P L2

locpr0,8q; pH´1pR2qq2q. Now we recover
∇Π in terms of u

∇xΠ “ ´Btu ´ div xpu b uq ` ν∆xu P L2
locpr0,8q; pH´1

pR2
qq

2
q.

The pressure function can be normalised as Π P L2
locpr0,8q ˆ R2q by assuming´

B1
Πdx “ 0, where B1 Ă R2 is the unit disk.

For the incompressible homogeneous Navier–Stokes equation (1.1), the
density function is constant. In next paragraph, we will discuss the inhomo-
geneous involving variable density.
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Inhomogeneous incompressible Navier–Stokes equations

The evolutionary two-dimensional incompressible inhomogeneous Navier–
Stokes equations with variable viscosity coefficient can be written as

$

’

’

’

&

’

’

’

%

div xu “ 0, pt, xq P r0,`8q ˆ R2,

Btρ ` div xpρuq “ 0,

Btpρuq ` div xpρu b uq ´ div xpµSxuq ` ∇xΠ “ 0,

ρ
ˇ

ˇ

t“0
“ ρ0, pρuq

ˇ

ˇ

t“0
“ m0.

(1.4)

The unknowns are density function ρ : R2 ˆ r0,`8q Ñ r0,`8q, velocity

vector field u “

ˆ

u1
u2

˙

: R2ˆr0,`8q Ñ R2 and pressure Π : R2ˆr0,`8q Ñ R.

The variable viscosity coefficient µ may depend smoothly on the density
function ρ with the form

µ “ bpρq, b P Cpr0,8q; rµ˚,`8qq

where µ˚ ą 0 is the positive lower bound of b.
We write

∇u “

ˆ

Bx1u1 Bx2u1
Bx1u2 Bx2u2

˙

,

and

Su “ ∇u ` p∇uq
T

“

ˆ

2Bx1u1 Bx2u1 ` Bx1u2
Bx1u2 ` Bx2u1 2Bx2u2

˙

.

Notice that 1
2
Su is the symmetric part of ∇u. We write div “ ∇¨ “

ˆ

Bx1
Bx2

˙

¨.

We recover the homogeneous system (1.1) from the inhomogeneous system
(1.4) by setting

ρ “ 1 and µ “ ν ą 0 a positive constant.

In particular, the incompressibility condition divu “ 0 ensures that

div pνSuq “ ν∆u.

We define the weak solutions of (1.4) as in [Lio96].

Definition 1.1.2 (Weak solutions of evolutionary inhomogeneous Navier–S-
tokes equations). We say that a pair pρ, uq is a weak solution of the Navier–
Stokes equation (1.4) with the given initial data pρ0,m0q satisfying

ρ0 ě 0 a.e. in R2, ρ0 P L8
pR2

q,

m0 P pL2
pR2

qq
2, m0 “ 0 a.e. on tρ0 “ 0u,

|m0|
2
{ρ0 P L1

pR2
q,

(1.5)

if the following statements hold:
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• The density function

ρ “ ρpt, xq P L8
pr0,`8q ˆ R2

q X Cpr0,`8q;LplocpR
2
qq, 1 ď p ă 8

satisfies the mass conservation law

Btρ ` divpρuq “ 0

in the sense of distribution.

• The velocity vector field

∇upt, xq P pL2
pr0,`8q ˆ R2

qq
4, ρ|u|

2
P L8

pr0,`8q;L1
pR2

qq

satisfies the initial condition ρu|t“0 “ m0, the incompressibility condition
div xu “ 0 in the distribution sense and the weak formulation

´

ˆ
R2

m0¨φp0, xq dx `

ˆ ˆ
R2ˆr0,`8q

␣

´ ρu ¨ Btφ

´ ρpu b uq : ∇φ `
1

2
µSu : Sφ

(

dxdt “ 0,

where div xφ “ 0 and φ P C8
c pr0,`8q ˆ R2q2.

Notice that for the non-vacuum case (0 ă ρ˚ ď ρ0 ď ρ˚), the assumptions
on the initial values (1.5) can be reduced to

ρ|t“0 “ ρ0 P L8
pR2

q, u|t“0 “ u0 P pL2
pR2

qq
2.

We formally derive the energy estimate for the inhomogeneous equation (1.4).
Let pρ, uq P L8pR2q ˆ pC8

c pr0,`8q ˆ R2qq2 satisfy the system (1.4). By
integration by parts, we take L2-inner product of (1.4) and u to derive

ˆ
R2

ρ|u|
2 dx `

ˆ t

0

ˆ
R2

µ|Su|
2 dxdτ “

ˆ
R2

|m0|
2

ρ0
dx, @t ą 0,

where we use integration by parts to obatin
ˆ

R2

div pµSuq ¨ u dx “
1

2

ˆ
R2

µ|Su|
2 dx.

As a consequence of the energy estimate, Lions [Lio96] proved the following
existence theorem.

Theorem 1.1.2 (Existence of weak solutions, [Lio96]). There exists at least
one weak solution of (1.4). Furthermore, we have
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• The following energy estimate holds

ˆ
R2

ρ|u|
2 dx `

ˆ t

0

ˆ
R2

µ|Su|
2 dxdτ ď

ˆ
R2

|m0|
2

ρ0
dx, @t ą 0.

• For any 0 ď α ď β ă 8

meas tx P R2
|α ď ρpt, xq ď βu is independent of t P r0,`8q. (1.6)

Remark 1.1.2. The above existence results allows the vanish of the density
function ρ on a subset of R2, which is related to the vacuum in the fluids. In
particular, the case that a bubble of homogeneous fluids embeds into vacuum
is allowed. The vacuum case is always more difficult than the non-vacuum
case, since the system is degenerated in the vacuum region.

1.1.2 Open problems and transport equations revisited

Lions [Lio96] asked about the density-patch problem for inhomogeneous fluid
flows. Suppose that the initial density has the form

ρ0 “ 1D,

where D Ă R2 is a smooth domain. Theorem 1.1.2 provides at least one
corresponding weak solution

ρptq “ 1Dptq and ∇upt, xq P L2
pr0,`8q ˆ R2;R4

q,

where the property (1.6) ensures that measpDq “ measpDptqq. However, it is
unclear whether the regularity of BD is preserved by the time evolution. This
is so-called the density patch problem. It can also be seen as a free boundary
problem for the homogeneous incompressible Navier–Stokes equation (1.1).

The density-patch problem is strongly related to the uniqueness and
regularity properties of the fluid flows, which is still open for the equation
(1.4) with density dependent viscosity coefficient µ even in dimension two,
see for example [Lio96]. We will summarize some (partial) results for the
homogeneous and inhomogeneous flows in Subsection 1.1.3.

If we assume the Lipschitz continuity in the spatial direction on u, i.e.

∇u P L1
locpr0,`8q; pL8

pR2
qq

4
q, (1.7)

then one can obtain the uniqueness and furthermore regularity results on
the corresponding weak solutions. However, with the only bounded density
function ρ it is very hard to obtain the Lipschitz continuity on u. The constant
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viscosity coefficient case was solved by Danchin and Mucha [DM19a], see
Theorem 1.1.4. However the variable viscosity coefficient case is still open.

On the one hand, it is natural to ask whether one can obtain uniqueness
and regularity results if we assume appropriated smallness or smoothness on
the density function ρ or viscosity coefficient µ. We will summarize some
results towards this direction in Subsection 1.1.3.

On the other hand, it is also interesting to investigate the maximal
regularity of u with only bounded density function ρ. We will discuss this
problem for the stationary Navier-Stokes equations in Chapter 2.

In the following, we will focus on the transport equation (1.4)2 to discuss
the necessity of the Lipschitz continuity on u (1.7) for the uniqueness and
regularity properties of density function ρ.

Transport equation: Lipschitz framework

The transport equation (1.4)2 reads as

#

Btρ ` u ¨ ∇xρ “ 0,

ρ|t“0 “ ρ0,
(1.8)

where u : r0,`8q ˆ R2 Ñ R2 and div xu “ 0. In the Lipschitz framework,
namely

u P L1
locpr0,`8q; pW 1,8

pR2
qq

2
q, (1.9)

the transport equation (1.8) is strongly related to the ordinary differential
equation

d

dt
Xptq “ upt,Xptqq, Xp0q “ x P R2 (1.10)

as the solution can be expressed explicitly as ρpt,Xptqq “ ρ0pxq. The Cauchy-
Lipschitz Theorem ensures the existence and uniqueness of the solution for
the equation (1.10) and hence the equation (1.8). Concerning the regularity
problem, we have the following a priori estimate, see for example [BCD11].

• In the low regularity regime with pp, rq P r1,8s2 and

´1 ´ maxt
2

p
,
2

p1
u ă s ă 1 `

2

p
with

1

p
`

1

p1
“ 1,

the following estimate holds

d

dt
}ρ}Bs

p,r
ď C}∇v}

B
2
p
p,8XL8

}ρ}Bs
p,r
.



10 1.1. Evolutionary Navier–Stokes equations

• In the high regularity regime with pp, rq P r1,8s2 and s ą 1 ` 2
p
or

ps, p, rq “ p1 ` 2
p
, p, 1q, the following estimate holds

d

dt
}ρ}Bs

p,r
ď C}∇v}Bs´1

p,r
}ρ}Bs

p,r
.

Notice that even to propagate the low regularity, the Lipschitz continuity
is necessary.

It is natural to ask whether the uniqueness and regularity results hold
without Lipschitz continuity assumption on u. In the following, we discuss
some work considering less regular velocity field, for example, u has Sobolev
regularity (which can not be embedded into W 1,8pR2q) or BV (bounded
variation) regularity with respect to the spatial variable and integrable over
time.

Transport equation: Uniqueness

DiPerna and Lions [DL89] relaxed the Lipschitz continuity condition to
Sobolev regularity assumption on u. They assumed the Sobolev regularity

ρ0pxq P LppR2
q, 1 ď p ď 8,

1

p
`

1

p1
“ 1,

upt, xq P L1
locpr0,`8q; pW 1,p1

loc pR2
qq

2
q,

(1.11)

and that u additionally satisfies
u

1 ` |x|
P L1

locpr0,`8q; pL1
pR2

qq
2
q ` L1

locpr0,`8q; pL8
pR2

qq
2
q

then the equation (1.8) has a unique solution ρ P L8pr0,`8q;LppR2qq. In
particular, for p “ 8, the Sobolev regularity u P L1

locpr0,`8q; pW 1,1
loc pR2qq2q

can be relaxed to

upt, xq P L1
locpr0,`8q; pBVlocpR

2
qq

2
q,

see [Amb04].
However, for high dimensional cases d ě 3, Modena and Székelyhidi

[MS18] constructed non-unique examples with

ρpt, xq P L8
locpr0,`8q;LppTdqq,

1

p
`

1

p̃
ě 1 `

1

d ´ 1
,

upt, xq P L1
locpr0,`8q; pW 1,p̃

X Lp
1

pTdqq
d
q,

for the equation (1.8). Notice that, in their example, the index p̃ is smaller
than p1 comparing to (1.11)

1

p̃
ą

1

p1
`

1

d ´ 1
.
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Transport equation: Propagation of regularity

The Lipschitz continuity assumption on u seems to be necessary for the
propagation of regularity (comparing to the uniqueness result). Danchin
[Dan05] showed the regularity results with u in some ”almost Lipschitz”
Besov spaces. However, Colombini, Luo, and Rauch [CLR04] showed that
even for the time independent

upxq P
č

1ďpă8

pW 1,p
pR2

qq
2,

neither continuity nor BV regularity of ρ0 can be propagated. Alberti, Crippa,
and Mazzucato [ACM19] constructed counterexamples with

upt, xq P
č

1ďpă8

L8
locpr0,`8q; pW 1,p

pR2
qq

2
q,

and the corresponding solution ρpt, ¨q associated to a compactly supported
smooth initial data ρ0 does not belong to 9HspR2q, for any s ą 0 and t ą 0.

1.1.3 Uniqueness and regularity results

Homogeneous evolutionary flow

In this paragraph, we focus on the (classical) incompressible Navier–Stokes
equation (1.1)

$

’

&

’

%

div xu “ 0, pt, xq P r0,`8q ˆ R2,

Btu ` div xpu b uq ´ ν∆xu ` ∇xΠ “ 0,

u
ˇ

ˇ

t“0
“ u0.

We observe the following scaling invariance property: If pu,Πq is a pair of
solution of (1.1) on r0, T s ˆ R2, then the scaling pair puλ,Πλq with λ P R
defined as

puλpt, xq,Πλpt, xqq “ pλupλ2t, λxq, λ2Πpλ2t, λxqq (1.12)

is also a solution of (1.1) on r0, T
λ2

s ˆ R2. The functional spaces, whose
norms are invariant under the transformation (1.12), are so-called critical

spaces. For example, 9H
d
2

´1pRdq, LdpRdq and 9B
d
p

´1
p,q pRdq are critical spaces for

the system (1.1). The existence and uniqueness problems in critical spaces
are widely studied.

Fujita and Kato [FK64] showed the following unique local-in-time solutions
in the general Sobolev spaces.
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Theorem 1.1.3 ([FK64]). Let u0 P p 9H
d
2

´1pRdqqd. Then there exists a unique
local-in-time solution on r0, T s for some T ą 0 with

u P Cpr0, T s; p 9H
d
2

´1
pRdqq

d
q X L2

pr0, T s; p 9H
d
2 pRdqq

d
q (1.13)

Furthermore, if u0 is small comparing to viscosity coefficient ν

}u0} 9H
d
2 ´1

pRdq
≲ ν, (1.14)

then the solution (1.13) exists globally. Moreover, the following estimate holds

}uptq}
2

9H
d
2 ´1

pRdq
`

ˆ t

0

}∇upτq}
2

9H
d
2 ´1

pRdq
dτ ≲ν }u0}

2

9H
d
2 ´1

pRdq
.

If the lifespan T is finite, then we have
ˆ T

0

}upτq}
4

9H
d´1
2 pRdq

dτ “ 8. (1.15)

For the two-dimensional case, L2pR2q is a critical space, and the solution
holds globally without the smallness assumption (1.14), which is a consequence
of the energy estimate

}uptq}
2
L8
T L

2
x

` 2ν}∇upτq}
2
L2
TL

2
x

ď }u0}
2
L2
x
, @T P r0,`8q. (1.16)

Indeed, we consider the blow-up condition (1.15), which is globally bounded
for the two dimensional case sinceˆ T

0

}upτq}
4
9H
1
2 pR2q

dτ ď }u}
2
L8
T L

2
x
}∇u}

2
L2
TL

2
x
≲ν }u0}

4
L2
x
, @T P r0,`8q,

where we use the interpolation inequality }u}
9H
1
2

ď }u}
1
2

L2}∇u}
1
2

L2 .
For the two dimensional case, one can show uniqueness of the solution by

energy method in Ladyženskaja and Solonnikov [LS75]. We sketch the idea
here. We consider u1, u2 P L8pr0,`8q; pL2pR2qq2q X L2pr0,`8q; pH1pR2qq2q

as two different solutions of (1.18) with the same initial value, then the
differences 9u “ u1 ´ u2 and 9Π “ Π1 ´ Π2 satisfy

$

’

&

’

%

div x 9u “ 0,

Bt 9u ` 9u ¨ ∇xu1 ` u2 ¨ ∇x 9u ´ ν∆x 9u ` ∇x
9Π “ 0,

9u|t“0 “ 0.

We take L2-inner product of the difference equation and 9u to derive

1

2

ˆ
R2

| 9u|
2 dx ` ν

ˆ
R2

|∇ 9u| dx ď

ˆ
R2

| 9u ¨ ∇u1 ¨ 9u| dx, (1.17)
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where we use the fact
´

R2 u2 ¨∇ 9u ¨ 9u dx “ 0. The right-hand side of (1.17) can
be bounded by

} 9u}
2
L4}∇u1}L2 ď C} 9u}L2}∇ 9u}L2}∇u1}L2

ď ε}∇ 9upτq}
2
L2 dτ ` Cε}∇u1}2L2} 9u}

2
L2 , ε ą 0,

where we used Gagliardo-Nirenberg’s inequality and Young’s inequality. Then
we have the following estimate

d

dt
} 9u}

2
L2pR2q ` }∇ 9u}

2
L2 ď C}∇u1}2L2} 9u}

2
L2 .

Since ∇u1 P L2pr0, T s; pL2pR2qq4q and 9u0 “ 0, we obtain 9u ” 0 by Gronwall’s
inequality.

However, for the three-dimensional case, the existence and uniqueness of
the global-in-time smooth solutions without the smallness assumption (1.14)
are still unknown (Millennium problem).

In the Lp frame work, Kato [Kat84] showed the local well-posedness for
the d-dimensional equation (1.1) in LdpRdq and this solution exists globally if
the initial value u0 is small. As a consequence of the energy estimate (1.16),
the smallness condition can be removed in dimension two.

There are some work studying the equation (1.1) in the Besov space frame-
work. Chemin [Che99] and Kozono and Yamazaki [KY94] showed the existence

and uniqueness of the local-in-time solution u P L8pr0, T s; p 9B
d
p

´1

p,8 pRdqqdq X

L1pr0, T s; p 9B
d
p

`1

p,8 pRdqqdq, d ă p ă 8; Furthermore, under a smallness as-
sumption on the initial value u0, the corresponding solution exists glob-
ally. For the two-dimensional case, the global-in-time unique solution u P

L8
locpr0,`8q; p 9B

2
p

´1
p,q pR2qq2 with 2 ď p ă 8 and 2 ă q ă 8 was shown in

[GP02]. For the three-dimensional case, an ill-posed example of the equa-
tion (1.1) in the functional space L8

locpr0,`8q; p 9B´1
8,8pR3qq3q was provided in

[BP08] in the sense that the solution corresponding to a small initial value can
grow arbitrarily large in an arbitrarily small time. In the smaller functional
space BMO´1

pRdq Ă 9B´1
8,8pRdq, Koch and Tataru [KT01] showed the global

well-posedness result with the small initial data u0.

Inhomogeneous evolutionary flow with constant viscosity coefficient

The Cauchy problem of the two-dimensional inhomogeneous incompressible
Navier–Stokes equations (1.4) with constant viscosity coefficient ν ą 0 can
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be written as
$

’

’

’

&

’

’

’

%

div xu “ 0, pt, xq P R`
ˆ R2,

Btρ ` div xpρuq “ 0,

Btpρuq ` div xpρu b uq ´ ν∆xu ` ∇xΠ “ 0,

ρ
ˇ

ˇ

t“0
“ ρ0, pρuq

ˇ

ˇ

t“0
“ m0.

(1.18)

The existence of the global-in-time weak solutions of the above system was
given by Simon [Sim90], which is compatible with Theorem 1.1.2.

The Navier–Stokes equation (1.4) (and (1.18)) is invariant under the
translation with λ P R

pρλpt, xq, uλpt, xqq “ pρpλ2t, λxq, λupλ2t, λxq, λ2Πpλ2t, λxqq.

There are some work considering the non-vacuum fluid in the critical Besov
space framework. For the strictly positive density ρ ą 0, we define

a “
1

ρ
´ 1 and a0 “

1

ρ0
´ 1.

Then the system (1.4) can be written as
$

’

’

’

&

’

’

’

%

div xu “ 0, pt, xq P R`
ˆ R2,

Bta ` u ¨ ∇xa “ 0,

Btu ` u ¨ ∇xu ` p1 ` aqp´ν∆xu ` ∇xΠq “ 0,

pa, uq|t“0 “ pa0, u0q.

(1.19)

Danchin [Dan03] showed the global well-posedness of the equation (1.19) with

a P Cbpr0,`8q; 9B1
2,1pR

2
qq X L8

pr0,`8q ˆ R2
q,

u P Cbpr0,`8q; p 9B0
2,1pR

2
qq

2
q X L1

pr0,`8q; p 9B2
2,1pR

2
qq

2
q

(1.20)

under the smallness assumption

}a0} 9B1
2,1

` ν´1
}u0} 9B0

2,1pRdq
ă ε, ε sufficiently small.

In general Sobolev spaces, he [Dan04] showed local well-posedness for the
smooth solutions with pa0, u0q P Hα`1pR2qˆpHβpR2qq2 (if α “ 1 the Lipschitz
continuity on a0 is assumed), where α, β ą 0 and α ´ 1 ă β ď α ` 1.

Remark 1.1.3. • In general, for the velocity vector field, thanks to the
viscosity term, there is a gain of regularity on spatial direction of order
1 when taking L2-norm in the time variable and of order 2 when taking
L1-norm in the time variable.
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• We have the following embedding onto Lipschitz space

Bs
p,rpR

2
q ãÑ W 1,8

pR2
q, s ą 1 `

2

p
or ps, rq “ p1 `

2

p
, 1q.

Notice that the Besov space 9B1
2,1pR

2q ãÑ L8pR2q in (1.20), which coin-
cides with Lipschitz condition (1.9) for the transport equation.

Under the smallness assumptions on pa0, ρ0q, the global well-posedness

result with the initial value pa0, u0q P 9B
2
p

p,1pR
2q ˆ p 9B

2
p

´1

p,1 pR2qq2, 1 ă p ď 2,
was shown in [Abi07]; The case of different regularity exponent pa0, u0q P

9B
2
p1
p1,1

pR2qˆp 9B
2
p2

´1

p2,1
pR2qq2, | 1

p1
´ 1

p2
| ď 1

2
and 1 ď 1

p1
` 1

p2
, was studied in [AP07].

For the three-dimensional case, there are some work studying the global
well-posedness with only smallness assumption on u0, see [AGZ12; AGZ13].

There are some work studying the density-patch problem for the non-
vacuum case. The equation (1.18) with the density function

ρpt, xq “ p1 ´ εq1Dptqpxq ` 1Dcptqpxq, ε sufficiently small,

was studied in [DM12; HPZ13b; DM13; LZ16]; The smallness jump assumption
was moved in [DM13; LZ19a; LZ19b; DM19a].

Danchin and Mucha [DM19a] answered the density-patch problem of the
vacuum case with

ρpt, xq “ 1Dptqpxq,

in the following theorem.

Theorem 1.1.4 ([DM19a]). Let Ω Ă R2 be a bounded C2´domain. Let
pρ0, u0q P L8pΩq ˆ pH1

0 pΩqq2. Then there exists a unique global-in-time
solution of (1.1) satisfying

ρ P L8
pr0,`8q ˆ Ωq, u P L8

pr0,`8q; pH1
0 pΩqq

2
q X L2

pr0,`8q;L2
pΩqq.

Furthermore,
?
ρu P Cpr0,`8q;L2

pΩqq,

and for any p ă `8

ρ P Cpr0,`8q;LppΩqq, u P Hη
locpr0,`8q;LppΩqq, η ă

1

2
.

They used a time-weighted estimate to obtain the Lipschitz continuity
∇u P L1

locpr0,`8q; pL8pΩqq2q, and they did not assume any regularity or
positivity conditions on the density function.
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Inhomogeneous evolutionary flow with variable viscosity coefficient

In this subsection, we consider the incompressible inhomogeneous Navier–
Stokes equation (1.4) with density-dependent viscosity coefficient

µ “ bpρq, b P CpR`; rµ˚,`8qq given,

where µ˚ ą 0 is the positive lower bound of b. Comparing to the constant
viscosity coefficient case (1.18), more difficulties aroused in the presence of
the density-dependent viscosity coefficient µ “ bpρq.

There are some partial results on the well-posedness of the equation (1.4)
under the smallness assumptions

}bpρ0q ´ 1}L8 ă ε, ε sufficiently small. (1.21)

Under this assumption, Desjardins [Des97] obtained global-in-time weak
solution pρ, uq P L8

locpr0,`8q ˆ T2q ˆ L8
locpr0,`8q; pH1pT2qq2q, furthermore,

∇u P L2
locpr0,`8q; pLppT2

qq
4
q, p P r4, p˚

q, p˚
„ }µ ´ 1}

´1
L8 .

However, neither uniqueness nor regularity is ensured for such weak solutions.
Concerning the case }ρ ´ 1}L8 ă ε (as a consequence (1.21) also holds),

the global-in-time unique solutions were obtained in general Sobolev spaces,
see for example [Abi07; GZ09]. With the assumption that |ρ0 ´ 1| and u0 are
both small, Abidi [Abi07] showed the existence of the global-in-time unique
solution in Besov space 9B1

p,1pR
2q ˆ p 9B0

p,1pR
2qq2, 1 ă p ď 2; Huang, Paicu, and

Zhang [HPZ13a] showed the unique global-in-time solution in the critical

space B
2
q

q,1pR
2q ˆ pB

2
p

´1

p,1 pR2qq2 with 1 ă q ď p ă 4 and 1 ´ 1
p

ď 1
q

ď 1
p

` 1
2
.

There are some works only assume the small oscillations on µ (1.21).
Abidi and Zhang [AZ15a] proved the existence and uniqueness of the global-
in-time solution with pρ0 ´ 1, u0q P pL2pR2q X L8 X 9W 1,rpR2qq ˆ p 9H´2δ X

H1pR2qq2, with r ą 2 and 0 ă δ ă 1
2
. Furthermore, they established the

global-in-time regularity of the solutions in the Sobolev setting pρ0 ´ 1, u0q P

H1`spR2q ˆ pHspR2qq2, s ą 1. Paicu and Zhang [PZ20] additionally assumed
that µ is Lipschitz continuous in one spatial direction, where the unique
global-in-time solution was obtained with u P L8pr0,`8q; pH1pR2qq2q X

L1pr0,`8q; pLippR2qq2q. Furthermore, the global-in-time unique solution
corresponding to the piecewise-constant density function

ρpt, xq “ p1 ´ εq1Dptqpxq ` 1Dptqcpxq, ε sufficiently small

was obtained, and the H3pR2q regularity of BDptq is persevered.
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1.2 Stationary Navier–Stokes equations

In this section, we will study the two- and three-dimensional stationary
Navier–Stokes equations. We will extensively show the results of homogeneous
flows in Subsection 1.2.1. The main results of this thesis on the stationary
inhomogeneous Navier–Stokes equations will be discussed in Subsection 1.2.2.

1.2.1 Homogeneous stationary flows

The two- and three-dimensional homogeneous stationary Navier–Stokes equa-
tions in a domain Ω Ă Rd, d “ 2, 3, can be written as

#

divpu b uq ´ ν∆u ` ∇Π “ f,

div u “ 0.
(1.22)

The velocity field u : Ω Ñ Rd and the pressure Π : Ω Ñ R are unknown. The
external force f : Ω Ñ Rd is given.

We follow [Gal11] to define the weak solutions of the stationary Navier–
Stokes equation (1.22).

Definition 1.2.1 (Weak solutions of the stationary Navier–Stokes equations
on a bounded domain). Let Ω Ă Rd, d “ 2, 3, be a bounded domain. We say
that u P H1

0 pΩ;Rdq is a weak solution of the Navier–Stokes equation (1.22), if
divu “ 0 holds in the distribution sense, and the following integral identity

ν

ˆ
Ω

∇u : ∇v dx “

ˆ
Ω

u b u : ∇v dx `

ˆ
Ω

f ¨ v,

holds for all v P H1
0 pΩ;Rdq with div v “ 0.

Then we have the following existence result.

Theorem 1.2.1 (Existence of weak solutions, Leray [Ler33]). Let Ω Ă Rd,
d “ 2, 3 be a bounded Lipschitz domain. Let f P H´1pΩ;Rdq. Then there exists
at least one weak solution u P H1

0 pΩ;Rdq for the stationary Navier–Stokes
equation (1.22).

Remark 1.2.1. • This existence result can be extended to the non-homogeneous
boundary value cases

u|BΩ “ u0,

and also to the unbounded domains. More detailed discussions can be
found in the following paragraphs.
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• In general, we do not expect the uniqueness of weak solution in the above
theorem. There are some uniqueness results under smallness or symmet-
ric assumptions, see for example [Gal11]. Several non-unique examples
were provided in [Gal11]. We here mention the non-unique example of
Hamel flows on the two-dimensional exterior domain B1p0qc Ă R2. We
consider the polar coordinate with

er “

ˆ

x1
r
x2
r

˙

, eθ “

ˆ

x2
r

´x1
r

˙

,

and the velocity field reads

upr, θq “ urer ` uθeθ, pr, θq P r0,`8q ˆ r0, 2πq.

Then the equation (1.22) with 0 ă ν ă 1
2
combined with the boundary

conditions

u|BB1p0qc “ ´
1

ν
er, lim

|x|Ñ8
u “ 0

has a family of solutions

u “ ´
1

νr
er `

cν

p1 ´ 2νqr
p1 ´ r´ 1

ν
`2

qeθ, for any c P R,

and

Π “ ´

ˆ
1

ν3r2
`

c2ν

p1 ´ 2ν2qr3
p1 ´ r´ 1

ν
`2

q
2.

Non-homogeneous boundary value and fluxes assumptions

Theorem 1.2.1 can be generalised to the non-homogeneous boundary value
case. On the bounded domain Ω, we combine the stationary Navier–Stokes
equation (1.22) with the boundary value

u|BΩ “ u0. (1.23)

For the compatibility of the incompressibility condition div u “ 0, we assume
that there is no flux through the boundary BΩ

F “

ˆ
BΩ

u0 ¨ n ds “ 0. (1.24)

In the above, n “ pn1, n2q or n “ pn1, n2, n3q denotes the exterior normal
vector to the boundary BΩ. Furthermore, Leray’s method requires if Ω “
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Yl
i“1Ωi, Ωi X Ωj “ H is multi-connected, then there is no flux through the

boundary of each connected component

Fi “

ˆ
BΩi

u0 ¨ n ds “ 0, @ 1 ď i ď l. (1.25)

In another word, this model can be seen as a fix piece of an incompressible flow
on the whole space . So it is natural to ask about the case without the strict
zero fluxes assumption for each BΩi (1.25), which allows sink/source outside
of the domain. Galdi [Gal11] and Finn [Fin61] relaxed the zero sub-fluxes zero
condition (1.25) in dimension two and three respectively to the small fluxes
assumption , namely,

řl
i“1 |Fi| is sufficiently small. Korobkov, Pileckas, and

Russo [KPR15] proved the existence results under only zero total flux (1.24)
on bounded two-dimensional multi-connected domains and three-dimensional
axially symmetric domains.

Theorem 1.2.1 can be also generalised to the exterior domains under the
assumption Fi “ 0, 1 ď i ď l (and hence the total flux F “ 0) by an approx-
imation argument, which will be detailed explained in the next subsection.
The total flux condition (1.24) was removed for the three-dimensional axially
symmetric exterior domains by Korobkov, Pileckas, and Russo in [KPR18]
and for two-dimensional exterior domains in [KPR14].

Solvability on the unbounded domains

Leray’s solution of the boundary value problem (1.22)-(1.23) can be extended
to the exterior domain Ω “ pYl

i“1Ωiq
c under the additional zero flux as-

sumption on each Ωi (1.25). In addition, we assume the boundary value at
infinity

lim
|x|Ñ8

u “ u8.

The solvability can be shown by an approximation method. Let N P N such
that ΩC Ă BNp0q “ tx P Rd | |x| ă Nu. Let Ωn “ Ω X BN`np0q Ă Rd, then
tΩnu is a monotonically increasing sequence which has Ω as its limit. We
consider the approximation boundary value problem

$

’

’

’

&

’

’

’

%

div un “ 0,

divpun b unq ´ ν∆un ` ∇Πn “ f,

u|BΩ “ u0,

u|BBN`np0q “ u8.

(1.26)
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The existence of the weak solutions for the approximation system (1.26) are
given by Theorem 1.2.1, and furthermore, there exits a constant C such thatˆ

Ω

|∇un|
2

ď C.

Then there exists a weakly convergence subsequence

unk
á u,

where u is a weak solution of (1.22)-(1.23) and satisfyingˆ
Ω

|∇u|
2

ď C.

For the three-dimensional case, thanks to the Hardy inequality
›

›

›

›

u ´ u8

|x|

›

›

›

›

L2pΩq

ď C}∇u}L2pΩq, Ω Ă R3, (1.27)

which guarantees the limit at large distance of the weak solution u to be u8,
in the sense that ˆ

S2

|u ´ u8|
2

“ Op|x|
´1

q.

Finn [Fin59] showed the pointwise convergence of the Leray’s approximation
solution u to u8 as |x| Ñ 8. As a consequence of the Hardy inequality (1.27),
Leray’s method works for the case Ω “ R3.

Hardy inequality for the two-dimensional case reads as
›

›

›

›

u ´ u8

|x| log |x|

›

›

›

›

L2pΩq

ď C}∇u}L2pΩq, Ω Ă R2.

This, however, leaves the limit of Leary’s approximation solutions at infinity
as well as the solvability on whole plane R2 open. We have more discussion
on this problem in the next paragraph. Guillod and Wittwer [GW18] showed
the solvability of (1.22) on the whole plane R2, where they showed that
for any given vector d P R2 and a bounded positive measure set D Ă R2,
there exist at least one weak solution u satisfying the prescribed mean value
d “ 1

measpDq

´
D
u P R2. The half plane case was considered in [GW16].

Asymptotic behavior for the two-dimensional case

The D-solutions of the stationary Navier–Stokes equations (1.22) are defined
as the solutions with finite Dirichlet integralˆ

Ω

|∇u|
2 dx ă 8, Ω Ă R2. (D-solution)



Chapter 1. Introduction 21

Notice that Lerary’s solutions are also D-solutions.
In this paragraph, we summarize some results considering the asymptotic

behaviors of D-solutions of two-dimensional stationary Navier–Stokes equation
(1.22) with zero boundary value and zero external force on the unbounded
domain Ω Ă R2

$

’

&

’

%

div u “ 0,

divpu b uq ´ ν∆u ` ∇Π “ 0,

u|BΩ “ 0.

(1.28)

We assume the boundary value at infinity

lim
|x|Ñ8

u “ u8, u8 P R2. (1.29)

If u8 “ 0, we linearise the equation (1.28) around infinity, and the linear
equation is the Stokes equations

#

div u “ 0,

´ ∆u ` ∇Π “ 0.
(1.30)

We consider the Stokes equations (1.30) on the two-dimensional exterior
domains. There is only trivial solution if the boundary value u0 “ 0. In other
words, there is no solution of (1.30)-(1.29) provided with u8 ‰ 0. This is
the Stokes paradox, which is opposed to the three-dimensional case. In 3D,
a non-trivial solution of (1.30)-(1.29) was give by Stokes, see for example
[Gal11]

upxq “ ´
3

4
∇ ˆ

”

|x|
2∇ ˆ

´u8

|x|

¯ı

´
1

4
∇ ˆ ∇ ˆ

´u8

|x|

¯

` u8,

Πpxq “ ´
3

2
u8 ¨ ∇

` 1

|x|

˘

, u8 P R3,

where u|BB1p0q “ 0 and lim|x|Ñ8 u “ u8.
It is natural to ask whether the Stokes paradox happens in the nonlinear

Navier–Stokes equation (1.28). Finn and Smith [FS67] showed the existence
of non-trivial weak solutions of (1.28) provided with |u8| ‰ 0 sufficiently
small, which is ”contradiction” to the Stoke paradox. Moreover, they showed
the leading term of this weak solution coincides with the fundamental solution
of the Oseen equation. The Oseen equation can be seen as the linearisation
of (1.28) around infinity (u8 ‰ 0)

#

div u “ 0,

´ ∆u ` u8 ¨ ∇u ` ∇Π “ 0.
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Gilbarg and Weinberger [GW74; GW78] showed that for the D-solutions
of the general stationary Navier–Stokes equation (1.22) either there exists
uinf P R2 such that

lim
rÑ8

ˆ 2π

0

|upr, θq ´ uinf |
2 dθ “ 0 (1.31)

or

lim
rÑ8

ˆ 2π

0

|upr, θq|
2 dθ “ 8.

Amick [Ami88a; Ami91] showed that for the equation (1.28) the first case
(1.31) happens and u Ñ uinf uniformly in θ.

We recall the Leray’s approximation method in the last paragraph, where
we construct a sequence of approximation solutions tunu satisfying the ap-
proximation system (1.26), where un satisfies

unpxq “ u8, x P Bnp0q
c
.

However, it is still unknown for Leray’s solutions, whether uinf and u8 in
(1.29) are coincident. There are some work studying Leray’s solutions of
(1.28)-(1.29) provided with u8 ‰ 0. Korobkov, Pileckas, and Russo [KPR19]
showed that Leray’s solutions converge uniformly to uinf . Later on, they
[KPR20] showed that Leray’s solutions of (1.22) with non-zero boundary
value u0 are uniformly bounded. They [KPR21] proved that Leray’s solution
of (1.28) with u8 ‰ 0 is always non-trivial.

There are some work studying the existence of decaying solutions of (1.28),
see for example [Gal04; PR12; Yam11; HW13]. The problem concerning the
decay rate for u is more complicated. We mention a remarkable work for
the three-dimensional problem by Korolev and Šverák [KŠ11]. They showed
that for the solutions decaying like |x|´1, the leading terms are given by the
Landau solution, which is the scaling invariant solution of (1.22) satisfying
upxq “ λupλxq, λ P R. There are some work discussing this problem on R2,
see for example [GW15b; GW15a; HW13].

Liouville problem

Liouville problem asks whether all (D-solution) of the system (1.28)-(1.29)
provided u8 “ 0 on R2 or R3 are trivial. Similar to the asymptotic behavior,
the Liouville problem also dramatically relies on the dimensions. On R2,
Gilbarg and Weinberger [GW78] gave a positive answer. This problem is
much more complicated on R3 and the complete answer is still open. Galdi
[Gal11] showed if u P L

9
2 pR3q, then u is a trivial solution. More partial results

are given under regularity or decay rate assumptions, see for example [CW16;
Cha20; Ser16].
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1.2.2 Inhomogeneous stationary flows

The stationary inhomogeneous incompressible Navier–Stokes equations read
as

$

’

&

’

%

div u “ 0, x P Ω,

divpρuq “ 0,

divpρu b uq ´ divpµSuq ` ∇Π “ f,

(1.32)

where Su “ ∇u ` p∇uqT . We assume the boundary value condition

u|BΩ “ u0, (1.33)

which satisfies the zero flux condition (1.25). The density-dependent viscosity
coefficient depends continuously on the density function

µ “ bpρq, b P CpR`; rµ˚,`8qq given,

where µ˚ ą 0 is the positive lower bound.
We define weak solutions as follows.

Definition 1.2.2 (Weak solutions of the inhomogeneous stationary Navier–S-
tokes equations). Let Ω Ă R2 be a bounded connected C1,1 domain. We
say that a pair pρ, uq P L8pΩ; r0,8qq ˆ H1

0 pΩ;R2q is a weak solution of the
inhomogeneous stationary Navier–Stokes equation (1.32) with the given data
f P H´1pΩ;R2q, if divu “ 0, div pρuq “ 0 hold in Ω in the distribution sense,
u0 “ u|BΩ is the trace of u on BΩ and the following integral identity

1

2

ˆ
Ω

µSu : Sv dx “

ˆ
Ω

ρpu b uq : ∇v dx `

ˆ
Ω

f ¨ v,

holds for all v P H1
0 pΩ;R2q with div v “ 0.

If Ω Ă R2 is a simply connected domain, then for any solenoidal vector
field u P H1

0 pΩq, there exists a stream function Φ : R2 Ñ R, such that

u “ ∇KΦ
def
“

ˆ

Bx2Φ
´Bx1Φ

˙

.

Frolov [Fro93] introduced the weak solutions for (1.32) of the form

pρ, uq “
`

ηpΦq, ∇KΦ
˘

, (1.34)

where η is any given positive bounded scalar function. Under this assumption,
the incompressibility condition and the density equation hold automatically

divpuq “ 0, divpρuq “ 0.
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Indeed, we take a sequence of mollifiers pϕεqε on R, with ϕε “ 1
ε
ϕp ¨

ε
q, ϕ P

C8
0 pRq,

´
R ϕ “ 1. We regularize η in the following way

ηε “ ϕε ˚ η P C8
b pR; r0, ρ˚

sq,

such that

ρε “ ηεpΦq
˚

á ρ “ ηpΦq in L8
pΩq, as ε Ñ 0,

and
div pρεuq “ pηεq1∇Φ ¨ ∇KΦ “ 0.

The following convergence holds

0 “ ´

ˆ
R2

div pρεuqψ dx “

ˆ
R2

ρεu ¨ ∇ψ dx Ñ

ˆ
R2

ρu ¨ ∇ψ dx, @ψ P C8
c pR2

q,

which implies that the density equation

div pρuq “ 0

holds at least in the distribution sense.

Constant viscosity coefficient

We consider the stationary Navier–Stokes equation of (1.32) with constant
viscosity coefficient ν ą 0

$

’

&

’

%

div u “ 0, x P Ω

divpρuq “ 0,

divpρu b uq ´ ν∆u ` ∇Π “ f.

(1.35)

Frolov [Fro93] showed the solvability of (1.35)-(1.33) with the representation
(1.34) on the bounded and exterior domain for the Hölder-continuous density
function ρ. Later on, Santos [San02] generalised this result to the only
bounded ρ P L8pΩq. There are also results on the domains with unbounded
boundaries, see for example [AS06; AS05].

Inhomogeneous flow with variable viscosity coefficient

One of the main results of this thesis is to show the solvability and regular-
ity property of the stationary inhomogeneous incompressible Navier–Stokes
equation (1.32) with the variable viscosity coefficient

µ “ bpρq, b P CpR`; rµ˚,`8qq given,
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Figure 1.1: Explicit examples

where µ˚ ą 0 is the positive lower bound. We are interested in the influence
of the large variation of the density-dependent viscosity coefficient.

Two-dimensional case

We are going to show the existence and regularity properties of the Forolov
type weak solutions

pρ, uq “
`

ηpΦq, ∇KΦ
˘

,

of the system (1.32) by studying the fourth-order elliptic equations of the
stream functions. More precisely, we substitute the Frolov-type solutions to
the velocity equation (1.32)3 and apply ∇K¨ to the equation to derive

LµΦ “ ´∇K
¨ f ` ∇K

¨ div pρ∇KΦ b ∇KΦq, (1.36)

where Lµ denotes the fourth-order elliptic operator

Lµ “ pBx2x2 ´ Bx1x1qµpBx2x2 ´ Bx1x1q ` p2Bx1x2qµp2Bx1x2q,

such that the identity ∇K ¨ div pµSuq “ LµΦ holds. In particular, for µ “ ν P

R`, we have
Lν “ ν∆2.

We have the following existence and regularity results.

Theorem 1.2.2 (Existence and regularity results, [HL20]). 1. (Existence
of Forlov-type weak solutions). Let η P L8pR; r0,8qq, b P CpR; rµ˚,`8qq,
µ˚ ą 0 be given. Let Ω Ă R2 be a bounded connected Lipschitz domain.
Let f P H´1pΩ;R2q be given. Then there exists at least one weak solution
of (1.32) with the form

pρ, uq “
`

ηpΦq, ∇KΦ
˘

P L8
pΩq ˆ H1

0 pΩq,

where Φ P H2
0 pΩq is a weak solution of the elliptic equation (1.36).
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2. (Regularity of the weak solutions). Let Ω be a bounded Lipschitz domain.
For any solution pρ, uq P L8pΩq ˆ H1

0 pΩ;R2q to the stationary Navier–
Stokes equation (1.32) with zero external force f “ 0, we have

Pdiv pµSuq P LppΩ;R2
q, @p P p1, 2q,

where P denotes the Leray-Helmholtz projector.

Furthermore, if the viscosity coefficient µ are variably partially VMO,
namely, one direction is VMO while the other direction is only measur-
able, then we have

∇u, Pdiv pµSuq P LppΩq, @p P r2,8q.

The above existence and regularity results can also be generalised to
non-homogeneous boundary value problem (1.32)-(1.33) with smooth enough
boundary value u0. And similar to the classical case (1.22), the existence
result can also be generalised to exterior domains by Leray’s approximation
method.

We discuss on the maximal regularity of the weak solutions. We consider
the fourth-order elliptic equation (1.36) with vanishing right-hand side

LµΦ “ pBx2x2 ´ Bx1x1qµpBx2x2 ´ Bx1x1qΦ ` p2Bx1x2qµp2Bx1x2qΦ “ 0. (1.37)

We define Ψ : R2 Ñ R satisfying

ˆ

µpB22 ´ B11qΦ
µ2B12Φ

˙

“

ˆ

´2B12Ψ
pB22 ´ B11qΨ

˙

,

then the complex-valued function Λ “ Φ`iΨ solves the following second-order
Beltrami-type equation

B
2
z̄Λ “

1 ´ µ

1 ` µ
B2
zΛ, z “ x1 ` ix2.

Following the convex integration method for the first order Beltrami equation
in [AFS08], we can show that there exists a measurable function µ : Ω ÞÑ

t 1
K
, Ku, K ą 1 such that the solutions Φ P H2pΩq of the equation (1.37)

satisfies ˆ
B

|∇2Φ|
2K
K´1 “ 8, for any disk B Ă Ω.

Although it is not clear whether this constructed solution solves the stationary
Navier-Stokes equation (1.32) or not, we expect in general that the solutions
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for (1.32) with only bounded viscosity coefficient µ (without any smoothness
assumption)

∇u R LppΩq, for any p ě p˚,

where p˚ ă 8 depends on the deviation |µ ´ 1|.

We formulate the parallel, concentric, and radial flows of the stationary
Navier-Stokes system (1.32) by assuming certain symmetries on the density
function in the following theorem. Notice that they are all solutions of Frolov’s
type.

Theorem 1.2.3 (Examples of paralle, concentric and radial flows, [HL20]).
If the density function

ρ “ ρpx2q in R2, or ρprq in R2
zt0u, or ρpθq in R2

zt0u, with ρ1
‰ 0,

where pr, θq are polar coordinates in R2, then the velocity vector field u of the
stationary Navier–Stokes equations (1.32) reads correspondingly as

u “ u1px2q e1 in R2, or rgprq eθ in R2
zt0u, or

hpθq

r
er in R2

zt0u,

where e1 “

ˆ

1
0

˙

, er “

ˆ

x1
r
x2
r

˙

, eθ “

ˆ

x2
r

´x1
r

˙

.

Let the external force f “ 0 in the system (1.32), then the scalar functions
u1, g, h above should satisfy the following three ordinary differential equations
of second order respectively

Bx2pµBx2u1q “ C,

Brpµr
3
Brgq “ ´Cr,

ρh2 ` BθpµBθhq ` 4pµhq “ C,

where C P R can be arbitrarily chosen.

We consider the explicit examples of the above symmetric solutions with
piecewise constant viscosity coefficients as following

µpx2q “ 1tx2ă0u ` 21tx2ě0u,

or µprq “ 1t0ără1u ` 21trě1u,

or µpθq “ 1t0ărăπ
4

u ` 21tπ
4

ďrďπ
2

u.

(1.38)

Then the motion of the corresponding flows are described in Figure 1.1. We
observe the results in Theorem 1.2.2 for the symmetric solutions with the
piece-wise constant viscosity coefficients (1.38).
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Remark 1.2.2. 1. These explicit solutions indeed fulfil the Frolov form
(1.34).

2. On the one hand the piece-wise constant viscosity coefficients are variably
partially VMO, since they are smooth in the tangential directions of
the boundary BΩ and have jumps in the normal directions. Indeed, the
corresponding solutions satisfy

∇u P LplocpR
2
zt0uq, @p P r1,8s.

On the other hand, we verify

Pdiv pµSuq P LplocpR
2
zt0uq, @p P r1,8s.

3. We have the following irregular properties

∆u R L1
locpR

2
zt0uq and ∇ω R L1

locpR
2
zt0uq,

where ω “ Bx2u1 ´ Bx1u2 is defined as the vorticity of u.

In particular, for the radial flows with piece-wise constant viscosity
coefficient (1.38), we have

divpµSuq R L1
locpR

2
zt0uq

while
Pdiv pµSuq P LplocpR

2
zt0uq, @p P r1,8s.

Three-dimensional case

To our best knowledge, there is no existence results on the three-dimensional
inhomogeneous equation (1.32). We show the existence of weak solutions of
the three-dimensional stationary incompressible inhomogeneous Navier–Stokes
equations with density-dependent viscosity coefficient in axially symmetric
case.

In the cylindrical coordinate pr, z, θq, we write er, ez, eθ as the coordinate
axis

er “

¨

˝

cos θ
sin θ
0

˛

‚, ez “

¨

˝

0
0
1

˛

‚, eθ “

¨

˝

´ sin θ
cos θ
0

˛

‚.

We consider the axially symmetric velocity field

u “ urer ` uθeθ ` uzez,



Chapter 1. Introduction 29

where ur, uθ, uz are independent of θ. We define the functional spaces for
axially symmetric functions

HpΩq “ tu P H1
0 pΩq | u is axially symmetric, div u “ 0u.

The incompressibility condition of u P HpΩq reads as

rdivu “ Brprurq ` Bzpruzq “ 0.

For u P HpΩq, there exists a stream function φ “ φpr, zq P H2
0 pΩq such that

rur “ Bzφ, ruz “ ´Brφ.

For any fixed scalar function η P L8pR; r0,8qq, if we assume the density
function to be

ρ “ ηpφq,

then the mass conservation law

r divpρuq “ BrρBzφ ´ BzρBrφ “ 0

holds at least in the distribution sense.
We have the following existence results.

Theorem 1.2.4 (Existence of weak solutions in the three dimensional axially
symmetric case). Let η P L8pR; r0,8qq and b P CpR; rµ˚,`8qq, µ˚ ą 0 be
given. Let Ω be a bounded connected axially symmetric Lipschitz domain. Let
f P H´1pΩ;R3q be axially symmetric function. Then there exists at least one
axially symmetric weak solution

pρ, uq “ pηpφq,
1

r
Bzφer ´

1

r
Brφez ` uθeθq P L8

pΩq ˆ HpΩq

of the three-dimensional system (1.32), where φ P H2
0 pΩq is a stream function

of u.

This existence result can be generalised to non-homogeneous boundary
value problem (1.32)-(1.33) on bounded or exterior domains or R3.

We can obtain the existence of weak solutions under another symmetric
assumption

pρ, uq “ pηpθq, urer ` uzezq P L8
pΩq ˆ H1

pΩq.

In this case, the mass conservation law also holds immediately

r divpρuq “ rBrρur ` rBzρuz ` Bθρuθ “ 0.

The analogue existence results in spherical and Cartesian coordinates will
be given in Section 2.3.
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1.3 Evolutionary Boussinesq equations

The Boussinesq system is the nonlinear coupling between the Navier-Stokes
type of equations and the thermodynamic equations for the temperature (or
density) functions. In this subsection, we consider the Cauchy problem of the
two-dimensional incompressible evolutionary Boussinesq equations

$

’

’

’

&

’

’

’

%

divx u “ 0,

Btθ ` u ¨ ∇xθ ´ div xpκ∇xθq “ 0,

Btu ` u ¨ ∇xu ´ div xpµSxuq ` ∇xΠ “ θe⃗2,

pθ, uq |t“0“ pθ0, u0q.

(1.39)

The unknowns are the temperature function θ “ θpt, xq : r0,`8q ˆ R2 Ñ R,
the velocity vector field u “ upt, xq : r0,`8q ˆ R2 Ñ R2 and the pressure
Π “ Πpt, xq : r0,`8q ˆ R2 Ñ R. The vector field e⃗2 denotes the unit vector

in the vertical direction with e⃗2 “

ˆ

0
1

˙

, and θe⃗2 is the buoyancy force.

The thermal diffusivity κ and the viscosity coefficient µ may depend on
the temperature function θ smoothly as follows

κ “ apθq, µ “ bpθq, with a P C1
b pR; rκ˚, κ

˚
sq, b P C1

b pR; rµ˚, µ
˚
sq,

where 0 ď κ˚ ď κ˚, 0 ď µ˚ ď µ˚ are positive constants.

1.3.1 Constant thermal and viscosity coefficients

When k, ν ě 0 are constant thermal diffusivity and viscosity coefficient, the
Cauchy problem (1.39) reads as

$

’

’

’

&

’

’

’

%

divx u “ 0,

Btθ ` u ¨ ∇xθ ´ k∆xθ “ 0,

Btu ` u ¨ ∇xu ´ ν∆xu ` ∇xΠ “ θe⃗2,

pθ, uq|t“0 “ pθ0, u0q,

(1.40)

If k, ν ą 0, the strong diversities lead to the global well-posed smooth
solutions, see for example [CD80]. If k ą 0, ν “ 0 or k “ 0, ν ą 0, the unique
global-in-time unique smooth solutions were obtained, see for example [Cha06;
HL05]. In their results, the key point is to use the sharp Sobolev embedding
in dimension two with a logarithm correction

}∇u}L8pR2q ďCp}∆u}L2pR2q ` }∇u}L2pR2q ` 1q

ˆ plogp}∆∇u}L2pR2q ` }∇u}L2pR2q ` eqq
1
2 ,
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which provides the Lipschitz continuity on u, and hence the global well-
posedness results. There are some work concerning horizontal and vertical
dissipation, see for example [DP11; LLT13; ACW10; ACW11; CW13]. For
κ “ µ “ 0, the two-dimensional inviscid Boussinesq equations (1.40) can
be compared with the three-dimensional incompressible axisymmetric Euler
equations with swirl. The local-in-time wellposedness as well as some blowup
criteria have been well known for decades, see e.g. [CN97; Dan13; ES94;
Dan13]. The global-in-time regularity problem for the Euler equation is a
remarkable open problem, for which the partial results are given in [EJ20;
Elg21].

1.3.2 Temperature-dependent thermal and viscosity
coefficients

In this subsection, we consider the Boussinesq equation (1.39) with temperature-
dependent κ and µ as following

κ “ apθq, µ “ bpθq, with a P C1
b pR; rκ˚, κ

˚
sq, b P C1

b pR; rµ˚, µ
˚
sq, (1.41)

where 0 ď κ˚ ď κ˚, 0 ď µ˚ ď µ˚ are positive constants.
Lorca and Boldrini [LB99] proved the global-in-time weak solutions on

the smooth bounded domain with

pθ, uq P pL8
locpr0,8q;L2

pΩqqq
3,

and they also showed the local-in-time strong solutions. Wang and Zhang
[WZ11] showed the existence of global unique smooth solutions

pθ, uq P pL8
locpr0,8q;Hs

pR2
qq X L2

locpr0,8q;Hs`1
pR2

qqq
3, s ą 2.

Notice that HspR2q ãÑ W 1,8pR2q, for s ą 2. Sun and Zhang [SZ13] showed
the global well-posedness result with pθ0, u0q P pH2pR2qq3 on the bounded
smooth domain.

Existence, uniqueness and regularity results in general Sobolev
spaces

The author and Liao [HL22] showed the existence, uniqueness and regularity
results in the (optimal) regularity exponent ranges respectively, in particular
in the low regularity region s ă 2.
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Figure 1.2: Admissible regularity exponents of (1.39)

Theorem 1.3.1 (Existence, uniqueness & regularity, [HL22]). For any initial
data θ0 P L2pR2q and u0 P pL2pR2qq2, there exists a global-in-time weak solution

pθ, uq P Cpr0,8q; pL2
pR2

qq
3
q X L2

locpr0,8q; pH1
pR2

qq
3
q

of the initial value problem (1.39)-(1.41).
If θ0 P H1pR2q, u0 P pL2pR2qq2 and the functions a P C2

b pR; rκ˚, κ
˚sq,

b P C2
b pR; rµ˚, µ

˚sq have finite first and second derivatives, then the weak
solution is indeed unique, and satisfies

θ P Cpr0,8q;H1
pR2

qq X L2
locpr0,8q;H2

pR2
qq.

Furthermore, the general Hs-regularities can be propagated globally in time in
the following sense: For any initial data

pθ0, u0q P HsθpR2
q ˆ pHsupR2

qq
2 with

psθ, suq P tpsθ, suq Ă r1,8q ˆ r0,8q | su ´ 1 ď sθ ď su ` 2uztp2, 0q, p1, 2qu

and the functions a P C2
b XCrsθs`1, b P C2

b XCrsus`1, the unique solution pθ, uq

stays in

Cpr0,8q;HsθpR2
q ˆ pHsupR2

qq
2
q X L2

locpr0,8q;Hsθ`1
pR2

q ˆ pHsu`1
pR2

qq
2
q.
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The grey area in Figure 1.2 represent the admissible regularity exponent
range. In the following, we will give some explanations and discussions on
the optimality of the regularity exponents for the solutions of the initial value
problem (1.39)-(1.41) in Theorem 1.3.1. We will also discuss the influence
of the variation of the variable coefficients κ and µ on the uniqueness and
regularity properties.

Existence and uniqueness results.
The global-in-time weak solutions can be seen as a consequence of energy

estimates. Indeed, we take L2-inner product of (1.39)2 and θ, (1.39)3 and u,
then the following energy estimates hold for any given T ą 0,

}θ}
2
L8
T L

2
x

` }∇θ}
2
L2
TL

2
x

ď C}θ0}
2
L2
x
,

}u}
2
L8
T L

2
x

` }∇u}
2
L2
TL

2
x

ď C
`

T }θ0}
2
L2 ` }u0}

2
L2

˘

,

where the positive constant C depends only on κ˚, µ˚.
Concerning the uniqueness result with pθ0, u0q P H1pR2q ˆ pL2pR2qq2, we

have the following H1-estimate of θ:

}θ}
2
L8
T H

1
x

` }pBtθ,∇2θq}
2
L2
TL

2
x

ď C}θ0}
2
H1p1 ` }∇θ0}2L2q exp

`

CpT 2
}θ0}

4
L2 ` }u0}

4
L2q

˘

.

Based on the above energy estimates, one can show the difference p 9θ, 9uq P

pL8
T H

1
x X L2

TH
2
xq ˆ pL8

T L
2
x X L2

TH
1
xq of two weak solutions with the same

initial value is indeed trivial in the Sobolev space H1`δpR2q ˆ pHδpR2qq2 with
δ P p´1, 0q. On the other hand, non-uniqueness is expected in the lower-
regularity region with θ0 P HspR2q ­ãÑ L8pR2q, 0 ă s ă 1, since the coefficients
κ, µ are in general not continuous uniformly in time.

Regularity results.
To show the propagation of regularity, in the lower regularity region θ0 or
u0 P HspR2q ­ãÑ W 1,8pR2q, with s ď 2, we use the commutator estimate

}
`

2js}rϕ,∆js∇ψ}L2pR2q

˘

jě1
}l1 ď C}∇ϕ}HνpR2q}∇ψ}Hs´νpR2q,

where the exponents ps, νq P R2 satisfies ´1 ă s ă ν` 1 and ´1 ă ν ă 1, and
the positive constant C depends only on s, ν. In the high regularity region
θ0, u0 P HspR2q ãÑ W 1,8pR2q, with s ą 2, we use the commutator estimate

}
`

2js}rϕ,∆js∇ψ}L2pR2q

˘

jě1
}l2

ď C
`

}∇ϕ}L8pR2q}∇ψ}Hs´1pR2q ` }∇ϕ}Hs´1pR2q}∇ψ}L8pR2qq.

On the other hand, to propagate the Hsθ , sθ ě 2-regularity of θ, we require
the transport term u¨∇θ in the θ-equation to be at least in L2

locpr0,8q;Hsθ´1
x q,
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Figure 1.3: Admissible regularity exponents of (1.40)

which requires u P L2
locpr0,8q;Hsθ´1

x q and hence the initial assumption u0 P

Hsu with the restriction su ě sθ ´ 2. Similarly, in order the propagate
the Hsu , su ě 2-regularity of u, we require the viscosity term div pµSuq in
the u-equation to be at least in L2

locpr0,8q;Hsu´1
x q, which requires µSu P

L2
locpr0,8q;Hsu

x q and hence the initial assumption θ0 P Hsθ with the restriction
sθ ě su ´ 1.

Remark 1.3.1 (Excepted admissible regularity exponent ranges for the
constant coefficient case (1.40)). We expect that a similar argument as for the
equation (1.39) can also show the optimal optimal regularity exponent range
for the equation (1.40) with constant thermal and viscous coefficients. More
precisely, the Hs´regularity of the equation (1.40) is expected to propagated
in the following range (see the grey area in Figure 1.3)

pθ0, u0q P HsθpR2
q ˆ pHsupR2

qq
2 with

psθ, suq P tpsθ, suq Ă r0,8q ˆ r0,8q | su ´ 1 ď sθ ď su ` 2uztp2, 0qu.

We compare the Figure 1.2 and the Figure 1.3 to see that the temperature-
dependent coefficients κ and µ indeed influence the admissible regularity
exponent range.

For the equation (1.40), the coupling between θ and u happens only through
the transport term u ¨ ∇xθ in the equation (1.40)2 and the force term θe2 in
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the equation (1.40)3. The solution is unique with pθ0, u0q P pL2pR2qq3. Similar
to the variable thermal and viscosity coefficients case, to propagate the Hsθ ,
sθ ě 2-regularity of θ, we require the transport term u ¨ ∇xθ to be at least
in L2

locpr0,8q;Hsθ´1
x q, and hence the initial value u0 P Hsu with su ě sθ ´ 2

is required. To propagate the Hsu, su ě 2-regularity of u, we require θe2 to
be at least in L2

locpr0,8q;Hsu´1
x q, which requires θ0 P Hsθ with the restriction

sθ ě su ´ 2.

Partial diffusion case.

Concerning the case with thermal diffusion κ “ apθq ą 0 while no viscous
diffusion µ “ 0, Li and Xu [LX13] and Chen and Jiang [CJ14] showed the
existence of the unique global-in-time smooth solution

θ P Cpr0,`8q;Hs
pR2

qq X L2
locpr0,`8q;Hs`1

pR2
qq,

u P Cpr0,`8q; pHs
pR2

qq
2
q, s ą 0.

We remark that the structure of the system (1.39) lacking of heat diffusion
(i.e. κ “ 0, µ “ bpθq) is similar but simpler compared to the two-dimensional
inhomogeneous incompressible Navier-Stokes equations (1.4) with density-
dependent viscosity coefficient. The similar difficulties of the regularity and
uniqueness issues arise, and it is still not clear whether there will be finite
time singularity.

There are some work approaching this case, where less heat diffusion is
assumed, namely,

Btθ ` u ¨ ∇θ ` ν|D|
αθ “ 0, ν ą 0,

where |D|α is the Fourier multiplier defined as

{|D|αfpξq “ |ξ|
αf̂pξq.

Notice that α “ 2 recovers the heat equation in (1.39). Under the small
viscosity variation assumption (1.21)

}µ ´ 1}L8 ă ε,

Abidi and Zhang [AZ17] studied the cases when α “ 1; Dong, Ye, and Zhai
[DYZ20] considered the case when 0 ă α ă 1.
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Chapter 2

Two- and three-dimensional
incompressible inhomogeneous
Navier–Stokes equations with
variable viscosity coefficient

In this chapter, Section 2.1 and Section 2.2 are devoted to showing the
existence and the regularity properties of (a class of) weak solutions to
the two-dimensional stationary incompressible inhomogeneous Navier–Stokes
equations with variable viscosity coefficient, by analyzing a fourth-order
nonlinear elliptic equation for the stream function. The density function and
the viscosity coefficient may have large variations. In addition, we formulate
the solutions for the parallel, concentric and radial flows respectively, and we
give some irregularity results as well as some explicit examples in the case of
piecewise-constant viscosity coefficients. The regularity of the divergence-free
part of the viscous term is discussed separately.

In Section 2.3, we show the existence of (a class of) weak solutions to the
three-dimensional stationary incompressible inhomogeneous Navier–Stokes
equations with density-dependent viscosity coefficient in the axially symmetric
case. More symmetric solutions in cylindrical coordinate, spherical coordinate
and cartesian coordinate are also discussed.

Section 2.1 and Section 2.2 are based on the joint work with JProf. Xian
Liao in [HL20].

37
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2.1 Main results in two-dimensional case

In Section 2.1 and Section 2.2, we are going to study the two-dimensional
stationary inhomogeneous incompressible Navier–Stokes equations

#

divpρu b uq ´ divpµSuq ` ∇Π “ f,

div u “ 0, divpρuq “ 0.
(2.1)

The unknown density function ρ ě 0, the unknown velocity vector field u “

pu1, u2q P R2 and the unknown pressure Π P R depend on the spatial variable
x “ px1, x2q P R2. The variable viscosity coefficient depends continuously on
the density function

µ “ bpρq, b P CpR`; rµ˚, µ˚sq given,

where µ˚, µ˚ are positive constants.1 The external force f : R2 ÞÑ R2 is given.

Let ∇ “

ˆ

Bx1
Bx2

˙

, then ∇u “

ˆ

Bx1u1 Bx2u1
Bx1u2 Bx2u2

˙

and the deformation strain

tensor in (2.1) reads as

Su
def
“p∇ ` ∇T

qu “

ˆ

2Bx1u1 Bx2u1 ` Bx1u2
Bx2u1 ` Bx1u2 2Bx2u2

˙

.

Let div “ ∇¨ and ub u “

ˆ

u1
2 u1u2

u1u2 u2
2

˙

, then the convection term in (2.1)

reads as

div pρu b uq “

ˆ

Bx1pρu1
2q ` Bx2pρu1u2q

Bx1pρu1u2q ` Bx2pρu2
2q

˙

.

We will give the existence and the regularity properties of the weak solu-
tions, of Frolov’s form (2.14) below pρ, uq “ pηpΦq,∇KΦq, to the stationary
Navier–Stokes equations (2.1) on a two-dimensional domain Ω Ă R2 in Sub-
section 2.1.2 (the proof of which is postponed in Section 2.2). Here Ω could
be a bounded (simply) connected C1,1 domain, or the exterior domain of a
bounded connected C1,1 set, or the whole plane R2. If Ω has a boundary BΩ,
we associate the system (2.1) with the following boundary value condition

u|BΩ “ u0, (2.2)

and assume no flux through the boundary BΩˆ
BΩ

u0 ¨ n ds “ 0. (2.3)

1It is sufficient to assume b P CpR`; rµ˚,`8qq, since we are going to consider bounded
density functions ρ. For convenient, we fix an upper bound µ˚ for b here.
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In the above, n “ pn1, n2q denotes the exterior normal to the boundary BΩ.
We will consider indeed the stream function Φ, such that the velocity vector
field

u “ ∇KΦ
def
“

ˆ

Bx2Φ
´Bx1Φ

˙

.

We will solve the fourth-order nonlinear elliptic equation which is derived by
applying ∇K¨ to the velocity equation (2.1)3

LµΦ “ ´∇K
¨ f ` ∇K

¨ div pρ∇KΦ b ∇KΦq,

where Lµ denotes the fourth-order elliptic operator

Lµ “ pBx2x2 ´ Bx1x1qµpBx2x2 ´ Bx1x1q ` p2Bx1x2qµp2Bx1x2q,

and the identity ∇K ¨div pµSuq “ LµΦ holds. Then for any given nonnegative
bounded measurable function η P L8pr0,8qq, the pair pρ, uq “ pηpΦq,∇KΦq

is a weak solution of the stationary Navier–Stokes system (2.1).
In Subsection 2.1.3 we are interested in the symmetric solutions to the

stationary Navier–Stokes equations (2.1), and in particular we will formulate
the solutions for the parallel, concentric and radial flows respectively:

pρ, uq “

´

ρpx2q, u1px2q e1

¯

, or
´

ρprq, rgprq eθ

¯

, or
´

ρpθq,
hpθq

r
er

¯

.

Here pr, θq are the polar coordinates on R2, e1 “

ˆ

1
0

˙

, er “

ˆ

x1
r
x2
r

˙

, eθ “

ˆ

x2
r

´x1
r

˙

, and u1, g, h are scalar functions satisfying three different second-

order ordinary differential equations respectively (see Theorem 2.1.3 below
for more details). In particular for the case of piecewise-constant viscosity
coefficients, we derive some irregularity results such as (see Corollary 2.1.1
below)

∆u R L1
locpR

2
zt0uq, div pµ∇uq R L1

locpR
2
zt0uq,

and we also calculate some explicit examples (see Examples 2.1.1 below).
On the other side, in Subsection 2.1.4, we will show the Lp-boundedness

of the divergence-free part of the viscous term (see Theorem 2.1.4)

Pdiv pµSuq P LppΩq

for the given solutions (e.g. the solutions given in Theorem 2.1.2 or in Theorem
2.1.3). Here P is the Leray-Helmholtz projector on a bounded C1 domain
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Ω. We observe here also the following (formal) one-to-one correspondence
between P divpµSuq and LµΦ:

LµΦ “ ∇K
¨ P divpµSuq, P divpµSuq “ ∇K∆´1LµΦ.

We will conclude this introduction part with some further discussions on the
fourth-order elliptic operator Lµ.

We first start with some related known works for the incompressible
Navier–Stokes equations in Subsection 2.1.1 below.

2.1.1 Related works

There are a few works in the literature contributing to the study of the
evolutionary two-dimensional incompressible inhomogeneous Navier–Stokes
equations with variable viscosity coefficient

$

’

’

’

&

’

’

’

%

Btρ ` div pρuq “ 0, pt, xq P R`
ˆ Ω,

Btpρuq ` divpρu b uq ´ divp2µSuq ` ∇Π “ 0,

divu “ 0, pt, xq P R`
ˆ Ω,

ρ
ˇ

ˇ

t“0
“ ρ0, pρuq

ˇ

ˇ

t“0
“ m0.

(2.4)

In [Lio96], P. L. Lions showed the global-in-time existence of weak solutions
pρ, uq P

`

L8pR` ˆΩq, pL2pR`;H1pΩqqq2
˘

of the system (2.4) under the initial
condition ρ0 P L8pΩq, m0

ρ0
P pL2pΩqq2. The uniqueness and the regularity

properties of such weak solutions are still open, even in dimension two. There
are some partial results toward this issue, but to our best knowledge they are
all limited to the case where the viscosity coefficient µpxq is close to some
positive constant ν P R`:

}µpxq ´ ν}L8pΩq ă ε, (2.5)

where ε is some small enough positive constant. B. Desjardins in [Des97]
showed the regularity property of the velocity vector field u P L8pR`; pH1pT2qq2q

for initial data u|t“0 P pH1pT2qq2, if the smallness condition (2.5) holds. H.
Abidi and P. Zhang [AZ15a] proved the existence and uniqueness of the solu-
tion under (2.5) and further smoothness assumptions on the initial density
function ρ0 ´ 1 P L2pR2q X L8 X 9W 1,rpR2q, r ą 2. M. Paicu and P. Zhang in
[PZ20] considered the so-called density-patch problem with piecewise-constant
density function ρ0 “ η11Ωpxq ` η21ΩC pxq, η1, η2 P R`, and showed that the
H3pR2q-boundary regularity of the domain is propagated by time evolution
provided with (2.5). The case where µpxq “ ν is a positive constant has been
intensively studied in the past two decades, see e.g. [Dan04; DM19b; LS75]
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and the references therein. It is also worth mentioning the work [VK97] for
the study of the compressible Navier–Stokes equations with variable viscosity
coefficient.

If we consider the stationary homogeneous incompressible flow where
the density function ρ “ 1 and the viscosity coefficient µ “ ν is a positive
constant, then the system (2.1) becomes the following classical stationary
Navier–Stokes equations

$

’

&

’

%

divpu b uq ´ ν∆u ` ∇Π “ f, x P Ω,

div u “ 0,

u|BΩ “ u0.

(2.6)

It has been studied extensively in the literature, whenever the underlying
domain is a connected bounded domain Ω , or a multi-connected domain
Yn
i“1Ωi, or the exterior of a multi-connected set U “ pYn

i“1Ωiq
C , or the whole

plane R2, see the celebrated books [Gal11; Lad69]. J. Leray [Ler33] showed
the existence of weak solutions u P pH1pΩqq2 on a simply connected bounded
domain Ω under the zero flux condition (2.3). This solvability result can be
generalized straightforward to a multi-connected domain case Yn

i“1Ωi, if we
assume no flux through the boundary of each connected component

Fi “

ˆ
BΩi

u0 ¨ n ds “ 0, @1 ď i ď n. (2.7)

If we assume only the smallness of the fluxes Fi or assume some further
symmetric properties, the solvability of the system (2.6) was also obtained,
cf. [Gal91]. On a multi-connected domain with only the zero total flux
condition (2.3), the solvability was shown by M. Korobkov, K. Pileckas and
R. Russo in [KPR15]. J. Leray in [Ler33] studied the system (2.6) also on the
exterior domain of a multi-connected set U “ pYn

i“1Ωiq
C under the boundary

condition (2.7), and obtained the weak solutions u P p 9H1pUqq2 by constructing
a sequence of weak solutions on the bounded domains which converge to U .
If the fluxes Fi are small, the solvability of (2.6) on U was established by
R. Finn in [Fin59]. Concerning the whole plane R2 case, J. Guillod and P.
Wittwer [GW18] showed that for any given vector d P R2 and a bounded
positive measure set D Ă R2, there exist solutions u P p 9H1pR2qq2 satisfying the
prescribed mean value on D: d “ 1

measpDq

´
D
u P R2. However, the existence

of decaying solutions, as well as the uniqueness and the asymptotic behaviour
of the solutions on the unbounded domains are still open, see e.g. [GW15b;
Gui17; Rus09] for further related discussions. We also mention that J. Leray
in [Ler33] studied also (2.6) in dimension three, as well as the evolutionary
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classical Navier-Stokes equations (i.e. (2.4) with ρ “ 1 and µ “ ν, see also
the celebrated books [CF88; Tem77]).

The stationary inhomogeneous incompressible flow with constant viscosity
coefficient is described by

$

’

&

’

%

divpρu b uq ´ ν∆u ` ∇Π “ f, x P Ω,

div u “ 0, divpρuq “ 0,

u|BΩ “ u0.

On a simply connected domain in dimension two, by using the incompressibility
condition div u “ 0 and the zero flux condition (2.3), the velocity vector field
u can be written as

u “ ∇KΦ,

where Φ is the stream function of u. If

ρ “ ηpΦq,

for some well-chosen function η : R ÞÑ r0,8q, then the density equation
divpρuq “ 0 should be automatically satisfied. N.N. Frolov showed in [Fro93]
the existence and regularity results for the solutions of the following form

pρ, uq “ pηpΦq,∇KΦq, (2.8)

where η is a Hölder continuous function. From now on, we call the form
(2.8) as Frolov’s form. M. Santos in [San02] improved this existence result to
only bounded η-functions. M. Santos and F. Ammar-Khodja in [AS05; AS06]
considered the unbounded Y-shape domain.

However, as far as we know, there are neither existence nor regularity
results of solutions to the two-dimensional stationary Navier-Stokes system
(2.1) with variable viscosity coefficient. The rest of this introduction part
is organised as follows. We are going to give some existence and regularity
results for the solutions of Frolov’s form to the system (2.1) in Subsection
2.1.2, whose proof is postponed in Section 2.2. We will formulate the solutions
with certain symmetry properties in Subsection 2.1.3, where some irregularity
results as well as some explicit examples with piecewise-constant viscosity
coefficients will also be given. Finally we will discuss further the regularity
issues in Subsection 2.1.4.

2.1.2 Existence and regularity results

We study here the two dimensional stationary inhomogeneous incompressible
Navier-Stokes equation (2.1) with general variable viscosity coefficient

µ “ bpρq,
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where b P CpR; rµ˚, µ˚sq, µ˚, µ˚ ą 0 is a given function. We will search for
the weak solutions of Frolov’s form (2.8) above. We are going to consider the
stream function Φ, which satisfies a fourth-order nonlinear elliptic equation
(see (2.10) below). To our best knowledge, this is the first time such elliptic
equation for the stream function has been found in the case of variable
viscosity coefficient.

If Ω Ă R2 is a simply connected C1 domain, by the zero flux condition (2.3)
and the divergence free condition divu “ 0, there exists a stream function
Φ : Ω Ñ R such that

u “ ∇KΦ
def
“

ˆ

Bx2Φ
´Bx1Φ

˙

,

and Φ satisfies the boundary value condition

BΦ

Bn

ˇ

ˇ

BΩ
“ u0 ¨ τ,

BΦ

Bτ

ˇ

ˇ

BΩ
“ ´u0 ¨ n,

where τ “ pn2,´n1q denotes the tangential vector field on the boundary
BΩ. If we parameterize the boundary BΩ by γ : r0, 2πq ÞÑ BΩ such that
γ1psq “ τpγpsqq, then with a constant C0 P R,

Φ|BΩpγpsqq “ Φ0pγpsqq
def
“ ´

ˆ s

0

u0 ¨ n dθ ` C0, s P r0, 2πq,

BΦ

Bn

ˇ

ˇ

BΩ
pγpsqq “ Φ1pγpsqq

def
“pu0 ¨ τqpγpsqq, s P r0, 2πq.

(2.9)

We fix this constant C0 “ 0 from now on.

We apply ∇K¨ “

ˆ

Bx2
´Bx1

˙

¨ to the first equation in (2.1) to arrive at

∇K
¨ div pµSuq “ ´∇K

¨ f ` ∇K
¨ div pρu b uq,

where the left-hand side reads as a fourth-order elliptic operator with positive
variable coefficient µ ě µ˚ ą 0 on Φ:

∇K
¨ div pµSuq “ ∇K

¨ div

ˆ

µ

ˆ

2Bx1x2Φ pBx2x2 ´ Bx1x1qΦ
pBx2x2 ´ Bx1x1qΦ ´2Bx1x2Φ

˙˙

“ pBx2x2 ´ Bx1x1q
`

µpBx2x2 ´ Bx1x1qΦ
˘

` 2Bx1x2pµ2Bx1x2Φq.

That is, the first equation in (2.1) becomes

LµΦ “ ´∇K
¨ f ` ∇K

¨ div pρ∇KΦ b ∇KΦq, (2.10)

where Lµ denotes the fourth-order elliptic operator

Lµ “ pBx2x2 ´ Bx1x1qµpBx2x2 ´ Bx1x1q ` p2Bx1x2qµp2Bx1x2q.
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In particular, if µpxq “ ν is a positive constant, then Lν “ ν∆2.
We recall here the definition of elliptic operators in divergence form of order

2m, m P N (see e.g. [ADN59; ADN64; DK11]) for readers’ convenience. Let
Lu “

ř

|α|,|β|ďmD
αpaαβD

βuq where α and β are multi-indices, u : Rd Ñ Rn

is a vector-valued function and aαβ “
“

aijαβpxq
‰n

i,j“1
, |α|, |β| ď m, are n ˆ n

matrix-valued functions. We say that L is an elliptic operator of 2mth-order
if there exists a constant δ P p0, 1q such that

δ|ξ|
2

ď
ÿ

|α|“|β|“m

Re
´

aαβpxqξβ, ξα

¯

ď δ´1
|ξ|

2,

for any x P Rd and ξ “ pξαq
|α|“m , ξα P Rn. Here we can rewrite Lµ as

Lµ “Bx1x1µBx1x1 ` Bx2x2µBx2x2 ´ Bx1x1pµ ´
µ˚

2
qBx2x2 ´ Bx2x2pµ ´

µ˚

2
qBx1x1

` 2Bx1x2pµ ´
µ˚

2
qBx1x2 ` 2Bx2x1µBx2x1

def
“

ÿ

|α|“|β|“2

Dα
paµαβD

β
q,

where µ˚, µ
˚ ą 0 are the positive lower and upper bounds for the function µ.

Then for any ξ “ pξαq
|α|“2 , ξα P R2 the following inequality holds:

µ˚

2
|ξ|

2
ď

ÿ

|α|“|β|“2

aµαβpxqξβξα

“
µ˚

2
pξ211 ` ξ222q ` pµ ´

µ˚

2
qpξ11 ´ ξ22q

2
` 2pµ ´

µ˚

2
qξ212 ` 2µξ221 ď 2µ˚

|ξ|
2.

Hence, Lµ is a fourth-order elliptic operator as we can simply take δ “

mint
µ˚

2
, 1
2µ˚ ,

1
2
u.

Following Frolov’s idea in [Fro93], we make an Ansatz

ρ “ ηpΦq,

where the nonnegative function η P L8pR; rρ˚, ρ
˚sq with 0 ď ρ˚ ď ρ˚ can be

arbitrarily chosen, such that

div pρuq “ div pηpΦq∇KΦq “ 0

holds in the distribution sense provided with e.g. Φ P H2
locpΩq. Notice

that, in this case we assume a priori that ρ satisfies the boundary condition
ρ|BΩ “ ηpΦ0q where Φ0 is given in (2.9).

We then aim to verify that if Φ solves the boundary value problem for
the fourth-order elliptic equation

$

&

%

LµΦ “ ´∇K
¨ f ` ∇K

¨ div pρ∇KΦ b ∇KΦq,

Φ|BΩ “ Φ0,
BΦ

Bn

ˇ

ˇ

BΩ
“ Φ1,

(2.11)
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where ρ “ ηpΦq, µ “ pb ˝ ηqpΦq, then the pair of Frolov’s form (2.8):

pρ, uq “
`

ηpΦq, ∇KΦ
˘

solves the boundary value problem for the stationary Navier-Stokes equations
$

’

&

’

%

divpρu b uq ´ divpµSuq ` ∇Π “ f,

div u “ 0, divpρuq “ 0,

u|BΩ “ u0,

(2.12)

where the boundary value u0 satisfies the zero flux condition (2.3):
´

BΩ
u0 ¨

n ds “ 0 if Ω is a simply connected domain. We first take into account the
functional framework to define the weak solutions.

Definition 2.1.1 (Weak solutions of the Navier–Stokes equations on a
bounded connected domain). Let Ω Ă R2 be a bounded connected C1-domain.
We say that a pair pρ, uq P L8pΩ; r0,8qq ˆ H1pΩ;R2q is a weak solution

of the boundary value problem (2.12) with the given data u0 P H
1
2 pBΩ;R2q,

f P H´1pΩ;R2q, if divu “ 0, div pρuq “ 0 hold in Ω in the distribution sense,
u0 “ u|BΩ is the trace of u on BΩ and the following integral identity

1

2

ˆ
Ω

µSu : Sv dx “

ˆ
Ω

ρpu b uq : ∇v dx `

ˆ
Ω

f ¨ v, (2.13)

holds for all v P H1
0 pΩ;R2q with div v “ 0. Here A : B

def
“
ř2
i,j“1AijBij for the

matrices A “ pAijq1ďi,jď2 and B “ pBijq1ďi,jď2.

In the above, g P H
1
2 pBΩq the fractional Sobolev space means that g P

L2pBΩq with the following norm

}g}
H

1
2 pBΩq

def
“ }g}L2pBΩq `

´

ˆ
BΩ

ˆ
BΩ

|gpsq ´ gps1q|2

|s ´ s1|2
dsds1

¯
1
2

being finite. The Sobolev space H1
0 pΩq is defined as H1

0 pΩq “ C8
0 pΩq

}}H1pΩq

with the norm }g}H1pΩq “ }g}L2pΩq ` }∇g}pL2pΩqq2 , and H´1pΩq is the dual
space of H1

0 pΩq with respect to the L2pΩq inner product. We recall the trace
theorem and inverse trace theorem (see e.g. [HW08, Section 4.2]) below.

Theorem 2.1.1 (Trace theorem & Inverse trace theorem). 1. Let Ω be a
C1-domain. Then there exists a linear continuous trace operator

γ0 : H
1
pΩq ÞÑ H

1
2 pBΩq,

which is an extension of γ0u “ u|BΩ for u P C0pΩq, and there exists a
linear continuous right inverse Γ0 to γ0 with

Γ0 : H
1
2 pBΩq ÞÑ H1

pΩq and γ0pΓ0pu0qq “ u0, for all u0 P H
1
2 pBΩq.
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2. Let Ω be a C1,1 -domain. Then there exist two linear continuous trace
operators

γ0 : H
2
pΩq ÞÑ H

3
2 pBΩq, γ1 : H

2
pΩq ÞÑ H

1
2 pBΩq,

which are extensions of

γ0Φ “ Φ|BΩ for Φ P C0
pΩq, γ1Φ “

BΦ

Bn

ˇ

ˇ

ˇ

BΩ
for Φ P C3

pΩq.

Inversely, there exists a linear continuous right inverse Γ1 to pγ0, γ1q
with

Γ1 : H
3
2 pBΩq ˆ H

1
2 pBΩq ÞÑ H2

pΩq and γjpΓ1pΦ0,Φ1qq “ Φj, j “ 0, 1,

for all pΦ0,Φ1q P H
3
2 pBΩq ˆ H

1
2 pBΩq.

In the above, g P H
3
2 pBΩq the fractional Sobolev space means that g P

L2pBΩq with the following norm

}g}
H

3
2 pBΩq

def
“ }g}L2pBΩq `

´

ˆ
BΩ

ˆ
BΩ

|gpsq ´ gps1q|2

|s ´ s1|4
dsds1

¯
1
2

being finite.
We now define the weak solutions of the elliptic equation (2.11).

Definition 2.1.2 (Weak solutions of the elliptic equation on a bounded
connected domain). Let Ω Ă R2 be a bounded connected C1,1-domain. Let
η P L8pR; r0,8qq and b P CpR; rµ˚, µ

˚sq, µ˚, µ
˚ ą 0 be two given functions.

We say that Φ P H2pΩq is a weak solution of the boundary value problem

(2.11) with the given data Φ0 P H
3
2 pBΩq, Φ1 P H

1
2 pBΩq, f P H´1pΩ;R2q,

if Φ0 “ Φ|BΩ and Φ1 “ BΦ
Bn

ˇ

ˇ

ˇ

BΩ
in the trace sense and the following integral

identity
ˆ
Ω

µ
´

pBx2x2Φ ´ Bx1x1ΦqpBx2x2ψ ´ Bx1x1ψq ` p2Bx1x2Φqp2Bx1x2ψq

¯

dx

“

ˆ
Ω

f ¨ ∇Kψ dx `

ˆ
Ω

ρp∇KΦ b ∇KΦq : ∇∇Kψ dx,

holds for all ψ P H2
0 pΩq.

Let Ω be an exterior domain or the whole plane. We define the functional
spaces we are going to use

Dk
pΩq :“ 9Hk

pΩq X
`

Xně1H
k
pΩ X Bnp0qq

˘

, k “ 1, 2,
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where Bnp0q denotes the disk centered at 0 with radius n and the homogeneous
Sobolev space 9HkpΩq, k P N is defined as

9Hk
pΩq “ tg P L1

locpΩq : B
αg P L2

pΩq, |α| “ ku.

We define the corresponding weak solutions as follows.

Definition 2.1.3. (i) (Weak solutions of the Navier–Stokes equations on
an exterior domain). Let Ω Ă R2 be the exterior domain of a bounded
simply connected C1,1 set. We say that a pair pρ, uq P L8pΩ; r0,8qq ˆ

D1pΩ;R2q is a weak solution of the boundary value problem (2.12) with

the given data u0 P H
1
2 pBΩ;R2q, f P H´1pΩ;R2q, if divu “ 0, div pρuq “

0 hold in Ω in the distribution sense, u0 “ u|BΩ is the trace of u on
BΩ and the integral identity (2.13) holds for all v P C8

c pΩ;R2q with
div v “ 0.

(ii) (Weak solutions of the elliptic equation on an exterior domain). Let
Ω Ă R2 be the exterior domain of a bounded connected C1,1 set. Let
η P L8pR; r0,8qq and b P CpR; rµ˚, µ

˚sq, µ˚, µ
˚ ą 0 be two given func-

tions. We say that Φ P D2pΩq is a weak solution of the boundary value

problem (2.11) with the given data Φ0 P H
3
2 pBΩq, Φ1 P H

1
2 pBΩq, and

f P H´1pΩ;R2q, if Φ0 “ Φ|BΩ and Φ1 “ BΦ
Bn

ˇ

ˇ

ˇ

BΩ
in the trace sense, and

the identity (2.1.2) holds true for all Ψ P C8
c pΩ;Rq.

(iii) (Weak solutions on R2). We define the weak solutions of the equations
(2.1) (resp. (2.10)) on R2 as in piq (resp. in (ii)) without any boundary
condition.

Since for any v P H1
0 pΩ;R2q (resp. v P C8

c pΩ;R2q) defined on a bounded
connected C1,1-domain Ω (resp. on the exterior domain of a bounded con-
nected C1,1 set or on the whole space R2) with div v “ 0 there exists a
corresponding stream function ψ P H2

0 pΩq (resp. ψ P C8
c pΩ;R2q) such that

v “ ∇Kψ, the equality (2.1.2) implies the equality (2.13) with u “ ∇KΦ.
Therefore we have the following fact which transfers the solvability of the
Navier-Stokes system (2.1) to the solvability of the elliptic equation (2.10).

Fact. Let Ω Ă R2 be a bounded connected C1,1-domain. Let η P L8pR; r0,8qq,
b P CpR; rµ˚, µ

˚sq with µ˚, µ
˚ ą 0 and f P H´1pΩ;R2q be given. Let u0 P

H
1
2 pBΩ;R2q satisfy (2.3) and let Φ0 P H

3
2 pBΩq be given in (2.9) in terms of

u0 and some fixed constant C0 P R.
If Φ P H2pΩq is a weak solution of the boundary value problem (2.11),

then the pair of Frolov’s form (2.8): pρ, uq “
`

ηpΦq, ∇KΦ
˘

is a weak solution
of the boundary value problem (2.12).
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The above holds true for the exterior domain of a bounded connected C1,1

set or for the whole plane domain R2.

Our main theorem concerning the existence and the regularity properties
of the weak solutions to the Navier-Stokes system (2.1) as well as to the
elliptic equation (2.10) reads as follows.

Theorem 2.1.2 (Existence and regularity results for the weak solutions of
Frolov’s form, [HL20]).

Let η P L8pR; r0,8qq, b P CpR; rµ˚, µ
˚sq, µ˚, µ

˚ ą 0 be given.

(i) Let Ω Ă R2 be a bounded simply connected C1,1-domain (resp. the
exterior domain of a simply connected C1,1 set). Let f P H´1pΩ;R2q

(resp. f “ divF , where F P L2pΩ;R2 ˆ R2q) be given. Then for any

Φ0 P H
3
2 pBΩq and Φ1 P H

1
2 pBΩq, there exists at least one weak solution

Φ P H2pΩq (resp. Φ P D2pΩq) of the boundary value problem (2.11).

Let C0 P R and u0 P H
1
2 pBΩ;R2q satisfy (2.3). If Φ0 P H

3
2 pBΩq is given

by (2.9) and Φ P H2pΩq (resp. Φ P D2pΩq) is a weak solution of (2.11)
given above, then the pair of Frolov’s form

pρ, uq “
`

ηpΦq, ∇KΦ
˘

(2.14)

is a weak solution of the boundary value problem (2.12) with u P

H1pΩ;R2q (resp. u P D1pΩ;R2q).

(ii) Let Ω “ R2 and D Ă Ω be a bounded subset of positive Lebesgue measure.
Let f “ divF , where F P L2pR2;R2 ˆ R2q. Then for any fixed vector
d P R2, there exists at least one weak solution Φ P D2pR2q of the elliptic
equation (2.10) on R2, such that u “ ∇KΦ P D1pR2;R2q is a weak
solution of the equation (2.1) on R2 and 1

measpDq

´
D
u “ d.

Furthermore, we have the following regularity results under additional
smoothness assumptions.

(1) If Ω is a connected C2,1-domain, the function η is taken to be continuous

and f P L2pΩ;R2q, then for any Φ0 P H
5
2 pBΩq, Φ1 P H

3
2 pBΩq (resp.

u0 P H
3
2 pBΩ;R2q) the weak solution Φ (resp. u) given in (i) belongs to

W 2,ppΩq (resp. W 1,ppΩ;R2q), for all p P r1,8q.

(2) Let k ě 2 be an integer. If Ω is a connected Ck`1,1-domain, the func-
tions η, b P Ck

b pRq “ th P CkpRq | }hpjq}L8 ă 8, @0 ď j ď ku and

f P Hk´1pΩ;R2q, then for any Φ0 P Hk` 3
2 pBΩq, Φ1 P Hk` 1

2 pBΩq (resp.

u0 P Hk` 1
2 pBΩq), the weak solution Φ (resp. u) given in (i) belongs to

W k`1,ppΩq (resp. W k,ppΩ;R2q) for all 1 ď p ă 8. In particular, if k “ 2,
then u P W 2,ppΩ;R2q, p ą 2 is Lipschitz continuous.
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Theorem 2.1.2 will be proved in Section 2.2, where we will follow J. Leray’s
approach in [Ler33] for the resolution of the classical stationary Navier-Stokes
equation. By virtue of the above Fact, it remains to study the fourth-order
nonlinear elliptic equation (2.10) for the stream function Φ. Compared to the
classical case, we here have to pay more attention on the nonlinear dependence
of the density ρ and the viscosity coefficient µ on Φ.

We give here some remarks on the results in Theorem 2.1.2.

Remark 2.1.1. (i) (Recover the classical results) If η, b are positive con-
stant functions, then the system (2.1) becomes the classical stationary
Navier-Stokes equations (2.6) and the above theorem recover the classical
existence and regularity results in [Lad69].

(ii) (Relaxation on the regularity assumption) For k ě 2, we can relax
the hypotheses on the data f,Φ0,Φ1 (resp. u0) to f P W k´2,p0pΩ;R2q,

Φ0 P W k` 1
2
,p0pBΩq, Φ1 P W k´ 1

2
,p0pBΩq (resp. u0 P W k´ 1

2
,p0pBΩ;R2q),

p0 ą 2, and show that the weak solutions have the regularity properties
Φ P W k`1,p0pΩq (resp. u P W k,p0pΩ;R2q).

(iii) (Domains of other types) We can also consider the system (2.1) in
domains of other types, following the arguments for the classical Navier–
Stokes equations (2.6).

For example, it is obvious that the existence and regularity results in
Theorem 2.1.2 hold true on a bounded multi-connected domain Yn

i“1Ωi,
under zero flux assumption on the boundary of each connected component
(2.7).

The existence result in Theorem 2.1.2 can also be easily extended to the
strip domain R ˆ r0, 1s by use of Poincaré inequality.

We can follow the idea in [GW16] by J. Guillod and P. Wittwer for
(2.6) on the half plane, to show the solvability of (2.1)-(2.2)-(2.3) on
the half plane R ˆ r0,8q by assuming small boundary value }u0}L8 on
the unbounded boundary R ˆ t0u.

(iv) (Boundary conditions on unbounded domains) If Ω is an unbounded
domain, we denote the “boundary condition” of the solutions u at infinity
by u8

lim
|x|Ñ8

upxq “ u8, u8 P R2.

The existence result in Theorem 2.1.2 does not give the information
of u8. We even don’t know the existence of decaying solutions of the
Navier-Stokes system (2.1) on the exterior domain or the whole plane.
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The solvability of the classical stationary Navier-Stokes equation (2.6) on
the exterior domain with u8 “ 0 (under some symmetric assumptions)
was established in e.g. [HW13; Yam11]. There are also some works
considering the asymptotic behaviors of the (general) weak solutions:
In [VG74; GW78], D. Gilbarg and H.F. Weinberger showed that the
solutions of (2.6) satisfy lim|x|Ñ8

´
S1 |u|2 “ 8 or lim|x|Ñ8

´
S1 |u´ ū|2 “

0 for some ū P R2, and J. Amick discussed the relation between u8 and
ū in [Ami88b].

In [Gal11], Galidi showed the non uniqueness of the solutions to the
classic Navier–Stokes equation (2.6) with certain boundary condition
u0 and u8 “ 0. Hence the weak solutions of the system (2.1) are also
not unique, at least in the case without any smallness or symmetric
assumptions.

2.1.3 Symmetric solutions

We turn to study the stationary Navier-Stokes equations (2.1) under some
symmetry assumptions on the density function in this subsection.

We give first an observation when we write the velocity vector field
u “ ∇KΦ in terms of the stream function Φ. Let U Ă R2 be an open set and
we consider another coordinate system py1, y2q on it. We suppose that the
Jacobian ∇xy “ p

Byi
Bxj

q1ďi,jď2 is not degenerate and we consider the stationary

Navier-Stokes system (2.1) on U . If the density function depends only on y1

ρ “ αpy1q,

and α1 ‰ 0 does not vanish, then, by formal calculations, the equation

0 “ div pρuq “ div pρ∇KΦq “ α1
p∇xy1 ¨ ∇K

x y2qBy2Φ “ α1 det
`

∇xy
˘

By2Φ

implies that Φ “ βpy1q depends also only on y1 on U . Nevertheless it is not
necessary that there exists a function η such that ρ “ ηpΦq. Similarly, if Φ
depends only on y1

Φ “ βpy1q,

and β1 ‰ 0 does not vanish, then ρ “ αpy1q depends also only on y1 and
ρ “ ηpΦq with η “ α ˝ β´1. In this case the pair pρ, uq “ pαpy1q,∇K

x pβpy1qqq

is a solution of the form (2.14) to the stationary Navier-Stokes system (2.1)
if it further satisfies the first equation in (2.1).

We formulate the solutions to the stationary Navier-Stokes system (2.1)
when assuming certain symmetries on the density function in the following
theorem. In particular, the Couette flow between a parallel channel, the
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concentric flow between concentric rotating circles, and the radial flow (also
called the Jeffery-Hamel flow) between two nonparallel converging/diverging
lines are described.

Theorem 2.1.3 (Formulation for the parallel, concentric and radial flows,
[HL20]). If the density function

ρ “ ρpx2q in R2, or ρprq in R2
zt0u, or ρpθq in R2

zt0u, with ρ1
‰ 0,

where pr, θq are polar coordinates in R2, then the velocity vector field u of the
stationary Navier–Stokes equations (2.1) reads correspondingly as

u “ u1px2q e1 in R2, or rgprq eθ in R2
zt0u, or

hpθq

r
er in R2

zt0u, (2.15)

where e1 “

ˆ

1
0

˙

, er “

ˆ

x1
r
x2
r

˙

, eθ “

ˆ

x2
r

´x1
r

˙

.

Let the external force f “ 0 in the system (2.1), then the scalar functions
u1, g, h above satisfy the following three ordinary differential equations of
second order respectively

Bx2pµBx2u1q “ C,

Brpµr
3
Brgq “ ´Cr, (2.16)

ρh2 ` BθpµBθhq ` 4pµhq “ C,

where C P R can be arbitrarily chosen. Correspondingly the stream function

Φ “ Φpx2q or Φprq or Φpθq

satisfies the following elliptic equations of fourth order respectively

Bx2x2pµBx2x2Φq “ 0,

Brr

´

µr3Brp
1

r
BrΦq

¯

“ ´C,

BθθpµBθθΦq ` Bθ
`

ρpBθΦq
2

` 4µBθΦ
˘

“ 0.

Remark 2.1.2. (i) (Recover the classical results) If ρ, µ are positive con-
stants, then the solutions (2.15)-(2.16) are solutions to the classical
stationary Navier-Stokes equations (2.6).

(ii) (Resolution of the ODEs) In the case ρ “ ρpx2q or ρ “ ρprq, the velocity
vector field u is related only to the viscosity coefficient µ (while not ρ).
Under some Dirichlet boundary conditions the above ODEs (2.16) with
given functions ρ, µ can be solved up to a real constant, and hence there
are uncountably many solutions to the corresponding boundary value
problems of the system (2.1).
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Proof of Theorem 2.1.3. We are going to consider the cases ρ “ ρpx2q, ρ “

ρprq and ρ “ ρpθq separately. We notice that if we take the polar coordinate
pr, θq on the plane R2, with

px1, x2q “ pr cos θ, r sin θq,

then

∇x “ erBr ´
eθ
r

Bθ, ∇K
x “

er
r

Bθ ` eθBr, with er “

ˆ

x1
r
x2
r

˙

, eθ “

ˆ

x2
r

´x1
r

˙

.

Case ρ “ ρpx2q

If ρ “ ρpx2q with ρ1 ‰ 0, then the equations div pρuq “ 0 and divu “ 0
imply that u2 “ 0 and Bx1u1 “ 0. Thus u1 “ u1px2q. Hence

ρpu ¨ ∇qu “ 0 P R2, div pµpSuqq “ Bx2pµBx2u1q e1, ∆u “ pBx2x2u1q e1.
(2.17)

If f “ 0, then the system (2.1) reads as

ˆ

´Bx2pµBx2u1q ` Bx1Π
Bx2Π

˙

“

ˆ

0
0

˙

.

The equation Bx2Π “ 0 implies Π “ Πpx1q. Thus there exists a constant
C P R such that

Bx2pµBx2u1q “ ´Bx1Π “ C.

Case ρ “ ρprq
If ρ “ ρprq with ρ1 ‰ 0, then the equations div pρuq “ 0 and divu “ 0

imply that u ¨ er “ 0 and hence u “ g1pr, θqeθ for some scalar function g1.
The incompressibility divu “ 0 then implies pBrg1qer ¨ eθ ´ pBθg1q

eθ
r

¨ eθ “ 0,
that is, Bθg1 “ 0. Thus u “ g1prqeθ.

Let

gprq “
g1prq

r
, such that u “ rgprqeθ,

then it is straightforward to calculate

∇u “

˜

rg1 x1x2
r2

g ` rg1 x
2
2

r2

´g ´ rg1 x
2
1

r2
´rg1 x1x2

r2

¸

, Su “ ∇u ` ∇Tu “ rg1

˜

2x1x2
r2

x22´x21
r2

x22´x21
r2

´2x1x2
r2

¸

,

and

ρpu ¨∇qu “ ´rρg2er, div pµpSuqq “
Brpr

3µBrgq

r2
eθ, ∆u “ prBrrg`3Brgqeθ.

(2.18)
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If f “ 0, then the system (2.1) reads as

`

´rρg2 ` BrΠ
˘

er `
`

´
Brpr

3µBrgq

r2
´

1

r
BθΠ

˘

eθ “ 0. (2.19)

Since µ “ µprq and g “ gprq, we derive from the above equation (2.19) in
the eθ-direction that BθΠ “ αprq, where α is a function depending only on r.
Then Π has the form Πpr, θq “ αprqθ` βprq, where β is a function depending
only on r. The above equation (2.19) in the er-direction implies that BrΠ
depends only on r and hence αprq “ C is a constant, such that

Πpr, θq “ Cθ ` βprq.

We substitute BθΠ “ C into the equation (2.19) to obtain (2.16)2.

Case ρ “ ρpθq

If ρ “ ρpθq with ρ1 ‰ 0, then the equations div pρuq “ 0 and divu “ 0
imply that u ¨ eθ “ 0 and hence u “ h1pr, θqer for some scalar function h1.
The incompressibility divu “ 0 then implies

Brh1 `
1

r
h1 “ 0.

Thus h1pr, θq “
hpθq

r
and u “

hpθq

r
er. It is straightforward to calculate

∇u “
1

r4

ˆ

´px21 ´ x22qh ´ x1x2h
1 ´2x1x2h ` x21h

1

´2x1x2h ´ x22h
1 px21 ´ x22qh ` x1x2h

1

˙

,

Su “ ∇u ` ∇Tu

“
1

r4

ˆ

´2px21 ´ x22qh ´ 2x1x2h
1 ´4x1x2h ` px21 ´ x22qh

1

´4x1x2h ` px21 ´ x22qh
1 2px21 ´ x22qh ` 2x1x2h

1

˙

,

and

ρpu ¨ ∇qu “ ´ρ
h2

r3
er,

div pµpSuqq “
BθpµBθhq

r3
er ´ 2

Bθpµhq

r3
eθ,

∆u “
Bθθh

r3
er ´ 2

Bθh

r3
eθ.

(2.20)

Thus the system (2.1) with f “ 0 reads as

´

´ρ
h2

r3
´

BθpµBθhq

r3
` BrΠ

¯

er `

´

2
Bθpµhq

r3
´

1

r
BθΠ

¯

eθ “ 0. (2.21)
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We derive from the above equation (2.21) in the eθ-direction that BθΠ “

2r´2Bθpµhq. Since µ “ µpθq and h “ hpθq, Π has the form

Πpr, θq “ 2r´2
pµhq ` αprq,

where α is a function depending only on r. We substitute BrΠ “ ´ 4
r3

pµhq `

α1prq into (2.21) to derive

ρh2 ` BθpµBθhq ` 4pµhq “ r3α1
prq,

where the left-hand side depends only on θ and the right-hand side depends
only on r. Hence there exists C P R such that (2.16)3 holds.

We have the following irregularity results, as a straightforward consequence
from Theorem 2.1.3.

Corollary 2.1.1 (Irregularity results in the case of piecewise-constant viscos-
ity coefficients). For the parallel, concentric and radial flows formulated in
Theorem 2.1.3 above, if we assume that the viscosity coefficient

µ “ µpx2q, or µprq, or µpθq

is a step function with the jump point at a P p0, 2πq,
(2.22)

ρ, µ have positive lower and upper bounds, and that

Bx2u1 P L1
locpRq, or Brg P L1

locpR
`

q, or h and Bθh P L1
locpr0, 2πqq (2.23)

do not vanish in a neighborhood Ua of a,

then
∆u “ pBx2x2u1q e1 R L1

locpR
2
q,

or prBrrg ` 3Brgqeθ R L1
locpR

2
zt0uq,

or
Bθθh

r3
er ´ 2

Bθh

r3
eθ R L1

locpR
2
zt0uq.

In the case of radial flow pρ, uq “ pρpθq, hpθq

r
erq, we also have

div pµSuq “
BθpµBθhq

r3
er ´ 2

Bθpµhq

r3
eθ R L1

locpR
2
zt0uq.

Proof. If the viscosity coefficient µ “ µpx2q or µprq or µpθq is a step function
with the jump point at a, then µ1 is the delta distribution δa (up to a
constant) which does not belong to L1pUaq, with Ua a neighborhood of a. The
expressions for ∆u, div pµSuq in Corollary 2.1.1 can be found in (2.17), (2.18)
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and (2.20) above. We are going to discuss the cases ρ “ ρpx2q, ρ “ ρprq and
ρ “ ρpθq separately, by contradiction argument.

We assume by contradiction that

∆u “ pBx2x2u1qe1 P L1
locpR

2
q,

or prBrrg ` 3Brgqeθ P L1
locpR

2
zt0uq,

or
Bθθh

r3
er ´ 2

Bθh

r3
eθ P L1

locpR
2
zt0uq,

then by the assumptions (2.23) we have

Bx2u1 P W 1,1
loc pRq Ă L8

locpRq,

or Brg P W 1,1
loc pR`

q Ă L8
locpR

`
q,

or h, Bθh P W 1,1
loc pr0, 2πqq Ă L8

locpr0, 2πqq.

Thus by the ODEs (2.16), in the neighborhood Ua,

Bx2µ “
1

Bx2u1
pC ´ µBx2x2u1q P L1

locpUaq,

or Brµ “
1

r3Brg

`

´Cr ´ µBrpr
3
Brgq

˘

P L1
locpUaq,

or Bθµ “
1

Bθh

`

C ´ 4µh ´ ρh2 ´ µBθθh
˘

P L1
locpUaq.

This is a contradiction to (2.22).

Similarly, in the case of radial flow pρ, uq “ pρpθq, hpθq

r
erq, if we assume by

contradiction that

div pµSuq “
BθpµBθhq

r3
er ´ 2

Bθpµhq

r3
eθ P L1

locpR
2
zt0uq,

then by the ODE (2.16)3 and the assumptions (2.23) we have

BθpµBθhq “ C ´ 4µh ´ ρh2 P L1
locpr0, 2πqq, and hence Bθpµhq P L1

locpr0, 2πqq,

which implies the following which is a contradiction to (2.22):

Bθµ “
1

h
pBθpµhq ´ µBθhq P L1

locpUaq.

We can indeed calculate explicitly the solutions to the Navier-Stokes
system 2.1 in the case of piecewise-constant viscosity coefficients. We will see
that they can indeed be of Frolov’s form (2.14) in some particular cases.
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Example 2.1.1 (Explicit solutions in the case of piecewise-constant viscosity
coefficients). We give examples of parallel, concentric and radial flows with
piecewise-constant viscosity coefficients respectively.

• Example of parallel flows

If pρ, uq “
`

ρpx2q, u1px2q e1
˘

(not necessarily ρ1 ‰ 0) solves the system
(2.1) with f “ 0, then u satisfies (2.16)1: Bx2pµBx2u1q “ C P R. In
particular, with the following viscosity coefficient µ

µ “ µpx2q “ 21tx2ą0u ` 1tx2ď0u,

we have for some constant C1 P R that

Bx2u “ u1
1
px2q e1 “

´

`C

2
x2 `

C1

2

˘

1tx2ą0u `
`

Cx2 ` C1

˘

1tx2ď0u

¯

e1,

and hence

u2
1px2q “

C

2
1tx2ą0u ` C1tx2ă0u ´

C1

2
δ0px2q.

There exists a real constant C2 P R such that u P H1
locpR

2q reads as

u “

´

`C

4
x22`

C1

2
x2`C2

˘

1tx2ą0u `
`C

2
x22`C1x2`C2

˘

1tx2ď0u

¯

e1. (2.24)

If we consider the Couette flow on the strip Rˆr´1, 1s with the boundary
conditions

u|Rˆt˘1u “ a˘ e1 P R2, (2.25)

then there hold only two equations for the three constants C,C1, C2

C “ 4pa´ ´ a`q ` 6C1, C2 “ 2a` ´ a´ ´ 2C1, C1 P R.

Hence there are uncountably many solutions with the density function

ρpx2q “ b´1
p2q1tx2ą0u ` b´1

p1q1tx2ď0u, (2.26)

and the velocity vector field (2.24) to the boundary value problem (2.1)-
(2.25). 2

2For the homogeneous flow µ “ 1, the velocity vector field in the form of u1px2q e1 reads
as u “

`

C
2 x

2
2 ` C1x2 ` C2

˘

e1 with C1 “
a`´a´

2 , C
2 ` C2 “

a``a´

2 .
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It is easy to see that if a` ă a´ ă 2a` and 0 ă C1 ă
2a`´a´

2
, then

C,C2 ą 0 and u1px2q ą 0 for x2 P r´1, 1s. Hence Bx2Φ “ u1 ą 0 and
there exists a constant C3 P R such that the stream function

Φ “
`C

12
x32 `

C1

4
x22 ` C2x2 ` C3

˘

1tx2ą0u

`
`C

6
x32 `

C1

2
x22 ` C2x2 ` C3

˘

1tx2ď0u

is a strictly increasing function from r´1, 1s to rΦ´,Φ`s, where

Φ´ “ Φp´1q “
3

2
C1 ` C3 ´

4

3
a` `

1

3
a´,

Φ` “ Φp1q “ ´
5

4
C1 ` C3 `

5

3
a` ´

2

3
a´.

Then the pair (2.26)-(2.24) is a solution of the system (2.1) in the
Frolov’s form (2.14) with

ηpyq “

"

b´1p2q if y P pC3,Φ`s,
b´1p1q if y P rΦ´, C3s.

• Examples of concentric flows

If pρ, uq “ pρprq, rgprqeθq (not necessarily ρ
1 ‰ 0) solves the system (2.1)

with f “ 0, then u satisfies (2.16)2: Brpµr
3Brgq “ ´Cr. In particular,

with the following viscosity coefficient µ

µ “ µprq “ 21t0ără1u ` 1trě1u, (2.27)

we have for some real constant C1 P R that

Brg “
´C

2
r2 ` C1

µr3

“
`

´
C

4

1

r
`
C1

2

1

r3
˘

1t0ără1u `
`

´
C

2

1

r
` C1

1

r3
˘

1trě1u, C, C1 P R.

There exists a constant C2 P R such that (for u P H1
locpR

2zt0uq)

gprq “
`

´
C

4
ln r ´

C1

4
p
1

r2
´ 1q ` C2

˘

1t0ără1u

`
`

´
C

2
ln r ´

C1

2
p
1

r2
´ 1q ` C2

˘

1trě1u.

(2.28)

If we consider the concentric flow on the annulus tx P R2 | 1
2

ď |x| ď 2u

and suppose the boundary conditions

u|tx||x|“ 1
2

u “
1

2
g´eθ|tx||x|“ 1

2
u, u|tx||x|“2u “ 2g`eθ|tx||x|“2u, (2.29)
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then

C “

ˆ

3 ln 2

4

˙´1

p
9

8
C1 ´ g` ` g´q, C2 “

1

3
p
9

8
C1 ` g` `2g´q, C1 P R.

Hence the density function

ρ “ ρprq “ b´1
p2q1t0ără1u ` b´1

p1q1trě1u

and the velocity vector field u “ rgeθ with g given in (2.28) is a solution
of the boundary value problem (2.1)-(2.29). We can follow the argument
at the end of Case ρ “ ρpx2q to find the function η such that ρ “ ηpΦq,
provided with more restrictions on g´, g`, C1. We leave this to interested
readers.

• Examples of radial flows

If pρ, uq “ pρpθq, hpθq

r
erq (not necessarily ρ1 ‰ 0) solves the system (2.1)

with f “ 0, then u satisfies (2.16)3: ρh
2 ` BθpµBθhq ` 4pµhq “ C P R.

Let the viscosity coefficient µ be

µ “ µpθq “ 21r0,π
4

q ` 1rπ
4
,π
2

s.

Then pρ, uq “ pρpθq, hpθq

r
erq with hpθq satisfying the following

BθpµBθhq “ 0, ρh ` 4µ “ 0

is a solution of (2.1) with f “ 0, and in particular h, ρ can be taken as
follows

Bθh “
´2

µ
“ ´1r0,π

4
q ´ 21rπ

4
,π
2

s,

h “ p´
π

2
´ θq1r0,π

4
q ` p´

π

4
´ 2θq1rπ

4
,π
2

s, ρ “ ´
4µ

h

such that µ “ bpρq holds.

This radial flow moves toward the origin and moves faster when closer
to the origin. There are obviously other solutions of form pρ, uq “

pρpθq, hpθq

r
erq to the system (2.1) with f “ 0 and the viscosity coefficient

(2.1.1), and we do not go to details here.
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2.1.4 Further discussions on the regularity issues

In contrast to the irregularity results for the solutions of the stationary
Navier-Stokes system (2.1) with piecewise-constant viscosity coefficients (see
Corollary 2.1.1)

∆u R L1
locpR

2
zt0uq, div pµSuq R L1

locpR
2
zt0uq,

we should have some regularity results for the divergence-free part of the
viscous term div pµSuq

Pdiv pµSuq,

where P is the Leray-Helmholtz projector. On the whole plane R2, by use
of Fourier transform, any vector-valued tempered distribution v P S 1pR2;R2q

can be decomposed into its div-free and curl-free parts separately

v “ ∇KV1 ` ∇V2,
with ∇KV1 “ ∇K∆´1∇K

¨ v “ Pv, ∇V2 “ ∇∆´1∇ ¨ v “ p1 ´ Pqv,

and the Leray-Helmholtz projector P (as Calderón-Zygmund operator) maps
LppR2;R2q into itself, for any p P p1,8q. We can also define P on LppΩ;R2q,
1 ă p ă 8 where Ω is a bounded C1 domain and we recall here briefly a
possible definition (see [FMM98] for more details). Let v P LppΩ;R2q and
let ΠΩ : E 1pΩq ÞÑ D1pΩq be the Newtonian potential operator which acts
component-wise on vector fields. We define the Leray-Helmholtz projector as
follows:

Pv “ v ´ ∇divΠΩpvq ´ ∇V,
where V P W 1,ppΩq solves the following Laplacian equation with Neumann
boundary condition

"

∆V “ 0 in Ω,
BV
Bn

“
`

v ´ ∇divΠΩpvq
˘

¨ n on BΩ.

By the results in Section 11 in [FMM98], we have the following Helmholtz-
decomposition

LppΩ;R2
q “ Lpdiv ,0pΩq ‘ gradW 1,p

pΩq,

where

Lpdiv ,0pΩq
def
“tv P LppΩ;R2

q | div v “ 0, v ¨ n|BΩ “ 0u,

gradW 1,p
pΩq

def
“t∇V |V P W 1,p

pΩqu,

and the orthogonal Leray-Helmholtz projector P : LppΩq ÞÑ Lpdiv ,0pΩq is
bounded and onto.
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In this subsection we always consider the stationary Navier-Stokes system
(2.1) on a bounded C1 domain Ω, with zero external force f “ 0 (noticing
div pρu b uq “ ρu ¨ ∇u by the density equation div pρuq “ 0)

#

ρu ¨ ∇u ´ divpµSuq ` ∇Π “ 0,

div u “ 0, divpρuq “ 0.
(2.30)

We apply the Leray-Helmholtz projector P to the first equation of the station-
ary Navier-Stokes system (2.30) to derive (whenever one side is well-defined)

Pdiv pµSuq “ Ppρu ¨ ∇uq. (2.31)

We can then analyze Pdiv pµSuq by use of the given information on u and
∇u.

Theorem 2.1.4 (Lp-boundedness for Pdiv pµSuq, [HL20]). Let Ω be a bounded
C1-domain.

For any weak solution pρ, uq P L8pΩq ˆH1pΩ;R2q to the boundary value
problem of the stationary Navier-Stokes system (2.12) with zero external force
f “ 0 (e.g. the solutions given in Theorem 2.1.2), we have

Pdiv pµSuq P LppΩ;R2
q, @p P p1, 2q. (2.32)

If furthermore the boundary value u0 P W 1,8pBΩq and the viscosity coef-
ficient µ P rµ˚, µ

˚s, µ˚, µ
˚ ą 0 is a variably partially BMO coefficient (e.g.

all the solutions in Theorem 2.1.3 which are continuous in one direction),
i.e. there exist R0 P p0, 1s and γ “ γpp, µ˚, µ

˚q P p0, 1{20q such that for any
x P Ω and any r P p0,mintR0, distpx, BΩq{2uq there exists a coordinate system
py1, y2q depending on x and r such that

1

|Brpxq|

ˆ
Brpxq

ˇ

ˇ

ˇ

ˇ

µpy1, y2q ´
1

2r

ˆ y2`r

y2´r

µpy1, sq ds

ˇ

ˇ

ˇ

ˇ

dy ď γ,

then we have

∇u P LppΩ;R4
q and Pdiv pµSuq P LppΩ;R2

q, @p P r2,8q. (2.33)

Proof. By Sobolev embedding and Hölder’s inequality, we have for the solu-
tions pρ, uq P L8pΩq ˆ H1pΩ;R2q that

u P LspΩ;R2
q for any s P r1,8q, and hence ρu¨∇u P LppΩ;R2

q for any p P r1, 2q.

By the Lp-estimate for the Leray-Helmholtz projector P and the equality
(2.31), we have (2.32).
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Recall the fourth-order elliptic equation (2.10) for the stream function Φ
(we assume f “ 0)

LµΦ “ ∇K
¨ div pρu b uq,

with Lµ “ pBx2x2 ´ Bx1x1qµpBx2x2 ´ Bx1x1q ` p2Bx1x2qµp2Bx1x2q. By Sobolev
embedding and Hölder’s inequality again, for any solutions pρ, uq P L8pΩq ˆ

H1pΩ;R2q we have

ρu b u P LppΩ;R4
q, @p P r2,8q.

For any boundary value u0 P W 1´ 1
p
,p

pBΩq, p P r2,8q, we may assume Φ0 P

W 2,ppΩq to be the extension of the boundary value defined in (2.9) with
}Φ0}W 2,ppΩq ≲ }u0}

W
1´ 1

p ,p
pBΩq

. By the Lp-Estimate for the fourth-order elliptic

equation with variably partially BMO coefficient in Theorem 8.6 in [DK11],
we have for any p P r2,8q

}Φ ´ Φ0}W 2,ppΩq ď Cpp, µ˚, µ
˚, R0, |Ω|q

`

}ρu b u}LppΩq ` }u0}
W

1´ 1
p ,p

pBΩq

˘

.

As u P LspΩ;R2q, @s P r1,8q by Sobolev embedding, we have

Φ P W 2,p
pΩq and hence u P W 1,p

pΩq Ă L8
pΩq, @p P r2,8q.

Thus (2.33) follows from the equation (2.31).

Remark 2.1.3 (Symmetric flows in Theorem 2.1.3 revisited). Notice that in
the parallel flow case and in the concentric flow case, we have

P divpµSuq “ divpµSuq,

which is smooth by view of (2.16), (2.17) and (2.18).
In the radial flow case ρ “ ρpθq, we assume that

divpµSuq “ ∇K
p
αpθq

r2
q ` ∇p

βpθq

r2
q,

where α “ αpθq, β “ βpθq are scalar functions depending only on θ. Then by
(2.20) and (2.16)3, α and β satisfy

#

´ 2β ` α1
“ pµh1

q
1

β1
` 2α “ 2pµhq

1,
that is,

#

α2
` 4α “ 4pµhq

1
` pµh1

q
2

“ ´pρh2q
1,

β2
` 4β “ ´2pµh1

q
1
` 2pµhq

2
“ 2pρh2 ` 4µh ´ Cq ` 2pµhq

2.
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We calculate straightforward (in the sense of distribution) that

α “ ´
sinp2θq

2

ˆ θ

0

cosp2sqpρh2q1
psq ds `

cosp2θq

2

ˆ θ

0

sinp2sqpρh2q1
psq ds

` C1 sinp2θq ` C2 cosp2θq,

Bθα “ ´ cosp2θq

ˆ θ

0

cosp2sqpρh2q1
psq ds ´ sinp2θq

ˆ θ

0

sinp2sqpρh2q1
psq ds

` 2C1 cosp2θq ´ 2C2 sinp2θq.

for some real constants C1, C1 P R. It is then easy to see that if ρh2 P

Lppr0, 2πqq then α, Bθα P Lppr0, 2πqq and hence

P divpµSuq “ ∇K
p
α

r2
q “ ´

2α

r3
eθ `

Bθα

r3
er P LplocpR

2
zt0uq.

We conclude this introduction part with some further discussions on the
fourth-order elliptic equation (2.10). If the right-hand of the equation (2.10)
simply vanishes, that is,

LµΦ “ pBx2x2 ´ Bx1x1qµpBx2x2 ´ Bx1x1qΦ ` p2Bx1x2qµp2Bx1x2qΦ “ 0, (2.34)

then with the function Ψ : R2 Ñ R satisfying

ˆ

µpB22 ´ B11qΦ
µ2B12Φ

˙

“

ˆ

´2B12Ψ
pB22 ´ B11qΨ

˙

,

the complex value function Λ “ Φ ` iΨ solves the following second-order
Beltrami-type equation

B
2
z̄Λ “

1 ´ µ

1 ` µ
B2
zΛ, z “ x1 ` ix2.

This description can be compared with the first-order Beltrami equation

Bz̄w̃ “
1 ´ σ

1 ` σ
Bzw̃.

Here w̃ “ ũ` iṽ is a complex value function, where the real part ũ satisfies a
second-order elliptic equation of divergence form

divpσpxq∇ũq “ 0, (2.35)

and the imaginary part ṽ is related by σpxq∇ũ “ ∇Kṽ. According to [AIM09],
on a bounded domain Ω Ă R2, there exists a measurable function σ : Ω ÞÑ
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t 1
K
, Ku, K ą 1 such that the solutions ũ P H1pΩq to the equation (2.35) with

the boundary condition ũ|BΩ “ x1 satisfies
ˆ
B

|∇ũ|
2K
K´1 “ 8,

for any disk B Ă Ω. That is, ũ R W 1,ppΩq for any p ě 2K
K´1

.
Following the convex integration method in [AIM09], we can show that

there exists a measurable function µ : Ω ÞÑ t 1
K
, Ku, K ą 1 such that the

solutions Φ P H2pΩq of the equation (2.34) satisfies
ˆ
B

|∇2Φ|
2K
K´1 “ 8,

for any disk B Ă Ω. Although it is not clear whether this constructed solution
pρ, uq “ pb´1pµq,∇KΦq solves the stationary Navier-Stokes equation (2.1), we
expect in general that the solutions for (2.1) with only bounded viscosity
coefficient µ (without any smoothness assumption)

∇u R LppΩq, for any p ě p˚,

where p˚ ă 8 depends on the deviation |µ ´ 1|.

2.2 Proofs in two-dimensional case

In this section we are going to prove Theorem 2.1.2.
By virtue of the Fact and Definitions in Subsection 2.1.2, in order to prove

(i) in Theorem 2.1.2, it suffices to show the existence of the weak solutions
Φ P H2pΩq (resp. Φ P 9H2pΩq) of the boundary value problem (2.11)

$

’

’

&

’

’

%

LµΦ “ ´∇K
¨ f ` ∇K

¨ div pρ∇KΦ b ∇KΦq,

ρ “ ηpΦq, µ “ pb ˝ ηqpΦq,

Φ|BΩ “ Φ0,
BΦ

Bn
|BΩ “ Φ1,

(2.36)

where Lµ denotes the following fourth-order elliptic operator

Lµ “ pBx2x2 ´ Bx1x1qµpBx2x2 ´ Bx1x1q ` p2Bx1x2qµp2Bx1x2q.

Here the functions η P L8pR; r0, ρ˚sq, 0 ă ρ˚, b P CpR; rµ˚, µ
˚sq, µ˚, µ

˚ ą 0
and f P H´1pΩ;R2q (resp. f “ divF , F P L2pΩ;R2 ˆ R2q) are given. We will
focus on the solvability on a bounded simply connected C1,1-domain in Sub-
section 2.2.1, and the solvability on the exterior domain of a simply connected
C1,1 set will be achieved by an approximation argument in Subsection 2.2.2.
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In Subsection 2.2.3 we will follow the method in [GW18] to show the
existence of weak solutions to the system (2.1) on the whole plane, taking the
prescribed mean value d “ 1

measpDq

´
D
u on some set D of positive Lebesgue

measure.
Finally more regularity results will be proved in Subsection 2.2.4.

2.2.1 The bounded domain case

Let Ω be a bounded connected C1,1 domain on R2.
We first treat the boundary condition Φ|BΩ “ Φ0 P H

3
2 pBΩq and BΦ

Bn
|BΩ “

Φ1 P H
1
2 pBΩq. By the inverse trace Theorem 2.1.1 and the Whitney’s extension

Theorem, we extend Φ0 on the whole plane R2 (still denoted by Φ0) such
that Φ0 P H2pR2q and BΦ0

Bn
|BΩ “ Φ1. We then take a sequence of truncated

functions ζpx; δq on the boundary BΩ and define

Φδ
0pxq “ Φ0pxqζpx; δq P H2

pR2
q. (2.37)

Here ζpx; δq is a smooth function, with ζpx; δq “ 1 near BΩ and ζpx; δq “ 0 if
distpx, BΩq ě δ, such that

|ζpx; δq| ď C, |∇ζpx; δq| ď Cδ´1, @δ P p0, δ1s,

for some fixed constants C ą 0 and δ1 ą 0. Then

Φδ
0|BΩ “ Φ0|BΩ,

BΦδ
0

Bn
|BΩ “

BΦ0

Bn
|BΩ.

Fix δ ą 0. If Φ P H2pΩq is a weak solution of the elliptic problem (2.36),
then

φδ
def
“ Φ ´ Φδ

0 P H2
0 pΩq

satisfies

1

2

ˆ
Ω

µ
´

pB22φ
δ

´ B11φ
δ
qpB22ψ ´ B11ψq ` p2B12φ

δ
qp2B12ψq

¯

dx

“

ˆ
Ω

ρp∇K
pΦδ

0 ` φδq b ∇K
pΦδ

0 ` φδqq : ∇∇Kψ dx `

ˆ
Ω

f ¨ ∇Kψ dx

´
1

2

ˆ
Ω

µ
´

pB22Φ
δ
0 ´ B11Φ

δ
0qpB22ψ ´ B11ψq ` p2B12Φ

δ
0qp2B12ψq

¯

dx,

with ρ “ ηpΦδ
0 ` φδq and µ “ bpρq, @ψ P H2

0 pΩq,

(2.38)

and vice versa. We hence search for φδ P H2
0 pΩq satisfying (2.38).
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Fix φ̃ P H2
0 pΩq and set

ρ̃δ “ ηpΦδ
0 ` φ̃q, µ̃δ “ pb ˝ ηqpΦδ

0 ` φ̃q.

We take a sequence of mollifiers pσεqε on R2, with σε “ 1
ε2
σp ¨

ε
q, σ P C8

0 pR2q,´
R2 σ “ 1, and a sequence of mollifiers pϕεqε on R, with ϕε “ 1

ε
ϕp ¨

ε
q, ϕ P C8

0 pRq,´
R ϕ “ 1. We regularize Φδ

0, ρ̃
δ, µ̃δ, f (we simply extend f trivially on the

whole plane)

Φδ,ε
0 “ σε ˚ Φδ

0 P H3
pR2

q, f ε “ σε ˚ f P L2
pΩ;R2

q,

ηε “ ϕε ˚ η P C2
b pR; r0, ρ˚

sq, bε “ ϕε ˚ b P C2
b pR; rµ˚, µ

˚
sq,

ρ̃δ,ε “ ηεpΦδ,ε
0 ` φ̃q ď ρ˚, µ̃δ,ε “ bε

`

ρ̃δ,ε
˘

P H2
pΩ; rµ˚, µ

˚
sq,

such that

Φδ,ε
0 Ñ Φδ

0 in H2
pR2

q, f ε Ñ f in H´1
pΩ;R2

q,

ρ̃δ,ε
˚

á ρ̃δ and µ̃δ,ε
˚

á µ̃δ in L8
pΩq as ε Ñ 0. (2.39)

In the following we are going to find φδ P H2
0 pΩq satisfying (2.38) in three

steps. In Step 1 we will search for the unique φ P H2
0 pΩq satisfying

1

2

ˆ
Ω

µ̃δ,ε
´

pB22φ ´ B11φqpB22ψ ´ B11ψq ` p2B12φqp2B12ψq

¯

dx

“

ˆ
Ω

ρ̃δ,εp∇K
pΦδ,ε

0 ` φ̃q b ∇K
pΦδ,ε

0 ` φqq : ∇∇Kψ dx `

ˆ
Ω

f ε ¨ ∇Kψ dx

´
1

2

ˆ
Ω

µ̃δ,ε
´

pB22Φ
δ,ε
0 ´ B11Φ

δ,ε
0 qpB22ψ ´ B11ψq ` p2B12Φ

δ,ε
0 qp2B12ψq

¯

dx,

@ψ P H2
0 pΩq.

(2.40)

This unique solution will be denoted by φδ,ε.
Similarly, let λ P r0, 1s be a parameter. Then there exists a unique solution

φδ,ελ P H2
0 pΩq satisfyingˆ

Ω

µ̃δ,ελ

´

pB22φ
δ,ε
λ ´ B11φ

δ,ε
λ qpB22ψ ´ B11ψq ` p2B12φ

δ,ε
λ qp2B12ψq

¯

dx

“ λ

ˆ
Ω

ρ̃δ,ελ p∇K
pλΦδ,ε

0 ` φ̃q b ∇K
pλΦδ,ε

0 ` φδ,ελ qq : ∇∇Kψ dx ` λ

ˆ
Ω

f ε ¨ ∇Kψ dx

´ λ

ˆ
Ω

µ̃δ,ελ

´

pB22Φ
δ,ε
0 ´ B11Φ

δ,ε
0 qpB22ψ ´ B11ψq ` p2B12Φ

δ,ε
0 qp2B12ψq

¯

dx,

with ρ̃δ,ελ “ ηεpλΦδ,ε
0 ` φ̃q and µ̃δ,ε “ bεpρ̃δ,ελ q, @ψ P H2

0 pΩq.

(2.41)
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Notice that (2.40) is (2.41) with λ “ 1.
In Step 2 we will define the map

T δ,ε : r0, 1s ˆ H2
0 pΩq Q pλ, φ̃q ÞÑ φδ,ελ P H2

0 pΩq.

Notice that, if φδ,ελ satisfies φδ,ελ “ T δ,εpλ, φδ,ελ q, then (2.41) can be seen as an

equality for Φε
λ “ λΦδ,ε

0 ` φδ,ελ

1

2

ˆ
Ω

µελ

´

pBx2x2Φ
ε
λ ´ Bx1x1Φ

ε
λqpBx2x2ψ ´ Bx1x1ψq ` p2Bx1x2Φ

ε
λqp2Bx1x2ψq

¯

dx

“

ˆ
Ω

f ¨ ∇Kψ dx `

ˆ
Ω

ρελp∇KΦε
λ b ∇KΦε

λq : ∇∇Kψ dx, @ψ P H2
0 pΩq,

(2.42)

where ρελ “ ηεpΦε
λq, µελ “ bεpρελq. We observe that Φε

λ is independent of δ.
This fact is going to be used to show a uniform bound on the sequence pφδ,ελ q.

We are going to show that the map T δ,ε has a fixed point with λ “ 1
(denoted by φδ,ε) satisfying (2.40) with φ̃ “ φδ,ε:

ˆ
Ω

µδ,ε
´

pB22φ
δ,ε

´ B11φ
δ,ε

qpB22ψ ´ B11ψq ` p2B12φ
δ,ε

qp2B12ψq

¯

dx

“

ˆ
Ω

ρδ,εp∇K
pΦδ,ε

0 ` φδ,εq b ∇K
pΦδ,ε

0 ` φδ,εqq : ∇∇Kψ dx `

ˆ
Ω

f ε ¨ ∇Kψ dx

´

ˆ
Ω

µδ,ε
´

pB22Φ
δ,ε
0 ´ B11Φ

δ,ε
0 qpB22ψ ´ B11ψq ` p2B12Φ

δ,ε
0 qp2B12ψq

¯

dx,

with ρδ,ε “ ηεpΦδ,ε
0 ` φδ,εq and µδ,ε “ bεpρδ,ελ q, @ψ P H2

0 pΩq.

(2.43)

To show the existence of the fixed point, we will apply the following Leray-
Schauder’s fixed point theorem, after checking the conditions (LS1), (LS2)
and (LS3) one by one.

Theorem 2.2.1 (Leray-Schauder’s fixed point theorem, [MPS00]). Let B be
a Banach space. If

(LS1) T p0, uq “ 0, for all u P B,

(LS2) T is a compact map from B ˆ r0, 1s to B,

(LS3) The solutions of u “ T pu, λq for all λ P r0, 1s are uniformly bounded
in B.

Then there exists u P B such that u “ T p1, uq.
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In Step 3 we will take ε Ñ 0 in the sequence tφδ,εu such that the limit φδ

satisfies (2.38), and hence Φ “ Φδ
0 ` φδ solves the boundary value problem

(2.36) on the bounded domain Ω.

Step 1 Unique solvability of (2.40).
Let φ̃ P H2

0 pΩq be given. We are going to search for φ P H2
0 pΩq satisfying

(2.40) under the following assumptions on the given functions:

ρ̃δ,ε “ ηεpΦδ,ε
0 `φ̃q ď ρ˚, µ̃δ,ε P rµ˚, µ

˚
s, Φδ,ε

0 P H2
pR2

q, f ε P H´1
pΩ;R2

q.
(2.44)

For notational simplicity we do not indicate the upper indices δ, ε explicitly
in this step.

We define the inner product x¨, ¨y on the Hilbert space H2
0 pΩq as follows:

xφ, ψy
def
“

ˆ
Ω

µ̃
´

pB22φ ´ B11φqpB22ψ ´ B11ψq ` p2B12φqp2B12ψq

¯

dx.

Then the corresponding norm x¨, ¨y
1
2 is equivalent to the H2-norm on H2

0 pΩq.
Indeed,

µ˚a ď xφ, φy “

ˆ
Ω

µ̃
´

pB22φ ´ B11φq
2

` p2B12φq
2
¯

dx ď µ˚a,

where

a
def
“

ˆ
Ω

´

pB22φ ´ B11φq
2

` p2B12φq
2
¯

dx ě 0.

By integration by parts, for φ P H2
0 pΩq there holds

a “

ˆ
Ω

´

pB11φq
2

` pB22φq
2

´ 2B11φB22φ ` p2B12φq
2
¯

dx

“

ˆ
Ω

´

pB11φq
2

` pB22φq
2

` 2B11φB22φ
¯

dx

“

ˆ
Ω

pB11φ ` B22φq
2 dx “ }∆φ}

2
L2pΩq.

Thus

?
µ˚}∆φ}L2pΩq ď xφ, φy

1
2 ď

?
µ˚}∆φ}L2pΩq,

and hence by virtue of the equivalence of the norms }∆ ¨ }L2pΩq „ } ¨ }H2pΩq on
H2

0 pΩq, we have the equivalence of the norms

x¨, ¨y
1
2 „ } ¨ }H2pΩq, on H2

0 pΩq.
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Notice that the left-hand side of (2.40) reads as xφ, ψy. We are going to
show that the right-hand side of (2.40) is a linear functional on H2

0 pΩq

lpψq,

which by Lax-Milgram theorem defines a unique element (denoted by Aφ) in
H2

0 pΩq such that

lpψq “ xAφ,ψy.

Then we will verify the conditions (LS1), (LS2) and (LS3) in Leray-Schauder’s
fixed point Theorem 2.2.1 for the map

αA : r0, 1s ˆ H2
0 pΩq ÞÑ H2

0 pΩq,

to show the existence of the unique solution for the equation

φ “ Aφ

and hence (2.40).

Definition of the operator A. By virtue of (2.44), the right-hand side of
(2.40) depends linearly on ψ and can be bounded by

´

ρ˚
}Φ0 ` φ̃}W 1,4}Φ0 ` φ}W 1,4 ` }f}H´1 ` 8µ˚

}Φ0}H2

¯

}ψ}H2

ď Cpρ˚
` µ˚

` 1qp}Φ0}H2 ` }φ̃}H2 ` }f}H´1q
`

1 ` }Φ0}H2 ` }φ}H2

˘

}ψ}H2 ,

for some constant C ą 0. Here we used the Sobolev’s inequality

}g}L4pΩq ď C}g}H1pΩq, @g P H1
0 pΩq.

Hence the right-hand side of (2.40) defines a linear functional lpψq on H2
0 pΩq,

which defines correspondingly by Lax-Milgram theorem an element (denoted
by Aφ) such that lpψq “ xAφ,ψy.

Verification of Condition (LS1). If α “ 0, then the map αA “ 0.

Verification of Condition (LS2). In order to show the compactness of the
operator αA, we take a weak convergent sequence pαn, φnq Ă r0, 1s ˆH2

0 pΩq.
By virtue of the compact embedding H2

0 pΩq ãÑ W 1,4pΩq, there exists a
subsequence (still denoted by pαn, φnq) converging strongly in r0, 1sˆW 1,4pΩq,
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and hence

}αnAφn ´ αmAφm}H2

ď sup
}ψ}H2“1

`

|αnxAφn ´ Aφm, ψy| ` |pαn ´ αmqxAφm, ψy|
˘

ď sup
}ψ}H2“1

ˇ

ˇ

ˇ

ˆ
Ω

ρ̃
`

∇K
pΦ0 ` φ̃q b ∇K

pφn ´ φmq
˘

: ∇∇Kψ dx
ˇ

ˇ

ˇ

` |αn ´ αm|}Aφm}H2

ď Cp}φn ´ φm}W 1,4 ` |αm ´ αn|q

ˆ
`

ρ˚
}Φ0 ` φ̃}W 1,4p1 ` }φm}W 1,4q ` }f}H´1 ` µ˚

}Φ0}H2

˘

Ñ 0 as n,m Ñ 8.

Verification of Condition (LS3). The solutions of φ “ αAφ are uniformly
bounded in H2

0 pΩq. Indeed, if φ “ αAφ P H2
0 pΩq, then xφ, ψy “ αxAφ,ψy “

αlpψq for any ψ P H2
0 pΩq, and in particular when ψ “ φ,

xφ, φy “ α

ˆ
Ω

ρ̃p∇K
pΦ0 ` φ̃q b ∇K

pΦ0 ` φqq : ∇∇Kφdx ` α

ˆ
Ω

f ¨ ∇Kφdx

´ α

ˆ
Ω

µ̃
´

pB22Φ0 ´ B11Φ0qpB22φ ´ B11φq ` p2B12Φ0qp2B12φq

¯

dx.

Notice the equality
ˆ
Ω

ρ̃p∇K
pΦ0 ` φ̃q b ∇Kφq : ∇∇Kφdx

“

ˆ
Ω

ρ̃∇K
pΦ0 ` φ̃q ¨ ∇∇Kφ ¨ ∇Kφdx

“ ´
1

2

ˆ
Ω

div
`

ρ̃∇K
pΦ0 ` φ̃q

˘

|∇Kφ|
2 dx “ 0,

(2.45)

where we used ρ̃ “ ηpΦ0 ` φ̃q in the last equality. We hence derive from
xφ, φy “ αlpφq above and }g}L4pΩq ď C}g}H1pΩq that

xφ, φy ď Cαpρ˚
` 1 ` µ˚

qp}Φ0}H2 ` }φ̃}H2 ` }f}H´1q
`

1 ` }Φ0}H2

˘

}φ}H2 .

Since the norm x¨, ¨y
1
2 ě

?
µ˚}∆ ¨ }L2pΩq is equivalent to } ¨ }H2pΩq on H

2
0 pΩq,

there is a uniform bound for all φ P H2
0 pΩq such that φ “ αAφ, α P r0, 1s:

}φ}H2 ď Cµ´1
˚ pρ˚

` 1 ` µ˚
qp}Φ0}H2 ` }φ̃}H2 ` }f}H´1q

`

1 ` }Φ0}H2

˘

. (2.46)

By Leray-Schauder’s Theorem 2.2.1, there exists a solution of φ “ Aφ in
H2

0 pΩq. This solution solves (2.40): xφ, ψy “ xAφ,ψy “ lpψq for all ψ P H2
0 pΩq.
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This solution is unique. Indeed, if there exist two solutions φ1, φ2 P H2
0 pΩq of

(2.40), then their difference 9φ “ φ1 ´ φ2 P H2
0 pΩq satisfies

x 9φ, ψy “

ˆ
Ω

ρ̃∇K
pΦ0 ` φ̃q ¨ ∇∇Kψ ¨ ∇ 9φ, @ψ P H2

0 pΩq.

Take ψ “ 9φ, then by the calculation in (2.45) the right-hand side above
vanishes and hence 9φ “ 0, i.e., φ1 “ φ2.

Step 2 Solvability of (2.43).
By the procedure in Step 1 above, we can solve (2.41) uniquely for any
λ P r0, 1s, and we denote this unique solution satisfying (2.41) by φδ,ελ .

We are going to check the conditions (LS1), (LS2) and (LS3) for the map
T δ,ε : pλ, φ̃q ÞÑ φδ,ελ , in order to show the existence of the fixed point of T δ,ε

with λ “ 1 by the Leray-Schauder fixed point Theorem 2.2.1.

Verification of Condition (LS1). Let λ “ 0 in (2.41) and let φδ,ε0 satisfy
φδ,ε0 “ T δ,εp0, φ̃q. We take ψ “ φδ,ε0 in (2.41), which implies

}∆pφδ,ε0 q}L2 “ 0.

Since φδ,ε0 P H2
0 pΩq, φδ,ε0 “ 0.

Verification of Condition (LS2). The map

T δ,ε : r0, 1s ˆ H2
0 pΩq Q pλ, φ̃q ÞÑ φδ,ελ P H2

0 pΩq

is compact, where φδ,ελ is the solution of (2.41), under the following assump-
tions on the regularized data:

Φδ,ε
0 P H3

pR2
q, ρ̃δ,ελ “ ηεpλΦδ,ε

0 ` φ̃q ď ρ˚, µ̃δ,ελ P H2
pΩq, f ε P L2

pΩ;R2
q.

Indeed, let pλn, φ̃nq be a bounded sequence in r0, 1s ˆ H2
0 pΩq. Then there

exists a subsequence (still denote by pλn, φ̃nq), such that

|λm ´ λn| Ñ 0, }φ̃m ´ φ̃n}W 1,4 Ñ 0, as m,n Ñ 8.

We denote φδ,εn “ T δ,εpλn, φ̃nq, ρ̃δ,εn “ ηεpλnΦ
δ,ε
0 ` φ̃nq and µ̃δ,εn “ bεpρ̃δ,εn q. We

take the difference between (2.41) with pλm, φ̃mq and (2.41) with pλn, φ̃nq. Let
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ψ “ 9φδ,ε “ φδ,εm ´ φδ,εn , then (noticing (2.45) again and } ¨ }L8pΩq ≲ } ¨ }W 1,4pΩq)

}∆pφδ,εm ´ φδ,εn q}2L2 ď Cpµ˚q

´ˇ

ˇ

ˇ

ˆ
Ω

pµ̃δ,εm ´ µ̃δ,εn qˆ

ˆ

´

pB22φ
δ,ε
m ´ B11φ

δ,ε
m qpB22 9φδ,ε ´ B11 9φδ,εq ` p2B12φ

δ,ε
m qp2B12 9φδ,εq

¯

dx
ˇ

ˇ

ˇ

` |λm ´ λn|

ˇ

ˇ

ˇ

ˆ
Ω
ρ̃δ,εm p∇KpλmΦ

δ,ε
0 ` φ̃mq b ∇KpλmΦ

δ,ε
0 ` φδ,εm qq : ∇∇K 9φδ,ε dx

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˆ
Ω
λnpρ̃δ,εm ´ ρ̃δ,εn qp∇KpλmΦ

δ,ε
0 ` φ̃mq b ∇KpλmΦ

δ,ε
0 ` φδ,εm qq : ∇∇K 9φδ,ε dx

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˆ
Ω
λnρ̃

δ,ε
n p∇Kppλm ´ λnqΦδ,ε0 q b ∇KpλmΦ

δ,ε
0 ` φδ,εm qq : ∇∇K 9φδ,ε dx

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˆ
Ω
λnρ̃

δ,ε
n p∇Kpφ̃m ´ φ̃nq b ∇KpλmΦ

δ,ε
0 ` φδ,εm qq : ∇∇K 9φδ,ε dx

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˆ
Ω
λnρ̃

δ,ε
n p∇KpλnΦ

δ,ε
0 ` φ̃nq b ∇Kppλm ´ λnqΦδ,ε0 qq : ∇∇K 9φδ,ε dx

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˆ
Ω

pµ̃δ,εm ´ µ̃δ,εn q

´

pB22Φ
δ,ε
0 ´ B11Φ

δ,ε
0 qpB22 9φδ,ε ´ B11 9φδ,εq ` p2B12Φ

δ,ε
0 qp2B12 9φδ,εq

¯

dx
ˇ

ˇ

ˇ

¯

ď Cpρ˚, µ˚, µ
˚qp1 ` }∆φδ,εm }L2 ` }∆Φδ,ε0 }L2q

ˆ p|λm ´ λn| ` }φ̃m ´ φ̃n}W 1,4qp1 ` }bεpηεq}W 1,8 ` }ηε}W 1,8q

ˆ p1 ` }Φδ,ε0 }W 1,4 ` }φ̃m}W 1,4 ` }φ̃n}W 1,4qp1 ` }Φδ,ε0 }W 1,4 ` }φδ,εm }W 1,4q}∆ 9φδ,ε}L2 .
(2.47)

Notice that, since tφ̃nu is uniformly bounded in H2, the uniform bound of
t}∆φδ,εn }L2u can be derived similarly to (2.46). Hence, the following strong
convergence holds

}∆pφδ,εm ´ φδ,εn q}L2 ď Cp}φ̃m ´ φ̃n}W 1,4 ` |λm ´ λn|q Ñ 0 as m, n Ñ 8.

The map T δ,ε : pλ, φ̃q ÞÑ φδ,ελ is compact.

Verification of Condition (LS3). Let φδ,ελ denote the fixed point of
φ “ T δ,εpλ, φq satisfying (2.41). We are going to derive a uniform bound on
}φδ,ελ }H2 by a contradiction argument. Suppose by contradiction that there

exists a subsequence pφδ,ελnq Ă pφδ,ελ q such that

}φδ,ελn}H2 Ñ 8.

Then we drive from (2.41) with ψ “ φδ,ελn that (noticing again the equality
(2.45))

µ˚}∆φδ,ελn}
2
L2 ď Cpρ˚, µ˚, µ

˚
q

´

`

}Φδ,ε
0 }

2
H2 ` }f ε}H´1 ` }Φδ,ε

0 }H2

˘

}φδ,ελn}H2

`

ˆ
Ω

ρδ,ελn∇
Kφδ,ε ¨ ∇∇Kφδ,ε ¨ ∇KΦδ,ε

0 dx
¯

, (2.48)
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Let us denote gδ,ελn “
φδ,ε
λn

}φδ,ε
λn

}H2
, then we drive from the above inequality that

1 ď
Cpρ˚, µ˚, µ

˚, }Φ0}H2 , }f}H´1q

}φδ,ελn}H2

` C

ˆ
Ω

ˇ

ˇ

ˇ
∇Kgδ,ελn ¨ ∇∇Kgδ,ελn ¨ ∇KΦδ,ε

0

ˇ

ˇ

ˇ
dx.

Since }gδ,ελn}H2 “ 1, there exist subsequences (still denoted by pgδ,ελnqq such that

gδ,ελn á g in H2
0 pΩq, gδ,ελn Ñ g in W 1,4

pΩq.

Here the limit g does not depend on δ. Indeed, notice that the δ-independent
function Φελ “ λΦδ,ε0 `φδ,ελ “ λΦδ

1,ε
0 `φδ

1,ε
λ satisfies (2.42). Then }φδ

1,ε
λn

}H2 Ñ 8,
and

lim
nÑ8

φδ
1,ε
λn

}φδ
1,ε
λn

}H2

“ lim
nÑ8

φδ,ελn ` λΦδ,ε
0 ´ λΦδ1,ε

0

}φδ
1,ε
λn

}H2

“ lim
nÑ8

φδ,ελn
}φδ

1,ε
λn

}H2

“ lim
nÑ8

φδ,ελn
}φδ,ελn}H2

“ g.

Then taking n Ñ 8 in the above inequality we arrive at

1 ď C

ˆ
Ω

ˇ

ˇ

ˇ
∇Kg ¨ ∇∇Kg ¨ ∇KΦδ

0

ˇ

ˇ

ˇ
dx.

Recall the definition of Φδ
0 in (2.37), such that

|∇KΦδ
0| “ |∇K

pΦ0pxqζpx; δqq| ď Cpδ´1
|Φ0| ` |∇Φ0|q. (2.49)

Hence with Ωδ denoting the boundary strip of width δ, we derive from the
above inequality that

1 ď C

ˆ
Ωδ

ˇ

ˇ∇Kg ¨ ∇∇Kg
ˇ

ˇpδ´1
|Φ0| ` |∇Φ0|q dx

ď Cδ´1
}∇g}L2pΩδq}∇2g}L2pΩδq}Φ0}L8

` C}∇g}L4pΩδq}∇2g}L2pΩδq}∇Φ0}L4pΩδq.

(2.50)

Since by Poincaré’s inequality and g P H2
0 pΩq we have

}∇g}L2pΩδq ď Cδ}∇2g}L2pΩδq, (2.51)

the above inequality yields

1 ď C}∇2g}
2
L2pΩδq

}Φ0}H2pΩδq,
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where the right-hand side tends to 0 as δ Ñ 0. This is a contradiction. Thus
there is a constant C independent on λ such that

}φδ,ελ }H2pΩq ď C.

By Leray-Schauder’s fixed point theorem, the map T δ,εp1, ¨q has a fixed
point φδ,ε satisfying (2.43).

Step 3 Passing to the limit ε Ñ 0.
Let pφδ,εq P H2

0 pΩq be the solution of (2.43) given in Step 2. We can follow
exactly the argument to verify Condition (LS3) in Step 2 to show the uniform
bound

}φδ,ε}H2pΩq ď C,

where C is independent of ε. Hence there exists a subsequence (still denoted
by φδ,ε) such that

φδ,ε Ñ φδ in W 1,4
pΩq.

Thus up to a subsequence Φδ,ε
0 ` φδ,ε Ñ Φδ

0 ` φδ in L8pΩq and

ρδ,ε “ ηεpΦδ,ε
0 ` φδ,εq

˚
á ρδ “ ηpΦδ

0 ` φδq,

µδ,ε “ bεpρδ,εq
˚

áµδ “ bpρδq in L8
pΩq, as ε Ñ 0.

Similar to (2.47), we take the difference between (2.43)ε and (2.43)ε
1

to
derive the inequality for 9φδ,ε “ φδ,ε ´ φδ,ε

1

}∆ 9φδ,ε}2L2 ď C
´ˇ

ˇ

ˇ

ˆ
Ω

pµδ,ε ´ µδ,ε
1

q

ˆ

´

pB22φ
δ,ε ´ B11φ

δ,εqpB22 9φδ,ε ´ B11 9φδ,εq ` p2B12φ
δ,εqp2B12 9φδ,εq

¯

dx
ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˆ
Ω

pρδ,ε ´ ρδ,ε
1

qp∇KpΦδ,ε0 ` φδ,εq b ∇KpΦδ,ε0 ` φδ,εqq : ∇∇K 9φδ,ε dx
ˇ

ˇ

ˇ

`

´

}∇pΦδ,ε0 ` φδ,ε ´ Φδ,ε
1

0 ´ φδ,ε
1

q}L4}∇pΦδ,ε0 ` φδ,εq}L4 ` }f ε ´ f ε
1

}H´1

¯

} 9φδ,ε}H2

`

ˇ

ˇ

ˇ

ˆ
Ω

pµδ,ε ´ µδ,ε
1

q

´

pB22Φ
δ,ε
0 ´ B11Φ

δ,ε
0 qpB22 9φδ,ε ´ B11 9φδ,εq ` p2B12Φ

δ,ε
0 qp2B12 9φδ,εq

¯

dx
ˇ

ˇ

ˇ

¯

.

(2.52)

Therefore by view of the above convergence results

φδ,ε Ñ φδ in H2
pΩq.

Finally we take ε Ñ 0 in (2.43), then the limit φδ satisfies (2.38). Hence
Φ “ φδ ` Φδ

0 is a weak solution of (2.36).
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2.2.2 The exterior domain case

Let Ω be the exterior domain of a simply connected C1,1 set. Let N P N such
that ΩC Ă BNp0q “ tx P R2 | |x| ă Nu. Let Ωn “ Ω X BN`np0q Ă R2, then
tΩnu is a monotonically increasing sequence which has the exterior domain
Ω as its limit. By the solvability result in Subsection 2.2.1, for any given
η P L8pR; r0,8qq, b P CpR; rµ˚, µ

˚sq, µ˚, µ
˚ ą 0, and f “ divF P H´1pΩ;R2q,

there exists a weak solution Φn P H2pΩnq of the boundary value problem

(2.36) on Ωn with the boundary condition Φn|BΩ “ Φ0 P H
3
2 pBΩq, BΦn

Bn
|BΩ “

Φ0 P H
1
2 pBΩq, and Φn|BBN`np0q “ 0. Furthermore, for any fixed small enough

δ ą 0, we can write

Φn “ φδn ` Φδ
0, with φ

δ
n P H2

0 pΩnq satisfying (2.38),

and Φδ
0pxq “ Φ0pxqζpx; δq is defined in (2.37). We extend φδn from Ωn to Ω

by simply taking φδn|ΩzΩn “ 0 (still denoted by φδn).

We are going to show that }φδn} 9H2pΩq
is uniformly bounded. We take

ψ “ φδn in the equation (2.38) for φδn, to derive

ˆ
Ω

µn

´

pB22φ
δ
n ´ B11φ

δ
nq

2
` p2B12φ

δ
nq

2
˘

dx

“

ˆ
Ω

ρnp∇K
pΦδ

0 ` φδnq b ∇K
pΦδ

0 ` φδnqq : ∇∇Kφδn dx ´

ˆ
Ω

F ¨ ∇∇Kφδn dx

´

ˆ
Ω

µn

´

pB22Φ
δ
0 ´ B11Φ

δ
0qpB22φ

δ
n ´ B11φ

δ
nq ` p2B12Φ

δ
0qp2B12φ

δ
nq

¯

dx,

where ρn “ ηpΦnq “ ηpφδn`Φδ0q and µn “ bpρnq. Similarly as in the derivation
of (2.48), we have

}∆φδn}
2
L2pΩq ď Cpρ˚, µ˚, µ

˚
q

´

`

}Φδ
0}

2
H2 ` }F }L2 ` }Φδ

0}H2

˘

}∆φδn}L2pΩq

`

ˆ
Ω

ρn∇Kφδn ¨ ∇∇Kφδn ¨ ∇KΦδ
0 dx

¯

.
(2.53)

By the Riesz inequality (cf. [DD12]), we have }∆φδn}L2 „ }φδn} 9H2 . We are
going to follow exactly the contradiction argument in Step 3 in Subsection
2.2.1 to show the uniform boundedness of }φδn} 9H2pΩq

and hence we will just
sketch the proof and emphasize the difference for the exterior domain case.
Suppose by contradiction that there exists a subsequence pφδknq Ă pφδnq such
that

}∆φδkn}L2pΩq Ñ 8, as kn Ñ 8.



Chapter 2. Stationary Navier–Stokes equations 75

Denote gδkn “
φδ
kn

}∆φδ
kn

}L2pΩq

, then }∆gδkn}L2pΩq “ 1, trpgδknq|BΩ “ 0 and there exist

a subsequence (still denoted by pgδknq) and g P 9H2pΩq with trpgq|BΩ “ 0 such
that

gδkn á g in 9H2
pΩq, as kn Ñ 8.

Here the limit function g does not depend on δ. Recall that Ωδ is the boundary
strip of width δ. By Poincaré’s inequality we obtain gδkn |Ωδ á g|Ωδ in H2pΩδq
and by Sobolev embedding gδkn |Ωδ Ñ g|Ωδ in W 1,4pΩδq. We take kn Ñ 8 in
(2.53) to derive that

1 ď C

ˆ
Ωδ

ˇ

ˇ

ˇ
∇Kg ¨ ∇∇Kg ¨ ∇KΦδ

0

ˇ

ˇ

ˇ
dx.

By using the same estimates (2.49)-(2.50)-(2.51) we arrive at

1 ď C}∆g}
2
L2pΩδq

}Φ0}H2 ,

where the right-hand side tends to 0 as δ Ñ 0. This is a contradiction. Hence
there exists a constant C independent of n such that

}φδn} 9H2pΩq
ď C.

Then there exists a subsequence (still denote by pφδnq) converging weakly to a
limit φδ in 9H2pΩq, with tr |BΩpφδq “ 0. Let

Φ “ Φδ
0 ` φδ,

then Φn “ Φδ
0 ` φδn á Φ in 9H2pΩq. By Poincaré’s inequality and a Cantor

diagonal argument, there exists a subsequence (still denoted by pΦnq) such
that

Φn Ñ Φ a.e. in Ω and ρn
˚

á ρ “ ηpΦq, µn
˚

á bpρq “ µ in L8
pΩq as n Ñ 8.

We are going to show that Φ is a weak solution of the equation (2.36) on
the exterior domain Ω. Fix any test function Ψ P C8

c pΩq. Then there exists
a ball containing ΩC Y SupppΨq and without loss of generality we suppose it
to be B1p0q. Let V “ B1p0q X Ω, then, up to a subsequence,

φδn Ñ φδ in H2
pV q.

Indeed, we take a smooth cutoff function χ with χ “ 1 on B1p0q and χ “ 0
outside B2p0q. We take the difference between the equation (2.38) for φδn and
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the equation (2.38) for φδm and then take ψ “ χφδn,m, φ
δ
n,m “ φδn ´ φδm. We

arrive at the following inequality similar as (2.52)

ˆ
B2p0qXΩ

µn

´

pB22 ´ B11qφδn,mpB22 ´ B11qpχφδn,mq ` 2B12pφδn,mq2B12pχφδn,mq

¯

ď

ˇ

ˇ

ˇ

ˆ
B2p0qXΩ

pµn ´ µmq

´

pB22 ´ B11qφδmpB22 ´ B11qpχφδn,mq ` 2B12pφδmq2B12pχφδn,mq

¯

dx
ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˆ
B2p0qXΩ

´

ρn∇KΦn b ∇KΦn ´ ρm∇KΦm b ∇KΦm

¯

: ∇∇Kpχφδn,mq dx

´

ˆ
B2p0qXΩ

pµn ´ µmq

´

pB22 ´ B11qΦδ0pB22 ´ B11qpχφδn,mq ` p2B12Φ
δ
0q2B12pχφδn,mq

¯

dx
ˇ

ˇ

ˇ
.

The left-hand side above is bigger than

ˆ
V

µn

´

`

pB22 ´ B11qφδn,m
˘2

`
`

2B12pφδn,mq
˘2
¯

´

ˇ

ˇ

ˇ

ˆ
B2p0qzB1p0q

µn

´

pB22 ´ B11qφ
δ
n,m

`

pB22 ´ B11qχφδn,m

` 2pB2χB2φ
δ
n,m ´ B1χB1φ

δ
n,mq

˘

` 2B12φ
δ
n,mp2B12χφ

δ
n,m ` 2B1χB2φ

δ
n,m ` 2B2χB1φ

δ
n,m

˘

¯
ˇ

ˇ

ˇ
.

As up to a subsequence we may assume

φδn,m Ñ 0 in H1
pB2p0q X Ωq,

Φn ´ Φm Ñ 0 in W 1,4
pB2p0q X Ωq as n,m Ñ 8,

we have φδn,m Ñ 0 in H2pV q. Therefore Φn Ñ Φ in H2pV q, and the limit
Φ (together with the limits ρ, µ) satisfies the integral equality (2.1.2). As
Ψ P C8

c pΩq has been chosen arbitrarily, Φ is a weak solution of equation
(2.36) on Ω.

2.2.3 The whole plane case

We follow the idea in [GW18] to prove (ii) in Theorem 2.1.2. We will denoteffl
D

“ 1
measpDq

´
D
. We take a bounded simply connected C1,1 domain U Ą D

and we make an Ansatz
u “ d ` w ´ w̄,

where w P H1
0 pUq, divw “ 0 and w̄ “

ffl
D
w. In other words, if γ is the stream

function of w, then
u “ ∇Kγ̃,
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where we take

γ̃ “ γ ` pd ´ w̄q ¨ px2 ´ x1q
T

` C, w̄ “

 
D

∇Kγ P R2

with any fixed constant C P R. We can typically choose

C “ Cγ :“ ´

 
D

γ dx ´

 
D

pd ´ wq ¨

ˆ

x2
´x1

˙

dx,

such that
ffl
D
γ̃ “ 0. We then search for γ P H2

0 pUq satisfying

ˆ
U

µ
´

pB22γ ´ B11γqpB22ψ ´ B11ψq ` p2B12γqp2B12ψq

¯

dx

“

ˆ
U

ρp∇Kγ̃ b ∇Kγ̃q : ∇∇Kψ dx ´

ˆ
U

F ¨ ∇∇Kψ dx, @ψ P H2
0 pU ;Rq,

where ρ “ ηpγ̃q and µ “ bpρq. Such γ exists by Subsection 2.2.1, and hence
there exists w P H1

0 pUq satisfying

1

2

ˆ
U

µSw : Sv dx “

ˆ
U

ρpw`d´w̄qbpw`d´w̄q : ∇v dx´

ˆ
U

F ¨∇v dx (2.54)

for any v P H1
0 pU ;R2q with div v “ 0. By taking v “ w in (2.54), we obtain

}w} 9H1pUq
ď Cpµ˚q}F }L2pR2q.

And we arrive at a weak solution u “ d ` w ´ w̄ of the system (2.1) on the
set U .

As in Subsection 2.2.2, we take the approximation argument to show the
existence of the solution on the whole plane R2. Indeed, if we take U “ Bnp0q

in the above, then we have arrived at a weak solution of (2.1) in Bnp0q:

un “ d ` wn ´ wn P 9H1
pBnp0qq,

with wn P H1
0 pBnp0q;R2

q and

 
D

un “ d.

We extend wn trivially to R2 (that is, we simply take wn “ 0 outside Bnp0q)
and take un “ d ´ wn outside Bnp0q. Let

τn “ wn ´ wn with

 
D

τn “ 0, such that un “ d ` τn,

then
}τn} 9H1pR2q

“ }wn} 9H1pR2q
ď Cpµ˚q}F }L2pR2q.
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Let v P C8
c pR2;R2q with div v “ 0 be any test function, then there exists

N P N such that Supppvq YD Ă BNp0q. By the above uniform bound on pτnq,
there exists a subsequence (still denoted by pτnq) such that τn á τ in 9H1pR2q

as n Ñ 8, and in H1pBNp0qq by Poincaré’s inequality. Thus un á u in
H1pBNp0qq. Since

ffl
D
γ̃n “ 0, by Poincaré inequality again, tγ̃nu is uniformly

bounded in H2pBNp0qq, and up to a subsequence γ̃n á γ̃ in H2pBNp0qq, with
∇Kγ̃ “ u and

ffl
D
γ̃ “ 0. Thus γ̃n Ñ γ̃ in W 1,4pBNp0qq Ă C1{2pBNp0qq, and

ρn “ ηpγ̃nq
˚

á ρ “ ηpγ̃q, µn “ bpρnq
˚

áµ “ bpρq in L8pBNp0qq. Exactly as the
end of Subsection 2.2.2, un Ñ u in H1pBNp0qq. Thus the limits u, ρ, µ satisfy
the integral equality (2.54) for given test function v, and hence u is a weak
solution of equation (2.1) on R2.

2.2.4 More regularity results

In this subsection we prove the regularity results in Theorem 2.1.2 in the
cases when η is continuous and when η P Ck

b , k ě 2, respectively.

Case when η is continuous
If Ω is a connected C2,1-domain, Φ0 P H

5
2 pBΩq and Φ1 P H

3
2 pBΩq, then we

can extend the function Φ0 to the whole plane (still denoted by Φ0) such that
Φ0 P H3pR2q with compact support and BΦ0

Bn
|BΩ “ Φ1. Since the weak solution

obtained in Subsection 2.2.1 Φ P H2pΩq Ă CαpΩq, @α P p0, 1q, then

ρ “ ηpΦq and µ “ bpρq P CbpΩq,

if η is continuous. Since f P L2pΩ;R2q and H1pΩq ãÑ LppΩq, @p P r2,8q, we
can rewrite the elliptic equation (2.36) as the fourth-order elliptic equation
for φ “ Φ ´ Φ0 P H2

0 pΩq:

Lµφ “ ´∇K
¨ f ` ∇K

¨ div pρ∇KΦ b ∇KΦq ´ LµpΦ0q.

By the Lp estimate for the above fourth-order elliptic equation in Theorem
8.6 in [DK11] again, we have φ P W 2,p

0 pΩq and hence Φ “ Φ0 ` φ P W 2,ppΩq

for all finite p.

Case when η P Ck
b , k ě 2

If Ω is a connected Ck`1,1 domain and we assume the boundary condition
Φ0 P Hk` 3

2 pBΩq, Φ1 P Hk` 1
2 pBΩq, then the above extended function Φ0 P

Hk`2pR2q Ă W k`1,ppR2q, @p ě 2 with compact support and BΦ0

Bn
|BΩ “ Φ1. We

assume also smoothness in the data η, b P Ck
b and f P Hk´1pΩq for k ě 2.

As Φ P W 2,ppΩq is proved in the case when η is continuous, we first
prove that Φ P W 3,ppΩq under the assumptions Φ0 P H4pR2q ãÑ W 3,ppΩq,
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f P H1pR2q ãÑ LppΩq and η, b P C2
b . We rewrite the elliptic equation (2.36)

as follows:

∆2φ “ µ´1
´

´
`

pB22 ´ B11qµ
˘`

pB22 ´ B11qφ
˘

´
`

p2B12qµ
˘`

p2B12qφ
˘

´ 2pB2µq
`

pB222 ´ B112qφ
˘

` 2pB1µq
`

pB122 ´ B111qφ
˘

´ 2pB1µqp2B122qφ ´ 2pB2µqp2B112qφ ´ LµpΦ0q

´ ∇K
¨ f ` ∇K

¨ div pρ∇KΦ b ∇KΦq

¯

,

(2.55)

where φ “ Φ´Φ0 P H2
0 pΩqXW 2,ppΩq. Notice that ρ “ ηpΦq and µ “ pb˝ηqpΦq

belong to W 2,ppΩq for any p P p2,8q. Then for any fixed ψ P W 1,q
0 pΩq,

1 ă q ă 2 we have

∇2µψ P LqpΩq, ∇µψ P W 1,q
0 pΩq,

ρ∇2ψ P W´1,q
pΩq, µ´1ψ P W 1,q

0 pΩq,

and hence the righthand side of (2.55) is in W´1,q1

pΩq, the dual space of
W 1,q

0 pΩq. Therefore by (2.55), φ P W 3,ppΩq for all p P p2,8q and the same
holds for Φ “ Φ0 ` φ.

We assume inductively η, b P Ck
b and Φ P W k,ppΩq, for k ě 3, @p P p2,8q,

then ρ “ ηpΦq, µ “ bpρq and φ belong to W k,ppΩq for any p P p2,8q. Thus
the righthand side of (2.55) belongs to W k´3,ppΩq, and hence φ P W k`1,ppΩq,
which implies Φ “ Φ0 ` φ P W k`1,ppΩq.

2.3 Three-dimensional axially symmetric case

The three-dimensional stationary inhomogeneous incompressible Navier–Stokes
equations read as

#

divpρu b uq ´ divpµSuq ` ∇Π “ f, x P Ω Ă R3,

div u “ 0, divpρuq “ 0.
(2.56)

The velocity field u : Ω Ñ R3, the density function ρ : Ω Ñ R` and the
pressure Π : Ω Ñ R are unknown. The external force f : Ω Ñ R3 is given.
We write ∇u “ pBjuiq1ďi,jď3, Su “ ∇u ` p∇uqT and 1

2
Su is the symmetric

part of ∇u. We denote v b w “ pviwjq1ďi,jď3 for vectors v “ pv1, v2, v3q
T and

w “ pw1, w2, w3q
T .

The viscosity coefficient µ depends smoothly on the density function ρ
with the form

µ “ bpρq, b P CpR`; rµ˚, µ
˚
sq given,
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where µ˚, µ
˚ ą 0 are the positive lower and upper bounds.

On the bounded domain Ω, we consider the boundary value problem of
(2.56) under the boundary condition

u|BΩ “ u0 (2.57)

satisfying the zero flux conditionˆ
BΩ

u0 ¨ n⃗ ds “ 0. (2.58)

Leray [Ler33] showed the solvability of the classical stationary incompress-
ible Navier–Stokes equation

#

divpu b uq ´ ν∆u ` ∇Π “ f,

div u “ 0.

on some bounded, exterior domains or R3. There are some work devoted
to considering the asymptotic behavior of Leray’s solutions, see for example
[Fin59; Ami91]. We mention a celebrated book on the stationary fluid flows
by Galdi [Gal11].

However, to our knowledge, there are not so many works on the stationary
inhomogeneous Navier–Stokes equations (2.56). For the equation (2.56) with
constant viscosity coefficient

#

divpρu b uq ´ ν∆u ` ∇Π “ f,

div u “ 0, divpρuq “ 0,

Frolov [Fro93] showed the existence of the weak solutions with the form

pρ, uq “ pηpΦq,∇KΦq, ∇K
“

ˆ

Bx2
´Bx1

˙

,

where Φ is the stream function of u and η is any given Hölder continuous
function. Under this assumption, the density equation holds immediately

divpρuq “ ∇ηpΦq ¨ ∇KΦ “ 0.

Later on Santos [San02] generalised this existence result to the only bounded
function η. Concerning the density-dependent viscosity coefficient, the author
and Liao [HL20] showed the existence and regularity results of the equation
(2.56). We mention a celebrated book on the evolutionary incompressible inho-
mogeneous Navier–Stokes equations by Lions [Lio96]. To our best knowledge,
there is no existence results on the three-dimensional stationary inhomoge-
neous incompressible Navier–Stokes equation (2.56).
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Organization of this section

Subsection 2.3.1 is devoted to stating our main existence result Theorem
2.3.1 for the equation (2.56) in the axially symmetric case. Subsection 2.3.2
is devoted to showing more symmetric solutions in cylindrical, spherical and
cartesian coordinates. We sketch the proof of Theorem 2.3.1 in Subsection
2.3.3.

2.3.1 Main result

We consider the cylindrical coordinate pr, z, θq P r0,8q ˆ R ˆ r0, 2πq and write
er, ez, eθ as the coordinate axis with

er “

¨

˝

cos θ
sin θ
0

˛

‚, ez “

¨

˝

0
0
1

˛

‚, eθ “

¨

˝

´ sin θ
cos θ
0

˛

‚. (2.59)

We consider the system (2.56) on the axially symmetric simply connected
domain

Ω “ r0, r1q ˆ pz1, z2q ˆ r0, 2πq, (2.60)

where 0 ă r1 ă `8 and ´8 ă z1 ă z2 ă `8. The velocity field

u “ urer ` uθeθ ` uzez

is called axially symmetric, if ur, uθ, uz are independent of θ. We define the
functional spaces for axially symmetric functions

H1
σpΩq “ tv P H1

pΩq | v is axially symmetric, div v “ 0u.

The incompressibility condition of u P H1
σpΩq reads

divu “
1

r
Brprurq `

1

r
Bzpruzq “ 0, r ‰ 0. (2.61)

If u also satisfies the non-flux assumption then there exists an axially sym-
metric stream function φ “ φpr, zq such that

rur “ Bzφ, ruz “ ´Brφ.

We take any fixed scalar function η P L8pR; r0,8qq. If we take the density
function as ρ “ ηpφq, then the mass conservation law

divpρuq “
1

r
BrρBzφ ´

1

r
BzρBrφ “ 0, r ‰ 0

holds in the distribution sense.
Our main result states as following and we will sketch the proof in Subec-

tion 2.3.3.
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Theorem 2.3.1. Let η P L8pR; r0,8qq and b P CpR; rµ˚, µ
˚sq, µ˚, µ

˚ ą 0 be
given. Let Ω be a bounded connected axially symmetric domain defined as
in (2.60). Let u0 P H

1{2
σ pBΩq “ ttrpuq | u P H1

σpR3qu and f P H´1pΩ;R3q be
axially symmetric functions satisfying (2.58). Then there exists at least one
axially symmetric weak solution

pρ, uq “ pηpφq,
1

r
Bzφer ´

1

r
Brφez ` uθeθq P L8

pΩq ˆ H1
σpΩq

of the boundary value problem (2.56)-(2.57), where φ P H2pΩq is a stream
function of u, in the sense that div pρuq “ 0 holds in Ω, u0 “ u|BΩ is the trace
of u on BΩ, and the integral identity

1

2

ˆ
Ω

µSu : Sv dx “

ˆ
Ω

pρu b uq : ∇v dx `

ˆ
Ω

f ¨ v dx

holds for all v P H1
σpΩq XH1

0 pΩq. Here A : B
def
“
ř3
i,j“1AijBij for the matrices

A “ pAijq1ďi,jď3 and B “ pBijq1ďi,jď3.

Remark 2.3.1. • The domain (2.60) can be relaxed to any C1,1-symmetric
domains with respect to the coordinate axis. The C1,1-regularity is nec-
essary to extend u0 P H1{2pBΩq to a H1-regularity function on R3.

• One can generalise the above solvability theorem to axially symmetric
multi-connected domain BΩ “ Yk

i“1Γi and there is no flux through each
component ˆ

Γi

u0 ¨ n⃗ ds “ 0, i “ 1, . . . , k. (2.62)

• Following the Leray’s approximation method in [Ler33], one can gen-
eralise the existence result to the exterior domains and whole space
R3.

2.3.2 Other symmetric solutions

In this section, we will show the existence of symmetric solutions of (2.56)-
(2.57) in cylindrical coordinate, spherical coordinate and Cartesian coordinate.
The key point is to choose the structure of ρ carefully such that the density
equation

divpρuq “ 0 (2.63)

holds automatically. We will also formulate explicit examples in the cartesian
coordinate.

More precisely, we consider the following two types of symmetries
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• Symmetry type I: We assume that u is a three-dimensional vector-valued
function depending only on a two-dimensional variable, and hence there
exits a stream function φ of u. We take any bounded positive function
η and the density function of the form

ρ “ ηpφq.

This is the case in Theorem 2.3.1.

• Symmetry type II: We assume that u is a two-dimensional vector-valued
function and vanishing in the spatial direction ew with respect to the
variable xw. The density function ρ has the form

ρ “ ηpxwq.

Then the mass conservation law (2.63) holds immediately for the above
symmetric types.

We recall the coordinate axis er, ez, eθ as in (2.59) in the cylindrical
coordinate. We denote the unit standard vectors in the cartesian coordinate
px1, x2, x3q P R3 by

e1 “

¨

˝

1
0
0

˛

‚, e2 “

¨

˝

0
1
0

˛

‚, e3 “

¨

˝

0
0
1

˛

‚,

and in the spherical coordinate pr̃, α, θq P r0,8q ˆ r0, πs ˆ r0, 2πq by

er̃ “

¨

˝

sinα cos θ
sinα sin θ
cosα

˛

‚, eα “

¨

˝

cosα cos θ
cosα sin θ

´ sinα

˛

‚, eθ “

¨

˝

´ sin θ
cos θ
0

˛

‚.

Then we have the following existence theorem with respect to Symmetric
type I and II in cylindrical coordinate, spherical coordinate and cartesian
coordinate.

Theorem 2.3.2. Let η P L8pR; r0,8qq and b P CpR; rµ˚, µ
˚sq, µ˚, µ

˚ ą 0
be given. In the cylindrical, cartesian, and spherical coordinates, let Ω be a
bounded connected symmetric C1,1-domain with respect to coordinate axis. Let
u0 P H1{2pBΩq satisfy the no-flux assumption (2.62) and let f P H´1pΩ;R3q.

• Symmetry type I: If u0 and f depend only on r, z, or x1, x2, or r̃, α.
Then there exists at least one solution in the weak sense as in Theorem
2.3.1

pρ, uq P L8
pΩq ˆ H1

pΩq
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with the form

pρ, uq “ pηpφq,
1

r
Bzφer ´

1

r
Brφez ` uθeθq (2.64)

φ, uθ depending only on r, z,

or pρ, uq “ pηpφq, B2φe1 ´ B1φe2 ` u3e3q (2.65)

φ, u3 depending only on x1, x2,

or pρ, uq “ pηpφq,
1

r̃2 sinα
Bαφer̃ ´

1

r̃ sinα
Br̃φeα ` uθeθq

φ, uθ depending only on r̃, α (2.66)

of the boundary value problem (2.56)-(2.57).

• Symmetry type II: If u0 and f have the form

u0 “ u0,rer ` u0,zez, f “ frer ` fzez,

or u0 “ u0,1e1 ` u0,2e2, f “ f1e1 ` f2e2,

or u0 “ u0,r̃er̃ ` u0,αeα, f “ fr̃er̃ ` fαeα.

Then there exists at least one weak solution

pρ, uq P L8
pΩq ˆ H1

pΩq

with the form

pρ, uq “ pηpθq, urer ` uzezq,

or pρ, uq “ pηpx3q, u1e1 ` u2e2q,

or pρ, uq “ pηpθq, ur̃er̃ ` uαeαq

of the boundary value problem (2.56)-(2.57).

Proof. For the symmetric solutions of Symmetric type I, the cylindrical case
was shown in Theorem 2.3.1, analogously we can show the Cartesian and
spherical cases. The proof of Symmetry type II is similar to type I, see the
solvability in Remark 2.3.3. We omit the detailed proof here.

Remark 2.3.2. The stream functions (2.64) and (2.66) are called the Stokes
stream functions. The above existence results hold also for solutions of the
Symmetric type I and II with respect to other axis. We write down the
rest of solutions of Symmetric type I and II in the cylindrical and spherical
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coordinates

pρ, uq “ pηpφq, urer ´
1

r
Bθφez ` Bzφeθq

φ, ur depending only on z, θ,

or pρ, uq “ pηpφq,
1

r
Bθφer ` uzez ´ Brφeθq

φ, uz depending only on r, θ,

and

pρ, uq “ pηpφq, ur̃er̃ `
1

sinα
Bθφeα ´ Bαφeθq

φ, ur̃ depending only on α, θ,

or pρ, uq “ pηpφq,
1

r̃2 sinα
Bθφer̃ ` uαeα ´

1

r̃
Br̃φeθq

φ, uα depending only on r̃, θ.

In the following, we verify the mass conservation law for the solutions
in Theorem 2.3.2. In cylindrical, cartesian, and spherical coordinates, the
gradient operators can be written as

∇ “ erBr ` ezBz `
eθ
r

Bθ,

∇ “ e1B1 ` e2B2 ` e3B3,

and
∇ “ er̃ Br̃ `

eα
r̃

Bα `
eθ

r̃ sinα
Bθ.

For the solutions of Symmetric type II, the mass conservation laws hold
immediately since

div pρuq “ ∇ρ ¨ u.

Concerning the solutions of Symmetric type I, the case of Cylindrical coordi-
nate was shown in Section 2.3.1. In Cartesian and spherical coordinates we
consider

u “ u1e1 ` u2e2 ` u3e3, u “ ur̃er̃ ` uαeα ` uθeθ,

where u1, u2, u3 depend only on x1, x2 and ur̃, uα, uθ depend only on r̃, α.
Then the incompressibility conditions can be written as

divu “ B1u1 ` B2u2 “ 0, divu “
1

r̃2
Br̃pr̃

2ur̃q `
1

r̃ sinα
Bαpsinαuαq “ 0.

(2.67)
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For u satisfies (2.67) and the zero-flux assumption (2.57), there exists stream
functions φ “ φpx1, x2q and φ “ φpr̃, αq such that

u1 “ B2φ, u2 “ ´B1φ,

and

ur̃ “
1

r̃2 sinα
Bαφ, uα “ ´

1

r̃ sinα
Br̃φ.

Then the pair
pρ, uq “ pηpφq, B2φe1 ´ B1φe2q,

and

pρ, uq “ pηpφq,
1

r̃2 sinα
Bαφer̃ ´

1

r̃ sinα
Br̃φeα ` uθeθq

satisfies the mass conservation laws, since

div pρuq “ B1ρB2φ ´ B2ρB1φ “ 0,

and

div pρuq “ Br̃ρ
1

r̃2 sinα
Bαφ ´

1

r̃
Bαρ

1

r̃ sinα
Br̃φ “ 0.

In the following, we formulate explicit solutions of (2.56) of the Symmetry
type I and II in the Cartesian coordinate. The similar explicit solutions for
the two-dimensional stationary Navier–Stokes equation (2.56) were given in
[HL20].

• Symmetry type I: We consider ρ and u depending only on x1, x2, then
the system (2.56) with f “ 0 reads as

¨

˝

u1B1u1 ` u2B2u1
u1B1u2 ` u2B2u2
u1B1u3 ` u2B2u3

˛

‚´

¨

˝

2B1pµB1u1q ` B2pµpB1u2 ` B2u1qq

B1pµpB1u2 ` B2u1qq ` 2B2pµB2u2q

B1pµB1u3q ` B2pµB2u3q

˛

‚

`

¨

˝

B1Π
B2Π
B3Π

˛

‚“ 0.

We consider Π “ Πpx1, x2q, then pρ, u1e1 ` u2e2q satisfies the two-
dimensional stationary Navier–Stokes equation (2.56). We base on the
radial solutions of the two-dimensional equation (2.56) given in [HL20]
to derive a solution satisfy

ρ “ ρprq, pr, θq “ p

b

x21 ` x22, arctanpx2{x1qq,

u1 “ prg sin θq, u2 “ ´prg sin θq, BrpµBru3q “ 0,
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where g satisfies the ODE

Brpµr
3
Brgq “ ´Cr, C P R.

The corresponding stream function Φ satisfies

Brr

´

µr3Brp
1

r
BrΦq

¯

“ ´C.

• Symmetry type II: We assume tat

pρ, uq “ pρpx3q, u1px3qe1 ` u2px3qe2q,

then the equation (2.56) with f “ 0 reads as
¨

˝

B3pµB3u1q

B3pµB3u2q

0

˛

‚“

¨

˝

B1Π
B2Π
B3Π

˛

‚.

The equation B3Π “ 0 implies that Π is independent of x3. Then the
following there exit constants C1, C2 P R such that

B1Π “ B3pµB3u1q “ C1, B2Π “ B3pµB3u2q “ C2.

2.3.3 Proof of existence

We sketch the proof of Theorem 2.3.1, which is based the method in [Ler33].
We define the functional space

HpΩq “ H1
σpΩq X H1

0 pΩq.

For any u P HpΩq, as a consequence of (2.61)-(2.58), there exists a stream
function φ P H2

0 pΩq such that

u “
1

r
Bzφer ´

1

r
Brφez ` uθeθ.

We are going to prove Theorem 2.3.1 in the following three steps.

Boundary condition

We extended the axially symmetric boundary value u0 to R3 (still denote
by u0 P H1

σpR3q). Then there exists a axially symmetric stream function
φ0 P H2pR3q such that

u0 :“
1

r
Bzφ0er ´

1

r
Brφ0ez ` u0,θeθ, r ą 0.
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Recall the axially symmetric domain Ω “ r0, r1q ˆ pz1, z2q ˆ r0, 2πq. We
define the smooth cut-off function ζpr, z; δq such that ζpr, z; δq “ 1 if mint|r´

r1|, |z ´ zi|u ď δ
2
, i “ 1, 2 and ζpr, z; δq “ 0 if mint|r ´ r1|, |z ´ zi|u ě δ, and

there exists a constant such that

|ζpr, z; δq| ď C, |∇ζpr, z; δq| ď Cδ´1.

We write

φδ0pr, zq “ φ0pr, zqζpr, z; δq, uδ0 “
1

r
Bzφ

δ
0er ´

1

r
Brφ

δ
0ez ` u0,θeθ.

Then for a fixed δ ą 0, and we only need to search for the weak solutions

uδ “ u ´ uδ0 P HpΩq

satisfying

1

2

ˆ
Ω

µδSuδ : Sv dx “

ˆ
Ω

ρδpuδ0 ` uδq b puδ0 ` uδqq : ∇v dx `

ˆ
Ω

f ¨ v dx

´
1

2

ˆ
Ω

µδSuδ0 : Sv dx, @v P HpΩq,

(2.68)

where ρδ “ ηpφδ0 ` φδq, µδ “ bpρδq, and φδ P H2
0 pΩq is a stream function of

uδ.

Linearised system

We fix an axially symmetric ũ P HpΩq and write its stream function as
φ̃ P H2

0 pΩq. Then we define the density function and viscosity coefficient
correspondingly as

ρ̃δ “ ηpφ̃ ` φδ0q, µ̃δ “ bpρ̃δq.

In the proof, we will need the Lipschitz regularity of µδ. We can regularize
the given quantities to be obtain a sequence of approximation solutions and
pass to the limit in the last step. For simplicity, we omit these two steps here.

We consider the linearised problem with a parameter λ P r0, 1s

1

2

ˆ
Ω

µ̃δλSu : Sv dx “ λ

ˆ
Ω

ρ̃δλpλuδ0 ` ũq b pλuδ0 ` uq : ∇v dx

` λ

ˆ
Ω

f ¨ v dx ´
λ

2

ˆ
Ω

µ̃δλSu
δ
0 : Sv dx, @v P HpΩq,

(2.69)
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where ρ̃δλ “ ηpφ̃`λφδ0q and µ̃δ “ bpρ̃δλq. Notice that if λ “ 1 and uδ1 “ ũ, then
uδ1 satisfies the weak formulation (2.68).

The left-hand side of (2.69) defines an inner product x¨, ¨y on HpΩq through

xu, vy
def
“

1

2

ˆ
Ω

µ̃δλSu : Sv dx,

moreover,

a

µ˚{2}∇u}L2pΩq ď xu, uy
1
2 ď

a

µ˚{2}∇u}L2pΩq,

x¨, ¨y
1
2 „ } ¨ }H1pΩq on HpΩq,

where µ˚ and µ˚ are the positive lower and upper bound of b. The right-hand
side of (2.69) defines a bounded linear functional for v P HpΩq. By using
Leray-Schauder’s Principle, there exists a unique weak solution uδλ P HpΩq of
the linear problem (2.69).

Nonlinear problem

We define the map

T δ : r0, 1s ˆ HpΩq Q pλ, ũq ÞÑ uδλ P HpΩq.

One can show the existence of the fixed point uδ1 “ T p1, uδ1q by Leray-Shauder
principle. The uniform bound of }uδλ}H1 with uδλ “ T pλ, uδλq can be shown by
a contraction argument as in [Ler33].

Notice that the foxed point uδ “ uδ1 P HpΩq satisfying (2.68). And the
pair pρδ, uδ0 ` uδq P L8pΩq ˆ H1

δ pΩq is a weak solution of (2.56).

Remark 2.3.3. We can follow the above proof to show the sovability under the
assumption Symmetry type II. In this case, ρ and µ are fixed and independent
of u. As a consequence, we do not need to fix ũ as in Subsection 2.3.3. The
solvability can be obtained by directly applying Leray-Schauder principle.
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Chapter 3

Two-dimensional Boussinesq
equations with
temperature-dependent thermal
and viscosity diffusions in
general Sobolev spaces

In this chapter, we study the existence, uniqueness as well as regularity
issues for the two-dimensional incompressible Boussinesq equations with
temperature-dependent thermal and viscosity diffusion coefficients in general
Sobolev spaces. The optimal regularity exponent ranges are considered.

This chapter is based on the joint work with JProf. Xian Liao in [HL22].

3.1 Introduction and main results

In the present chapter we consider the two-dimensional incompressible Boussi-
nesq equations

$

’

&

’

%

Btθ ` u ¨ ∇xθ ´ divxpκ∇xθq “ 0,

Btu ` u ¨ ∇xu ´ divxpµSxuq ` ∇xΠ “ βθe⃗2,

divx u “ 0,

(3.1)

where pt, xq P r0,8q ˆ R2 denote the time and space variables respectively.
The unknown temperature function θ “ θpt, xq : r0,8q ˆ R2 Ñ R satisfies
the parabolic-type equation (3.1)1, and the unknown velocity vector field
u “ upt, xq : r0,8q ˆ R2 Ñ R2 together with the unknown pressure term

91
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Π “ Πpt, xq : r0,8q ˆ R2 Ñ R satisfies the incompressible Navier-Stokes type
equations (3.1)2´(3.1)3 respectively. We are going to study the well-posedness
and regularity problems for the Boussinesq system (3.1) together with the
initial data

pθ, uq |t“0“ pθ0, u0q. (3.2)

We write x “

ˆ

x1
x2

˙

P R2 with x1, x2 denoting the horizontal and vertical

components respectively. Let u “

ˆ

u1

u2

˙

: r0,8q ˆ R2 Ñ R2, and let

1

2
Sxu :“

1

2
p∇xu ` p∇xuq

T
q, with ∇xu “ pBxju

i
q1ďi,jď2

denote the symmetric deformation tensor in the second equation (3.1)2 above.

The vector field e⃗2 denotes the unit vector in the vertical direction: e⃗2 “

ˆ

0
1

˙

,

and βθe⃗2 stands for the buoyancy force, with the constant parameter β ą 0
denoting the thermodynamic dilatation coefficient which will be assumed to
be 1 in the following context for simplicity.

We consider the cases when the heat diffusion and the viscosity in the fluids
are sensitive to the change of temperatures, that is, the thermal diffusivity κ
and the viscosity coefficient µ may depend on the temperature function θ as
follows

κ “ apθq, µ “ bpθq, with κ˚ ď a ď κ˚, µ˚ ď b ď µ˚, (3.3)

where κ˚ ď κ˚, µ˚ ď µ˚ are positive constants. We will not assume any
smallness conditions on κ˚ ´ κ˚ or µ˚ ´ µ˚, and large variations in these
diffusivity coefficients are permitted.

The Boussinesq system (3.1) arises from the zero order approximation to
the corresponding inhomogeneous hydrodynamic systems, which are nonlinear
coupling between the Navier-Stokes equations or Euler equations and the
thermodynamic equations for the temperature or density functions: The
Boussinesq approximation [Bou72] ignores density differences except when
they appear in the buoyancy term. They are common geophysical models
describing the dynamics from large scale atmosphere and ocean flows to solar
and plasma inner convection, where density stratification is a typical feature
[Gil82; Maj03].

The temperature or density differences in the inhomogeneous fluids may
cause density gradients. When the thermodynamical coefficients such as the
heat conducting coefficients and the viscosity coefficients are assumed to be
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constant in the Boussinesq approximation (i.e. κ, µ are constants in (3.1)),
density gradients influence the motion of the flows only through the buoyancy
force, which may lead to finite time singularity in the flows (the formation of
the finite time singularity is sensitive to the thermal and viscous dissipation
and see Subsection 3.1.1 below for more references on this topic).

However, the temperature variations do influence the thermal conductivity
and the viscosity coefficients effectively, even for simple fluids such as pure
water [Lid05, Section 6]1 2. In many applications in the engineering one also
aims for effective thermal conductivities in building thermal energy storage
materials [Gae+20]. Therefore in plenty of physical models density gradients
would influence the motion of the fluids not only through buoyancy force, but
also through the variations of the diffusion coefficients. It is then interesting
to study the wellposedness and regularity problems of the Boussinesq system
(3.1)-(3.3).

3.1.1 Known results

The wellposedness and regularity problems on the two - dimensional Boussi-
nesq equations have attracted considerable attention from the PDE community.
Many interesting mathematical results have been established in the past two
decades, mainly in the cases with constant thermal diffusivity coefficient κ
and viscosity coefficient µ:

$

’

’

’

&

’

’

’

%

Btθ ` u ¨ ∇xθ ´ κ∆xθ “ 0,

Btu ` u ¨ ∇xu ´ µ∆xu ` ∇xΠ “ θe⃗2,

divx u “ 0,

pθ, uq |t“0“ pθ0, u0q.

(3.4)

If κ “ µ “ 0, the two-dimensional inviscid Boussinesq equations (3.4)
can be compared with the three-dimensional incompressible axisymmetric
Euler equations with swirl, where the buoyancy force corresponds to the
vortex stretching mechanism [MB02]. The local-in-time wellposedness as well

1The absolute viscosity of the water under nominal atmospheric pressure in units of
millipascal seconds is given by 1.793 (0 °C), 0.547 (50 °C), 0.282 (100 °C) respectively [Lid05,
Page 6-186]. The thermal conductivity of the water under nominal atmospheric pressure
in units of watt per meter kelvin is given by 0.5562 (0 °C), 0.6423 (50 °C), 0.6729 (100 °C)
respectively [Lid05, Page 6-214].

2It is common to adapt the exponential viscosity law µpT q “ C1 exppC2{pC3 ` T qq and
quasi-constant heat conductivity law κpT q “ C4 for the liquids, while the viscosity law
µpT q “ pµpTmqq T

Tm

Tm`C5

T`C6
and the thermal conductivity law κpT q “ C6µpT q for the gases,

where T denotes the absolute temperature, Tm denotes the reference temperature and Cj ,
1 ď j ď 6 are positive constants [PTBC08, p. I].
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as some blowup criteria have been well known for decades, see e.g. [CN97;
Dan13; ES94]. We mention that an (improved) lower bound for the lifespan
which tends to infinity as the initial temperature tends to a constant (and
correspondingly, as the initial swirl tends to zero for the 3D axisymmetric
Euler equations) was given in [Dan13]. The fundamental global regularity
problem for the 2D inviscid Boussinesq equations remains still open. Recently
an interesting example of finite-energy strong solutions with a finite weighted
Hölder norm in a wedge-shaped domain, which become singular at the origin
in finite time, has given in [EJ20] (see also an interesting example of solutions
in Hölder-type spaces with finite-time singularity for 3D axisymmetric Euler
equations in [Elg21]).

If κ ą 0 and µ ą 0 are positive constants, on the contrary, the convection
terms can be controlled thanks to the strong diffusion effects, and the global-
in-time existence and regularity results can be established (see e.g. [CD80]).
Particular interests then raised if only partial dissipation is present, that is,
either κ “ 0 whereas µ ą 0 or κ ą 0 whereas µ “ 0 (see e.g. H.K. Moffatt’s
list of the 21st Century PDE problems [Mof01]). The global-in-time results
continue to hold, thanks to a priori estimates in the Lp-framework as well as
the sharp Sobolev embedding inequality in dimension two with a logarithm
correction, which help the partial diffusion terms to control the demanding
term Bx1θ successfully (see [Cha06; HL05] and see [HK09] for less regular
cases). Further developments were made for horizontal dissipation cases (see
e.g. [DP11]), for vertical dissipation cases (see e.g. [CW11]), and for the
fractional dissipation cases (see e.g. [HKR10; HKR11]). See the review notes
[Wu] and the references therein for more interesting results and sketchy proofs.

There also have been remarkable progresses in solving the two dimensional
Boussinesq equations (3.1)-(3.3) when the thermal and viscosity diffusion
coefficients κ, µ are variable and depend smoothly on the unknown tempera-
ture function θ. In the variational formulation framework, the global-in-time
existence of a solution of (3.1)-(3.3) has been established in [DL72] (see
[FM06] for a similar formulation of (3.1)-(3.3)) for the motion of the so-called
Bingham fluid (as a non-Newtonian fluid), where κ is a positive constant,
β “ 0 and µ depends not only on θ but also on Su{|Su|. The Boussinesq-
Stefan model has been investigated in [Rod92], where the phase transition was
taken into account. The global-in-time existence as well as the uniqueness of
the solutions for (3.1)-(3.3) have been shown in [DG98; Gon02; LB99] under
Dirichlet boundary conditions and in [PTBC08] under generalized outflow
boundary conditions. We remark that the resolution of the nonhomogeneous
Boussinesq system under more physical boundary conditions (e.g. with Dirich-
let boundary conditions only on the inflow part of the boundary while with
no prescribed assumptions on the outflow part) remains unsolved.
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S. Lorca and J. Boldrini [LB99] (see also [DG98; Gon02]) studied the initial-
boundary value problem of the Boussinesq system (3.1)-(3.3) in dimension two
and three under the initial condition (3.2) and Dirichlet boundary conditions,
and obtained a global-in-time weak solution

pθ, uq P pL8
locpr0,8q;L2

pΩqqq
3

as well as a local-in-time unique strong solution

pθ, uq P L8
locpr0,8q;H2

pΩqq ˆ pL8
locpr0,8q;H1

pΩqq
2. (3.5)

The remarkable global-in-time existence and uniqueness results of the smooth
solutions

pθ, uq P pL8
locpr0,8q;Hs

pR2
qq X L2

locpr0,8q;Hs`1
pR2

qqq
3, s ą 2 (3.6)

have been successfully established by C. Wang and Z. Zhang [WZ11], which
affirms the propagation of high regularities (without finite time singularity)
of the two dimensional Boussinesq flow in the presence of viscosity variations
(see [SZ13] for the case s “ 2). We remark that the L2

x-norm of the velocity
vector field may grow in time due to the buoyancy forcing term, even provided
with constant diffusion coefficients and smooth and fast decaying small initial
data [BS12], and hence the norm with respect to the time variable in (3.5)
and (3.6) is only locally in time.

It is still not clear whether there will be finite time singularity for the two
dimensional Boussinesq flow (3.1)-(3.3) in the presence of viscosity variations
while no heat diffusion (i.e. κ “ 0, µ “ µpθq), and we mention a recent work
[AZ17] toward this direction in the case of less heat diffusion (with div pκ∇θq

replaced by p´∆q1{2) and the small viscosity variation assumption: |µ´1| ď ε.
A closely related question would pertain to the global-in-time wellposedness
problem of the two-dimensional inhomogeneous incompressible Navier-Stokes
equations with density-dependent viscosity coefficient

$

’

’

’

&

’

’

’

%

Btρ ` u ¨ ∇xρ “ 0,

Btpρuq ` divxpρu b uq ´ divxpµSxuq ` ∇xΠ “ 0,

divx u “ 0,

pρ, ρuq
ˇ

ˇ

t“0
“ pρ0,m0q.

(3.7)

The global-in-time existence results of weak solutions of (3.7) (see e.g. [AKM90;
Lio96]) as well as the local-in-time well-posedness results (see e.g. [LS75])
have been well known, while the global-in-time regularities still remain open
(see e.g. [AZ15b; Des97] for some interesting results under the assumption on
the weak inhomogeneity).
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To the best of our knowledge, there are no global-in-time regularity
propagation results by the two-dimensional Boussinesq flow with temperature-
dependent diffusion coefficients (3.1)-(3.2)-(3.3) in the low regularity regime

Hs, s ă 2,

or in the general Sobolev setting

θ0 P Hsθ
x pR2

q, u0 P pHsu
x pR2

qq
2

with different regularity indices sθ and su. In this chapter we are going to
investigate the existence, uniqueness as well as the regularity problems in
these general Sobolev functional settings.

To conclude this subsection let us just mention some recent interesting
progresses on the stability of the stationary shear flow solutions (together with
the corresponding striated temperature function) to the Boussinesq equations
(3.4), with full dissipation or partial dissipation, in e.g. [DWZ21; TWZZ20;
Zil21] and references therein. It should also be interesting to investigate the
stability of the stationary striated solutions of the Boussinesq equations with
variable diffusion coefficients (3.1). We mention a recent work in this direction
on the incompressible Navier-Stokes equations with constant density function
but with variable viscosity coefficient [LZ21].

3.1.2 Main results

We are going to show the global-in-time existence of weak solutions to the
Cauchy problem for the Boussinesq system (3.1)-(3.2)-(3.3) in the whole
two-dimensional space R2 under the low-regularity initial condition pθ0, u0q P

L2pR2qˆpL2pR2qq2. The uniqueness result holds true if the initial temperature
function becomes smoother pθ0, u0q P H1pR2q ˆ pL2pR2qq2. Finally we will
establish the global-in-time regularity of the solutions in the general Sobolev
setting pθ0, u0q P HsθpR2q ˆ pHsupR2qq2 Ă H1pR2q ˆ pL2pR2qq2 with the restric-
tion su ´ 1 ď sθ ď su ` 2. These regularity exponent ranges are optimal for
the existence, uniqueness and regularity results respectively, by view of the
formulations of the Boussinesq equations (3.1) with temperature-dependant
diffusion coefficients (see Remark 3.1.2 below for more details).

We first define the weak solutions as follows.

Definition 3.1.1 (Weak solutions). We say that a pair pθ, uq is a weak
solution of the Boussinesq equations (3.1)-(3.3) with the given initial data
pθ0, u0q P pL2pR2qq3 if the following statements hold:
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• The temperature function

θ “ θpt, xq P Cpr0,8q;L2
xpR2

qq X L2
locpr0,8q;H1

xpR2
qq

satisfies the initial condition θ|t“0 “ θ0, the energy equality

1

2
}θpT, ¨q}

2
L2
xpR2q `

ˆ T

0

ˆ
R2

pκ|∇θ|
2
qpt, xq dx dt “

1

2
}θp0, ¨q}

2
L2
xpR2q, (3.8)

for all positive times T ą 0, and the equation

Btθ ` u ¨ ∇θ ´ div xpκ∇θq “ 0

in L2
locpr0,8q;H´1

x pR2qq.

• The velocity vector field

u “ upt, xq P Cpr0,8q; pL2
xpR2

qq
2
q X L2

locpr0,8q; pH1
xpR2

qq
2
q

satisfies the initial condition u|t“0 “ u0, the divergence-free condition
div xu “ 0, the energy equality

1

2
}upT, ¨q}

2
L2
xpR2q `

1

2

ˆ T

0

ˆ
R2

pµ|Su|
2
qpt, xq dx dt

“
1

2
}up0, ¨q}

2
L2
xpR2q `

ˆ T

0

ˆ
R2

pθu2qpt, xq dx dt , @T ą 0,

(3.9)

and the equation

Btu ` u ¨ ∇xu ´ divxpµSxuq ` ∇xΠ “ θe⃗2 (3.10)

in L2
locpr0,8q; pH´1

x pR2qq2q for some scalar function Π P L2
locpr0,8qˆR2q

with ∇Π P L2
locpr0,8q; pH´1

x pR2qq2q and
´
B1

Πdx “ 0 a.e. t (with B1

denoting the unit disk in R2).

For any fixed T ą 0, p ě 1, q ě 1, s ě 0 and for any fixed (vector-valued)
function f : r0, T s ˆ R2 ÞÑ Rm, m ě 1, we denote

}f}Lp
TXx

:“
›

›}fptq}XxpR2;Rmq

›

›

Lp
t pr0,T sq

with X “ Hs or Lq. (3.11)

The functional space Lppr0, T s;HspR2;Rmqq consists of all functions f :
r0,8q ˆ R2 Ñ Rm satisfying }f}Lp

TH
s
x

ă 8. We have the following exis-
tence, uniqueness as well as global-in-time regularity results for the solutions
of the Cauchy problem for the Boussinesq equations (3.1)-(3.2)-(3.3) on the
whole two dimensional space R2.
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Theorem 3.1.1 (Existence, uniqueness & global-in-time regularity, [HL22]).
For any initial data θ0 P L2pR2q and u0 P pL2pR2qq2, there exists a global-in-
time weak solution

pθ, uq P Cpr0,8q; pL2
pR2

qq
3
q X L2

locpr0,8q; pH1
pR2

qq
3
q

of the initial value problem (3.1)-(3.2)-(3.3).
If θ0 P H1pR2q, u0 P pL2pR2qq2 and the functions a P C2

b pR; rκ˚, κ
˚sq,

b P C2
b pR; rµ˚, µ

˚sq have finite first and second derivatives, then the weak
solution is indeed unique, and satisfies

θ P Cpr0,8q;H1
pR2

qq X L2
locpr0,8q;H2

pR2
qq,

as well as the following energy estimates for any given T ą 0,

}u}
2
L8
T L

2
x

` }∇u}
2
L2
TL

2
x

ď C
`

T }θ0}
2
L2 ` }u0}

2
L2

˘

, (3.12)

and
}θ}

2
L8
T H

1
x

` }pBtθ,∇2θq}
2
L2
TL

2
x

ď C}θ0}
2
H1p1 ` }∇θ0}

2
L2q exp

`

CpT 2
}θ0}

4
L2 ` }u0}

4
L2q

˘

,
(3.13)

where C is a positive constant depending only on }a}Lip, κ˚, κ
˚, µ˚.

Furthermore, the general Hs-regularities can be propagated globally in time
in the following sense: For any initial data (see the grey unbounded quadrangle
in Figure 3.1 for the admissible regularity exponent range)

pθ0, u0q P HsθpR2
q ˆ pHsupR2

qq
2 with psθ, suq P D,

D “ tpsθ, suq Ă r1,8q ˆ r0,8q | su ´ 1 ď sθ ď su ` 2uztp2, 0q, p1, 2qu
(3.14)

and the functions a P C2
b XCrsθs`1, b P C2

b XCrsus`1, the unique solution pθ, uq

stays in

Cpr0,8q;HsθpR2
q ˆ pHsupR2

qq
2
q X L2

locpr0,8q;Hsθ`1
pR2

q ˆ pHsu`1
pR2

qq
2
q.

(3.15)

Theorem 3.1.1 will be proved in Section 3.2. The proof of the existence of
weak solutions is rather standard, and we are going to sketch the proof in
Subsection 3.2.1 for the reason of completeness, as we did not find the proof in
the literature. As mentioned before, some well-posedness results have already
been established for smooth data in the bounded domain case (see (3.5) above
in e.g. [DG98; DL72; Gon02; LB99]) or in smoother functional frameworks
in the whole space case (see (3.6) above in e.g. [WZ11]). We are going to
focus on the proofs of the uniqueness result and the global-in-time regularity
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Figure 3.1: Admissible regularity exponents

result (in the low regularity regimes) in Subsection 3.2.3 and Subsection 3.2.4
respectively, where different regularity exponents for different unknowns are
permitted. The commutator estimates as well as the composition estimates
in Lemma 3.2.1 will play an important role, and the a priori estimates for
a general linear parabolic equation in Lemma 3.2.2 will be of independent
interest.

We conclude this introduction part with several remarks on the results in
Theorem 3.1.1.

Remark 3.1.1. To show the regularity results in the admissible exponent
range D as in (3.14), we only need to prove on

BDztp2, 0q, p1, 2qu and tp2, sq, ps ` 1, 2q|s P p0, 1qu,

since the admissible exponent range D (the grey area in Figure 3.1) is convex.

Remark 3.1.2 (Optimality of the regularity exponent ranges in Theorem
3.1.1). We are going to follow the standard procedure to show the existence of
weak solutions for L2-initial data by use of the a priori energy (in)equalities
(3.8) and (3.9) (see Subsection 3.2.1 below).

Under the lower-regularity assumption θ0 P Hs
x with 0 ă s ă 1, the

coefficients κ, µ are not expected to be continuous uniformly in time, and
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hence no uniqueness or Hs-regularity results for θ or Hs1, s1 ą 0-regularity
results for u are expected. Nevertheless with constant diffusion coefficients
(e.g. κ “ µ “ 1), the uniqueness result for the weak solutions holds true by
virtue of the L2

x-energy (in)equalities (similar as the classical global-in-time
well-posedness result for the classical two dimensional incompressible Navier-
Stokes equations). Furthermore, if κ “ 1 is a positive constant, then the
Hs
x, s P p0, 1q-Estimate for θ holds true, provided with u P L4

locpL
4
xpR2qq2 (or

with u0 P pL2pR2qq2), simply by an interpolation argument between (3.8) and
(3.13). Similarly if µ “ 1 is a positive constant, then the Hs

x, s ą 0-Estimate
for u holds true, provided with θ P L2

locpH
s´1
x pR2qq. Thus with constant

diffusion coefficients (e.g. κ “ µ “ 1), the Sobolev regularities

pθ0, u0q P pHs
pR2

qq ˆ pL2
pR2

qq
2 or pL2

pR2
qq ˆ pHs

pR2
qq

2, 0 ă s ď 1

can be propagated globally in time, and the admissible regularity exponent
set (3.14) extends itself indeed to the closed set consisting of all non-negative
admissible regularity exponents:

psθ, suq P tpsθ, suq Ă r0,8q ˆ r0,8q | su ´ 1 ď sθ ď su ` 2uztp2, 0qu.

In order to propagate the Hsθ , sθ ě 2-regularity of θ, we require the
transport term u ¨ ∇θ in the θ-equation to be at least in L2

locpr0,8q;Hsθ´1
x q,

which requires u P L2
locpr0,8q;Hsθ´1

x q and hence the initial assumption u0 P

Hsu with the restriction su ě sθ ´ 2 (as there is a gain of regularity of oder 1
when taking L2-norm in the time variable in general). Similarly, in order
the propagate the Hsu, su ě 2-regularity of u, we require the viscosity term
div pµSuq in the u-equation to be at least in L2

locpr0,8q;Hsu´1
x q, which requires

µSu P L2
locpr0,8q;Hsu

x q and hence the initial assumption θ0 P Hsθ with the
restriction sθ ě su ´ 1.

Concerning the endpoints p2, 0q or p1, 2q in the Figure 3.1, in general we
can not show the regularity results. Because the boundedness of

ˆ T

0

ˆ
R2

|∇∆η ¨ ∇u ¨ ∇η| dx dt or

ˆ T

0

ˆ
R2

|∇2µ ¨ Su ¨ ∇∆u| dx dt ,

is lacking with

pη, uq P L8
locpH

2
x ˆ pL2

xq
2
q X L2

locpH
3
x ˆ pH1

xq
2
q

or pη, uq P L8
locpH

1
x ˆ pH2

xq
2
q X L2

locpH
2
x ˆ pH3

xq
2
q,

as a consequence of the failure of the Sobolev embedding H1pR2q ­ãÑ L8pR2q.

Remark 3.1.3 (Precise Hs
x-Estimates in the high regularity regime). The

global-in-time regularity in the high regularity regime (3.14)-(3.15) follows
immediately from the following borderline a priori estimates:
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• If θ0 P HspR2q, u0 P pL2pR2qq2 with s P p1, 2q and the function a P C2
b pRq,

then

}θ}
2
L8
T H

s
x

` }∇θ}
2
L2
TH

s
x

ď Cpκ˚q}θ0}
2
Hs

x
ˆ

ˆ exp
´

Cpκ˚, s, }a}C2 , }θ}L8
T H

1
x
q
`

}∇u}
2
L2
TL

2
x

` }∇θ}
2
L2
TH

1
x

˘

¯

.
(3.16)

• If θ0 P H1pR2q, u0 P pHspR2qq2 with s P p0, 2q and the function b P C2
b pRq,

then

}u}
2
L8
T H

s
x

` }∇u}
2
L2
TH

s
x

ď Cpµ˚qp}u0}
2
Hs

x
` T }θ0}

2
L2
x

` }θ}
2
L2
TH

s´1
x

q

ˆ exp
´

Cpµ˚, s, }b}C2 , }θ}L8
T H

1
x
q
`

}∇u}
2
L2
TL

2
x

` }∇θ}
2
L2
TH

1
x

˘

¯

.
(3.17)

• If θ0 P H2pR2q, u0 P pHεpR2qq2 with ε P p0, 1q and the function a P

C2
b pRq, then

}θ}
2
L8
T H

2
x

` }∇θ}
2
L2
TH

2
x

ď Cpκ˚, }a}C2 , κ˚
q}θ0}

2
H2p1 ` }∇θ0}

2
L2q

ˆ exp
´

Cpκ˚, ε, }a}Lipqp}u}
2
L2
TH

1`ε
x

` }u}
4
L4
TL

4
x

` }∇θ}
4
L4
TL

4
x
q

¯

.
(3.18)

• If θ0 P H1`εpR2q and u0 P pH2pR2qq2 with ε P p0, 1q and the function
b P C2

b pRq, then

}u}
2
L8
T H

2
x

` }∇u}
2
L2
TH

2
x

ď p}u}
2
L8
T H

1
x

` }∇u}
2
L2
TH

1
x
q

` C
´

}∆u0}
2
L2
x

` }u}
2
L8
T H

1
xXL2

T
9H2
x
p}u}

2
L8
T H

1
xXL2

T
9H2
x

` }∇θ}
2
L2
TH

1`ε
x

q

` }∆θ}L2
TL

2
x
}∆u}L2

TL
2
x

¯

ˆ exp
´

C
`

}pu,∇θq}
4
L4
TL

4
x

` }∇2θ}
2
L2
TH

ε
x

˘

¯

.

(3.19)

where the constant C depends on µ˚, ε, }b}C2 , }θ}L8
T H

1`ε
x
, }∇θ}L2

TH
1
x
.

• If θ0 P HspR2q, u0 P pHs´2pR2qq2 with s ą 2 and the function a P Crss`1,
then for s P p2, 3q it holds

}θ}
2
L8
T H

s
x

` }∇θ}
2
L2
TH

s
x

ď Cpκ˚q}θ0}
2
Hs

x
ˆ

ˆ exp
´

Cpκ˚, s, a, }θ}L8
T L

8
x

qp}u}
2
L2
TH

s´1
x

` }∇θ}
2
L2
TL

8
x

q

¯

,
(3.20)

and for s ě 3 it holds

}θ}
2
L8
T H

s
x

` }∇θ}
2
L2
TH

s
x

ď Cpκ˚, sqp}θ0}
2
Hs

x
` }∇θ}

2
L8
T L

8
x

}∇u}
2
L2
TH

s´2
x

q

ˆ exppCpκ˚, s, a, }θ}L8
T L

8
x

qp}∇u}
2
L2
TL

8
x

` }∇θ}
2
L2
TL

8
x

qq.

(3.21)
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• If θ0 P Hs´1pR2q, u0 P pHspR2qq2 with s ą 2 and the function b P Crss`1,
then for s P p2, 3q it holds

}u}
2
L8
T H

s
x

` }∇u}
2
L2
TH

s
x

ď Cpµ˚qp}u0}
2
Hs

x
` T }θ}

2
L8
T H

s´1
x

q

ˆ exppCpµ˚, s, b, }θ}L8
T L

8
x

qp}∇u}
2
L2
TH

1
x

` }∇θ}
2
L2
TH

s´1
x

qq,
(3.22)

and for s ě 3 it holds

}u}
2
L8
T H

s
x

` }∇u}
2
L2
TH

s
x

ď Cpµ˚qp}u0}
2
Hs

x
` T }θ}

2
L8
T H

s´1
x

` }∇u}
2
L8
T L

8
x

}∇θ}
2
L2
TH

s´1
x

qˆ

ˆ exppCpµ˚, s, b, }θ}L8
T L

8
x

qp}∇u}
2
L2
TL

8
x

` }∇θ}
2
L2
TL

8
x

qq.

(3.23)

We are going to prove the above borderline estimates one by one in Subsection
3.2.4 below.

Remark 3.1.4 (L2-in time Estimate V.S. L1-in time Estimate). Instead
of the classical L8

t H
s
x X L1

tH
s`2
x -type estimate in the literature, we derive

L8
t H

s
xXL2

tH
s`1
x -type estimate here, since e.g. only the L2

t
9H1
x-a priori estimate

for the velocity vector field is available from the energy estimates (roughly
speaking, the L2

t -in time norm asks less spacial regularity on the coefficients).
See Lemma 3.2.2 below for the a priori Hs

x, s P p0, 2q-estimates for a general
linear parabolic equation with divergence-free L2

tH
1
x-velocity vector field, which

is of independent interest.
It is in general not true that θ P L1

tH
s`2
x (or u P L1

tH
s`2
x ) in the low

regularity regime, although it holds straightforward in the high regularity
regime.

Remark 3.1.5 (Remarks on the smoothness assumptions on the functions
a, b). It is common to assume smooth heat conductivity law and viscosity
law [PTBC08, p. I] in fluid models.

The Lipschitz continuity assumption a, b P Lip is enough for the H1 ˆ L2-
Estimates (3.12)-(3.13) in Theorem 3.1.1. As for the uniqueness result, due
to the following 9H1

x-Estimate for the difference of the diffusion coefficinets

}apθ1q ´ apθ2q} 9H1
x

ď }pa1
pθ1q ´ a1

pθ2qq∇θ1}L2
x

` }apθ2q∇pθ1 ´ θ2q}L2
x

ď }a1
}Lip}∇θ1}L4

x
}θ1 ´ θ2}L4

x
` }a}L8}∇pθ1 ´ θ2q}L2

x
,

the Lipschitz continuity assumptions a1, b1 P Lip are required.
The dependance on the function a of the constants C in (3.20)-(3.21)

reads precisely as (similarly for the constants in (3.22)-(3.23))

sup
k“0,¨¨¨ ,rss`1

sup
|y|ďc}θ}L8

T
L8
x

ˇ

ˇ

d

dyk
apyq

ˇ

ˇ,
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and hence only a P Crss`1 instead of a P C
rss`1
b is required.

For the integer regularity exponents, we can simply derive the energy
estimates by integration by parts (instead of the application of the commutator
estimates or the composition estimates in Lemma 3.2.1 below), such that the
requirement for a P Crsθs`1 and b P Crsus`1 can be relaxed.

3.2 Proofs of existence, uniqueness and regu-

larity

Recall the Cauchy problem for the two dimensional Boussinesq equations
(3.1)-(3.3)

$

’

’

’

&

’

’

’

%

Btθ ` u ¨ ∇θ ´ divpκ∇θq “ 0,

Btu ` u ¨ ∇u ´ divpµSuq ` ∇Π “ θe⃗2,

div u “ 0,

pθ, uq |t“0“ pθ0, u0q,

(3.24)

where κ “ apθq P C1
b pR; rκ˚, κ

˚sq, µ “ bpθq P C1
b pR; rµ˚, µ

˚sq with κ˚, κ
˚, µ˚, µ

˚

four positive constants.
We are going to show the existence result in Theorem 3.1.1 in Subsection

3.2.1. We derive of the a priori Hs
x, s P p0, 2q-Estimate for a general linear

parabolic equation in Subsection 3.2.2. The uniqueness as well as the global-
in-time regularity results in Theorem 3.1.1 in Subsection 3.2.3, and Subsection
3.2.4 respectively.

Recall the definition of the } ¨ }Lq
TXx

-norm in (3.11). The Gagliardo-
Nirenberg’s inequality

∥f∥L4
TL

4
xpR2q ď C∥f∥

1
2

L2
TL

2
xpR2q

∥∇f∥
1
2

L2
TL

2
xpR2q

(3.25)

as well as the equivalence relations between the norms

}Su}
2
L2
xpR2q “ 2}∇u}

2
L2
xpR2q if divu “ 0,

∥∆η∥L2
xpR2q „ ∥∇2η∥L2

xpR2q

(3.26)

will be used freely in the proof.

3.2.1 Existence of weak solutions

We will follow the standard procedure to show the existence of the weak
solutions under the initial condition

pθ0, u0q P L2
pR2

q ˆ pL2
pR2

qq
2,

namely
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Step 1 We construct a sequence of approximate solutions, which satisfy the
energy estimates uniformly.

Step 2 We show the convergence of this approximate solution sequence to a
weak solution and study the property of the weak solution.

We are going to sketch the proof and pay attention to the low-regulartiy
assumptions.

Step 1: Construction of approximate solutions with uniform bounds
We use the Friedrich’s method to construct a sequence of approximate

solutions. We consider the following system of pθn, unq

$

’

&

’

%

Btθn ` Pnpun ¨ ∇θnq ´ Pn divpκn∇θnq “ 0,

Btun ` PnPpun ¨ ∇unq ´ PnP divpµnSunq “ Ppθne⃗2q,

unp0, xq “ Pnu0pxq, θnp0, xq “ Pnθ0pxq,

(3.27)

where κn “ apθnq and µn “ bpθnq. The operator Pn, n P N, is the low-
frequency cut-off operator which is defined as follows

Pnfpxq “ F´1
p1BnpξqFfpξqqpxq,

where Bn Ă R2 is the disk with center at 0 and radius n, and F ,F´1 are
the standard Fourier and inverse Fourier transformations. The operator P
in (3.27) denotes the Leray-Helmholtz projector on R2, which decomposes
the tempered distributions v P S 1pR2;R2q into div-free and curl-free parts as
follows

v “ ∇KV1 ` ∇V2, (3.28)

where

∇KV1 “ ´∇K
p´∆q

´1∇K
¨ v “: Pv, ∇V2 “ ´∇p´∆q

´1∇ ¨ v “ p1 ´ Pqv

with ∇K “ pBx2 , ´Bx1qT . Notice that P maps LppR2;R2q into itself for any
p P p1,8q and it is commutative with the projection operator Pn.

We define the Banach spaces L2
n and L2,σ

n as following

L2
npR2

q “ tf P L2
pR2

q | f “ Pnfu,

L2,σ
n pR2

q “ tf P pL2
npR2

qq
2

| div xpfq “ 0u.

The system (3.27) turns out to be an ordinary differential equation system in
L2
npR2q ˆ L2,σ

n pR2q. Indeed, the following estimates hold

}Pnpun ¨ ∇θnq ´ Pn divpκn∇θnq}L2
x

ď Cn3
p}un}L2

x
` κ˚

q}θn}L2
x
,

}PnPpun ¨ ∇unq ´ PnP divpµnSunq}L2
x

ď Cn3
p}un}L2

x
` µ˚

q}un}L2
x
.
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Hence, for any n P N, there exists Tn ą 0 such that the system (3.27) has a
solution pθn, unq P Cpr0, Tns;L2

npR2qq ˆ Cpr0, Tns;L2,σ
n pR2qq.

We take the L2pR2q-inner product of the equation (3.27)1 and θn to derive

1

2

d

dt

ˆ
R2

θ2n `

ˆ
R2

κn|∇θn|
2

“ 0.

Then the following uniform estimate for pθnq holds

1

2
}θn}

2
L8
T L

2
x

` κ˚}∇θn}
2
L2
TL

2
x
dt ď

1

2
}Pnθ0}

2
L2
x

ď
1

2
}θ0}

2
L2
x
, @T ą 0. (3.29)

Similarly we take the L2pR2q-inner product of the equation (3.27)2 and un to
derive

1

2

d

dt
}un}

2
L2
x

`
1

2
}µnSun}

2
L2
x

ď }θn}L2
x
}un}L2

x
ď

1

2
pT }θn}

2
L2
x

`
1

T
}un}

2
L2
x
q,

for all positive times T ą 0, and thus by Gronwall’s inequality we arrive at
the following uniform estimate for punq (noticing }Sun}2L2

x
“ 2}∇un}2L2

x
)

1

2
}un}

2
L8
T L

2
x

` µ˚}∇un}
2
L2
TL

2
x

ď
e

2
pT }θ0}

2
L2
x

` }u0}
2
L2
x
q, @T ą 0. (3.30)

Thus the approximate solutions pθn, unq exist for all positive times.

Step 2: Passing to the limit
By the above uniform bounds (3.29)-(3.30) there exists a subsequence, still

denote by pθn, unq, converging weakly to a limit pθ, uq P L8
locpr0,8q; pL2

xq3q X

L2
locpr0,8q; pH1

xq3q:

θn
˚

á θ in L8
locpr0,8q;L2

pR2
qq, ∇θn á ∇θ in L2

locpr0,8q; pL2
pR2

qq
2
q,

un
˚

á u in L8
locpr0,8q; pL2

pR2
qq

2
q, ∇un á ∇u in L2

locpr0,8q; pL2
pR2

qq
4
q.

Since by the Gagliardo-Nirenberg’s inequality pθn, unq is a bounded sequence
in L4

TL
4
x for any T ą 0, the sequence of the time derivatives pBtθn, Btunq is

bounded in L2
T pH´1

x q (by use of the equations in (3.27)), and hence tpθn, unqu

is relatively compact in LpTL
2
xpBRq for any fixed disk BR Ă R2 and p P r1,8q,

which implies the pointwise convergence (up to a subsequence)

θn Ñ θ, un Ñ u for almost every t P R`, x P R2,

as well as the convergence of the nonlinear terms (noticing e.g. unφ Ñ uφ in
L4
TL

4
x for fixed φ P C8

c pp0, T q ˆ R2q)

unθn Ñ uθ, un b un Ñ u b u in D1
pp0, T q ˆ R2

q and hence weakly in L2
TL

2
x.
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Consequently, κn “ apθnq Ñ κ “ apθq and µn “ bpθnq Ñ µ “ bpθq almost
everywhere and

κn∇θn á κ∇θ, µnSun á µSu in L2
TL

2
x.

Thus the equation (noticing Pn Ñ Id as an operator from HspR2q to itself)

Btθ ` div puθq ´ div pκ∇θq “ 0 holds in L2
locpp0,8q;H´1

x pR2
qq,

and we can test it by θ P L2
locpr0,8q;H1

xq to arrive at the energy equality
(3.8) for θ, such that θ|t“0 “ θ0 and θ P Cpr0,8q;L2

xq hold true.
Similarly, the equation

Btu ` Pdiv pu b u ´ µSuq “ Ppθe⃗2q holds in L2
locpp0,8q; pH´1

x pR2
qq

2
q,
(3.31)

and we can test it by the divergence-free velocity field u P L2
locpp0,8q; pH1

xpR2qq2q

to arrive at the energy equality (3.9), which implies u P Cpr0,8q; pL2
xpR2qq2q

and u|t“0 “ u0. We take the solution Π of the Poisson equation

∆Π “ div p1 ´ Pqpθe⃗2 ´ div pu b u ´ µSuqq (3.32)

under the renormalisation condition
´
B1

Πdx “ 0, such that

∇Π “ p1 ´ Pqpθe⃗2 ´ div pu b u ´ µSuqq P L2
locpp0,8q; pH´1

x pR2
qq

2
q,

and the equation (3.10) holds in L2
locpp0,8q; pH´1

x pR2qq2q.

3.2.2 Estimates for the general parabolic equations

In this subsection, we will derive a priori Hs
x, s P p0, 2q-Estimate for a general

linear parabolic equation. We are going to use these a priori estimates to
establish the uniqueness and regularity results of the Boussinesq equation
(3.1) in Subsection 3.2.3, and Subsection 3.2.4 respectively.

For readers’ convenience we recall here briefly the Littlewood-Paley dyadic
decomposition and the definition of the HspRnq-norms (see e.g. Chapter 2 in
the book [BCD11] for more details). We fix a nonincreasing radial function
χ P C8

c pB 4
3
q with χpxq “ 1 for x P B1, where Br Ă Rn denotes the ball

centered at 0 with radius r. We define the function φpξq “ χp
ξ
2
q ´ χpξq and

φjpξq “ φp2´jξq with j ě 0. We do the Littlewood-Paley decomposition in
the following way

g “ ∆´1g `
ÿ

jě0

∆jg, (3.33)
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where

Fp∆´1gqpξq “ χpξqFpgqpξq, Fp∆jgqpξq “ φjpξqFpgqpξq, j ě 0,

and F denotes the Fourier transform. We have the following Bernstein’s
inequalities for some universal constant C (depending only on n)

}∆´1g}L2pRnq ď C}g}L2pRnq,

C´12j}∆jg}L2pRnq ď }∇p∆jgq}L2pRnq ď C2j}∆jg}L2pRnq, @j ě 0. (3.34)

Let s ě 0 and p, r ě 1. We define the nonhomogeneous Besov spaces Bs
p,rpR

nq

as the spaces consisting of all tempered distributions g P S 1pRnq satisfying

}g}Bs
p,rpRnq “

›

›p2js}∆jg}LppRnqqjě´1

›

›

lr
ă 8.

The inhomogeneous Sobolev spaces HspRnq “ Bs
2,2pR

nq can be defined by

Hs
pRnq “ tg P S 1

pRnq | }g}HspRnq “

´

ˆ
Rn

p1 ` |ξ|
2
q
s
2 |Fpgqpξq|

2 dξ
¯1{2

ă 8u,

where the HspRnq-norm reads in terms of Littlewood-Paley decomposition as
follows

}g}HspRnq „ }g}L2pRnq `

´

ÿ

jě0

22js}∆jg}
2
L2pRnq

¯
1
2
. (3.35)

It is straightforward to derive the following interpolation inequality

}u}Htσ ď C}u}
1´σ
Ht0

}u}
σ
Ht1 , where tσ “ p1 ´ σqt0 ` σt1, σ P r0, 1s. (3.36)

We are going to use the following known estimates to control the nonlinear
terms in the Boussinesq system (3.1).

Lemma 3.2.1. We have the following commutator, product and composition
estimates.

(1) [DL12, Proposition 2.4] In the low regularity regime where ps, νq P R2

satisfy
´1 ă s ă ν ` 1, and ´ 1 ă ν ă 1,

the following commutator estimate holds true (in R2):

}
`

2js}rϕ,∆js∇ψ}L2pR2q

˘

jě´1
}l1 ď C}∇ϕ}HνpR2q}∇ψ}Hs´νpR2q, (3.37)

where C is a constant depending only on s, ν.
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(2) [BCD11, Lemma 2.100] For any s ą 0, the following commutator estimate
holds true

}
`

2js}rϕ,∆js∇ψ}L2pRnq

˘

jě´1
}l1

ď C
`

}∇ϕ}L8pRnq}∇ψ}Hs´1pRnq ` }∇ϕ}Hs´1pRnq}∇ψ}L8pRnqq.
(3.38)

(3) [DL12, Proposition 2.3] In the low regularity regime if s1, s2 ă 1, and
s1 ` s2 ą 0, the following product estimate holds true

}ϕψ}Hs1`s2´1pR2q ď C}ϕ}Hs1 pR2q}ψ}Hs2 pR2q. (3.39)

(4) [BCD11, Corollary 2.86] For any s ą 0, the following product estimate
holds true

}ϕψ}HspRnq ď C
`

}ϕ}L8pRnq}ψ}HspRnq ` }ϕ}HspRnq}ψ}L8pRnqq.

(5) [BCD11, Theorem 2.87 & Theorem 2.89] For any s ą 0 and g P Ck`1

with k “ rss P N, the following composition estimate holds true

}∇pg ˝ θq}Hs´1pRnq ď Cpg, }θ}L8pRnqq}∇θ}Hs´1pRnq. (3.40)

If g P Ck`1
b with k “ rss P N, then the above estimate can be improved in

the spacial dimension two as follows

}∇pg ˝ θq}Hs´1pR2q ď Cp}g}Ck`1 , }θ}H1pR2qq}∇θ}Hs´1pR2q. (3.41)

The commutator estimate (3.37) will present its power in the low regularity
regime, and the classical commutator estimate (3.38) will help in the high
regularity regime (see Subsection 4 below).

The composition estimate (3.41) will help to bound the diffusion coeffi-
cients κ, µ in terms of θ in the low regularity regime, where only H1pR2q-norm
(instead of L8

x -norm) of θ is available, which will be used in Subsection 3.2.3
and Subsection 3.2.4 intensively.

We derive in this paragraph a priori Hs, s P p0, 2q-Estimates for a general
linear parabolic equation, which should be of independent interest.

Lemma 3.2.2. Let ψ “ ψpt, xq : r0,8q ˆ R2 ÞÑ Rm, m ě 1 be a smooth
solution with sufficiently decay of the following linear parabolic equation

#

Btψ ` u ¨ ∇xψ ´ divxpκ∇xψq “ f,

ψ|t“0 “ ψ0,
(3.42)

where
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• u “ upt, xq : R` ˆ R2 ÞÑ R2 is a given divergence-free vector field:
div xu “ 0;

• κ “ κpt, xq : R` ˆ R2 Ñ rκ˚, κ
˚s with κ˚, κ

˚ P p0,8q;

• f “ fpt, xq : R` ˆ R2 ÞÑ Rm denotes the given external force.

Then the following a priori Hs
x-Estimates for (3.42) holds true:

}ψ}
2
L8
T H

s
x

` }∇ψ}
2
L2
TH

s
x

ď Cpκ˚q

´

}ψ0}
2
Hs

x
` }f}

2
L2
TH

s´1
x

¯

ˆ

ˆ exp
´

Cpκ˚, s, νqp}∇u}
2
L2
TL

2
x

` }∇κ}
2{ν

L
2
ν
T H

ν
x

` }f}L1
TH

´s
x

q

¯

for any s P p0, 2q and ν P ps ´ 1, 1q Ă p´1, 1q.

(3.43)

Proof. It is straightforward to derive the following L2
x-Estimate by simply

taking the L2pR2q inner product of the equation (3.42) and ψ itself

}ψ}
2
L8
T L

2
x

` }∇ψ}
2
L2
TL

2
x

ď Cpκ˚q

´

}ψ0}
2
L2
x

`

ˆ T

0

xψ, fyHs
x,H

´s
x
dt
¯

, @s P R.

(3.44)
We next consider the a priori estimates for the HspR2q-norm. By virtue of

the description (3.35) of the HspR2q-norm, we consider the dyadic piece of ψ:

ψj :“ ∆jψ, j ě 0. (3.45)

where the operator ∆j is defined in (3.33). We apply ∆j to the linear ψ-
equation to derive the equation for ψj:

Btψj ` u ¨ ∇ψj ´ divpκ∇ψjq “ ru,∆js ¨ ∇ψ ´ div prκ,∆js∇ψq ` fj, j ě 0.
(3.46)

We take the L2 inner product of the equation (3.46) and ψj and make use of
divu “ 0 and κ ě κ˚ to derive

1

2

d

dt
}ψj}

2
L2
x

` κ˚}∇ψj}2L2
x

ď }ψj}L2
x
}ru,∆js ¨ ∇ψ}L2

x

` }∇ψj}L2
x
}rκ,∆js∇ψ}L2

x
` }fj}L2

x
}ψj}L2

x
, j ě 0.

By use of Bernstein’s inequality (3.34) we have

d

dt
}ψj}

2
L2
x

` 22j}ψj}
2
L2
x

ďCpκ˚q}ψj}L2
x

`

}ru,∆js ¨ ∇ψ}L2
x

` 2j}rκ,∆js∇ψ}L2
x

` }fj}L2
x

˘

,
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that is,

d

dt
}ψj}L2

x
` 22j}ψj}L2

x

ďCpκ˚q
`

}ru,∆js ¨ ∇ψ}L2
x

` 2j}rκ,∆js∇ψ}L2
x

` }fj}L2
x

˘

, j ě 0.
(3.47)

We make use of the commutator estimate (3.37) in Lemma 3.2.1 to
estimate the commutators }ru,∆js ¨∇ψ}L2

x
and 2j}rκ,∆js∇ψj}L2

x
in the above

inequality in the following way. Let pljqjě0 be a normalised sequence in ℓ1pNq

such that lj ě 0 and
ř

jě0 lj “ 1. Then we have

}ru,∆js∇ψ}L2 ď Cpsqlj2
jp1´sq

}∇u}L2
x
}∇ψ}Hs´1

x
, for s P p0, 2q,

2j}rκ,∆js∇ψ}L2
x

ď Cps, νqlj2
jp1´sq

}∇κ}Hν
x
}∇ψ}Hs´ν

x

for ν P p´1, 1q, s P p´1, ν ` 1q.

(3.48)

Therefore we have

d

dt
}ψj}L2

x
` 22j}ψj}L2

x

ď Cpκ˚, s, νqlj2
jp1´sq

`

}∇u}L2
x
}∇ψ}Hs´1

x
` }∇κ}Hν

x
}∇ψ}Hs´ν

x

˘

` Cpκ˚q}fj}L2
x

for ν P p´1, 1q, s P p0, ν ` 1q, j ě 0.

We use Duhamel’s Principle to derive

}ψj}L2
x

ď e´t22j
}pψ0qj}L2

x
` Cpκ˚q

ˆ t

0

e´pt´τq22j
}fjpτq}L2

x
dτ

` Cpκ˚, s, νq2jp1´sqlj

ˆ t

0

e´pt´τq22j
`

}∇upτq}L2
x
}∇ψpτq}Hs´1

x

` }∇κpτq}Hν
x
}∇ψpτq}Hs´ν

x

˘

dτ, j ě 0.

(3.49)

We multiply the inequality (3.49) by 2js to derive

2js}ψj}L2
x

ď 2jse´t22j
}pψ0qj}L2

x
` Cpκ˚q2js

ˆ t

0

e´pt´τq22j
}fj}L2

x
dτ

` Cpκ˚, s, νq2jlj

ˆ t

0

e´pt´τq22j
`

}∇upτq}L2
x
}∇ψpτq}Hs´1

x

` }∇κpτq}Hν
x
}∇ψpτq}Hs´ν

x

˘

dτ, j ě 0.

(3.50)

We take L8pr0, T sq-norm in t of (3.50) and the L2pr0, T sq-norm in t of 2j¨(3.50),
to derive by use of Young’s inequality that

2js}ψj}L8
T L

2
x

` 2jps`1q
}ψj}L2

TL
2
x

ď 2js}pψ0qj}L2
x

` Cpκ˚q2jps´1q
}fj}L2

TL
2
x

` Cpκ˚, s, νqlj

›

›

›
}∇u}L2

x
}∇ψ}Hs´1

x
` }∇κ}Hν

x
}∇ψ}Hs´ν

x

›

›

›

L2
T

.
(3.51)
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We take square of (3.51) and sum them up for j P N to derive

ÿ

jě0

´

22js}ψj}
2
L8
T L

2
x

` 22jps`1q
}ψj}

2
L2
TL

2
x

¯

≲κ˚,s,ν

ÿ

jě0

´

22js}pψ0qj}
2
L2
x

` 22jps´1q
}fj}

2
L2
TL

2
x

¯

`

ˆ T

0

}∇u}
2
L2
x
}∇ψ}

2
Hs´1

x
` }∇κ}

2
Hν

x
}∇ψ}

2
Hs´ν

x
dt, j ě 0,

that is, by virtue of the L2-estimate (3.44),

}ψ}
2
L8
T H

s
x

` }∇ψ}
2
L2
TH

s
x
≲κ˚,s,ν

´

}ψ0}
2
Hs

x
` }f}

2
L2
TH

s´1
x

`

ˆ T

0

}ψ}Hs
x
}f}H´s

x
dt

`

ˆ T

0

}∇u}
2
L2
x
}∇ψ}

2
Hs´1

x
` }∇κ}

2
Hν

x
}∇ψ}

2
Hs´ν

x
dt
¯

.

(3.52)
We next consider the norm }∇ψ}Hs´ν

x
. By the interpolation inequality (3.36)

we have
}∇ψ}Hs´ν

x
ď C}∇ψ}

ν
Hs´1

x
}∇ψ}

1´ν
Hs

x
, ν P p0, 1q,

which implies by Young’s inequality that

ˆ T

0

}∇κ}
2
Hν

x
}∇ψ}

2
Hs´ν

x
dt ď

ˆ T

0

}∇κ}
2
Hν

x
}∇ψ}

2ν
Hs´1

x
}∇ψ}

2p1´νq

Hs
x

dt

ď ε}∇ψ}
2
L2
TH

s
x

` Cε

ˆ T

0

}∇κ}
2{ν
Hν

x
}∇ψ}

2
Hs´1

x
dt.

To conclude, by taking ε small enough and Gronwall’s inequality, we derive
the Hs-Estimate (3.43).

3.2.3 Energy estimates & Uniqueness of the weak solu-
tions

We first introduce a scalar function η, which is given in terms of the tempera-
ture function as follows (recalling κ “ apθq P C1

b pR; rκ˚, κ
˚sq)

η “ Apθq, with Apzq :“

ˆ z

0

apαq dα the primitive function of a. (3.53)

As A1pθq “ apθq ě κ˚ ą 0, the function A is invertible and we can write

θ “ A´1
pηq, (3.54)
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where pA´1q1pηq “ 1
apA´1pηqq

ď 1
κ˚ . We have the following equivalence relations

3

κ˚}θ}L2
x

ď }η}L2
x

ď κ˚
}θ}L2

x
,

κ˚}∇θ}L2
x

ď }∇η}L2
x

“ }apθq∇θ}L2
x

ď κ˚
}∇θ}L2

x
,

κ˚}Btθ}L2
x

ď }Btη}L2
x

“ }apθqBtθ}L2
x

ď κ˚
}Btθ}L2

x
,

}∇2η}L2
x

ď }a}Lip}∇θ}
2
L4
x

` κ˚
}∇2θ}L2

x
ď pC}a}Lip}∇θ}L2

x
` κ˚

q}∇2θ}L2
x
,

}∇2θ}L2
x

ď
}a}Lip

κ3˚
}∇η}

2
L4
x

`
1

κ˚

}∇2η}L2
x

ď pC
}a}Lip

κ3˚
}∇η}L2

x
`

1

κ˚

q}∇2η}L2
x
.

(3.55)

That is,
θpt, ¨q P Hk

xpR2
q ô ηpt, ¨q P Hk

xpR2
q, k “ 0, 1, 2. (3.56)

Let pθ, uq P Cpr0,8q; pL2pR2qq3q X L2
locpr0,8q; pH1pR2qq3q be a weak solu-

tion of the Cauchy problem (3.24) in the sense of Definition 3.1.1 with

Btθ ` u ¨ ∇θ ´ div pκ∇θq “ 0 holding in L2
locpr0,8q;H´1

x pR2
qq. (3.57)

Since Y :“ L8
t,xpr0,8q ˆ R2q XL2

locpr0,8q;H1
xpR2qq is an algebra (in the sense

that the product of any two elements in Y still belongs to Y ), we can multiply
the above θ-equation by κ “ apθq (with apθq ´ ap0q P Y ), to arrive at the
parabolic equation for η “ Apθq P Cpr0,8q;L2pR2qq X L2

locpr0,8q;H1pR2qq:

Btη ` u ¨ ∇η ´ κ∆η “ 0 holding in the dual space Y 1. (3.58)

We are going to derive the H1-Estimate for η (and hence for θ 4) as well
as the L2-Estimate for u first. Then we will show the uniqueness result of the
weak solutions by considering the difference of two possible weak solutions in
H1`δpR2q ˆ pHδpR2qq2 Ă H1pR2q ˆ pL2pR2qq2 with ´1 ă δ ă 0.

H1 ˆ L2-Estimate for pθ, uq

By virtue of the energy equalities (3.8) and (3.9) and the derivation of the
uniform estimates (3.29) and (3.30), we have the L2-Estimate

}θ}
2
L8
T L

2
x

` }∇θ}
2
L2
TL

2
x

ď Cpκ˚q}θ0}
2
L2 , (3.59)

3We can easily compute

∇η “ apθq∇θ, ∇θ “
1

apA´1pηqq
∇η,

∇2η “ a1pθq∇θ b ∇θ ` apθq∇2θ, ∇2θ “ ´
a1pA´1pηqq

a3pA´1pηqq
∇η b ∇η `

1

apA´1pηqq
∇2η.

4The introduction of the η-function makes the derivation of the H1-Estimate for θ
straightforward (and possible).
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and the L2-Estimate (3.12) for u. By Gagliardo-Nirenberg’s inequality (3.25)
it holds

}u}L4
TL

4
x

ď Cpµ˚q
`

?
T }θ0}L2 ` }u0}L2

˘

. (3.60)

We assume a priori that the function η is smooth and decay sufficiently
fast at infinity. We test the η-equation (3.58) by ∆η to derive by integration
by parts that

1

2

d

dt

ˆ
R2

|∇η|
2 dx `

ˆ
R2

κ|∆η|
2 dx “

ˆ
R2

u ¨ ∇η∆η dx ď }u}L4
x
}∇η}L4

x
}∆η}L2

x
.

By Gagliardo-Nirenberg’s inequality (3.25), the equivalence ∥∆η∥L2
xpR2q „

∥∇2η∥L2
xpR2q and Young’s inequality we arrive at

1

2

d

dt

ˆ
R2

|∇η|
2 dx `

κ˚

2

ˆ
R2

|∆η|
2 dx ď Cpκ˚q}u}

4
L4
x
∥∇η∥2L2

x
.

Gronwall’s inequality gives

}∇ηpT q}
2
L2
x

` }∇2η}
2
L2
TL

2
x

ď Cpκ˚q}∇η0}2L2
x
exppCpκ˚q}u}

4
L4
TL

4
x
q

for any positive time T ą 0. Thus by the η-equation

}Btη}L2
TL

2
x

“ }u ¨ ∇η ´ κ∆η}L2
TL

2
x

ď }u}L4
TL

4
x
}∇η}L4

TL
4
x

` κ˚
}∆η}L2

TL
2
x

ď Cpκ˚, κ
˚
q}∇η0}L2

x
exppCpκ˚q}u}

4
L4
TL

4
x
q.

By virtue of the equivalence relation (3.55):

}∇θ}
2
L8
T L

2
x
`}∇2θ}

2
L2
TL

2
x

ď Cpκ˚, }a}Lipqp}∇η}
2
L8
T L

2
x
`p1`}∇η}

2
L8
T L

2
x
q}∇2η}

2
L2
TL

2
x
q

and (3.59)-(3.60), we have the a priori H1-Estimate (3.13) for θ:

}θ}
2
L8
T H

1
x

` }∇θ}
2
L2
TH

1
x

` }Btθ}
2
L2
TL

2
x

ď Cpκ˚, }a}Lip, κ
˚
q}θ0}

2
H1p1 ` }∇θ0}2L2q exppCpκ˚q}u}

4
L4
TL

4
x
q.

(3.61)

Therefore both the parabolic equations (3.57) and (3.58) for θ and η hold
in L2

locpr0,8q;L2pR2qq. A standard density argument ensures the H1-Estimate
(3.13) for θ, and hence θ P Cpr0,8q;H1

xpR2qq.

Proof of uniqueness

Let pθ1, u1,Π1q and pθ2, u2,Π2q be two weak solutions of the Cauchy problem
(3.24) with the same initial data pθ0, u0q P H1pR2q ˆ pL2pR2qq2, which satisfy
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the energy estimates (3.12)-(3.13). Recall (3.53) for the definition of the
function A, and we set

η1 “ Apθ1q, η2 “ Apθ2q.

We consider the difference

p 9η, 9u,∇ 9Πq “ pη1 ´ η2, u1 ´ u2,∇Π1 ´ ∇Π2q,

which lies in
`

Cpr0,8q;H1
pR2

qq X L2
locpr0,8q;H2

pR2
qq
˘

ˆ
`

Cpr0,8q; pL2
pR2

qq
2
q X L2

locpr0,8q; pH1
pR2

qq
2
q
˘

ˆ L2
locpr0,8q; pH´1

pR2
qq

2
q
˘

.

The goal of this paragrah is to derive the Hδ`1 ˆ Hδ-Estimate for p 9η, 9uq

with ´1 ă δ ă 0 to show p 9η, 9uq “ p0, 0q.
Notice that for a divergence free fled v we have div pub vq “ v ¨∇u, where

ub v “ puivjq1ďi,jď2. In this paragraph, we write div pubuq instead of u ¨∇u.
Then p 9η, 9u,∇ 9Πq satisfies the following Cauchy problem
$

’

’

’

&

’

’

’

%

Bt 9η ` u1 ¨ ∇ 9η ´ κ1∆ 9η “ 9κ∆η2 ´ 9u ¨ ∇η2,
Bt 9u ` div p 9u b u1q ´ divpµ1S 9uq ` ∇ 9Π “ 9θe⃗2 ´ div pu2 b 9uq ` divp 9µSu2q,

div 9u “ 0,

p 9η0, 9u0q “ p0, 0q,
(3.62)

where

κ1 “ apθ1q, µ1 “ bpθ1q, 9θ “ θ1 ´ θ2, 9κ “ apθ1q ´ apθ2q, 9µ “ bpθ1q ´ bpθ2q.

Similarly as in (3.55) we have the following equivalence relationships

κ˚} 9θ}L2
x

ď } 9η}L2
x

ď κ˚
} 9θ}L2

x
,

}∇ 9η}L2
x

ď }a}Lip}∇θ1}L4
x
} 9θ}L4

x
` κ˚

}∇ 9θ}L2
x
,

}∇ 9θ}L2
x

ď
}a}Lip

κ3˚
}∇η1}L4

x
} 9η}L4

x
`

1

κ˚

}∇ 9η}L2
x
.

(3.63)

Moreover, we have the equivalence estimate of 9θ and 9η in the Sobolev space
Hδ`1pR2q, ´1 ă δ ă 0. We first use the commutator estimate (3.37) to derive
the following product inequality with ´1 ă s ă 1, p, q P r1,8s and 1

p
` 1

q
“ 1

2

}φψ}HspR2q ď }
`

2js}∆jpφψq}L2pRnq

˘

jě´1
}l2

ď}
`

2js}φ∆jψ}L2pR2q

˘

jě´1
}l2 ` }

`

2js}rφ,∆jsψ}L2pR2q

˘

jě´1
}l2

≲}φ}LppR2q}ψ}Bs
q,2pR2q ` }∇φ}L2pR2q}ψ}HspR2q.

(3.64)
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Now we are ready to estimate 9θ and 9η. We recall the definition of η as in
(3.53) and write

9η “ 9θ

ˆ 1

0

apθ2 ` τ 9θq dτ and 9θ “ 9η

ˆ 1

0

1

pa ˝ A´1qpη2 ` τ 9ηq
dτ. (3.65)

By using the product estimate (3.64) with pp, qq “ p8, 2q, we have

C´1
} 9θ}HspR2q ď } 9η}HspR2q ď C} 9θ}HspR2q, ´1 ă s ă 1, (3.66)

where C “ Cpκ˚, κ˚, }a}Lip, }pθ1, θ2q}H1pR2qq. Correspondingly by using the
composition estimate (3.41), we have

}p 9κ, 9µq}L2
x

ď Cp}pa, bq}Lip, κ˚q} 9η}L2
x
,

}∇p 9κ, 9µq}Hs´1
x

ď Cpκ˚, κ
˚, }pa, bq}Lip, }pθ1, θ2q}H1pR2qq}∇ 9η}Hs´1

x
.

(3.67)

We are going to follow exactly the procedure in Subsection 3.2.2 to derive
the Hδ`1 ˆ Hδ-Estimate for p 9η, 9uq with ´1 ă δ ă 0.

(i) Hδ`1´estimate of 9η, ´1 ă δ ă 0.
Similarly as (3.47), we have the following preliminary estimate for
9ηj “ ∆j 9η with j ě 0:

d

dt
}ηj}

2
L2
x

` 22j}ηj}
2
L2
x
≲κ˚

} 9ηj}L2
x

`

}∆jp 9κ∆η2q}L2
x

` }∆jp 9u ¨ ∇η2q}L2
x

` }ru1,∆js∇ 9η}L2
x

` }rκ1,∆js∆ 9η}L2
x

˘

`

ˆ
R2

| 9ηj∇κ1 ¨ ∇ 9ηj| dx.

(3.68)
By using Gagliardo-Nirenberg’s inequality (3.25) and Young’s inequality,
we have

ˆ
R2

| 9ηj∇κ1 ¨ ∇ 9ηj| dx ď}∇ 9ηj}L2
x
} 9ηj}L4

x
}∇κ1}L4

x

ďC}∇ 9ηj}
3
2

L2
x
} 9ηj}

1
2

L2
x
}∇κ1}L4

x

ďε}∇ 9ηj}
2
L2
x

` Cpεq}∇ 9ηj}L2
x
} 9ηj}L2

x
}∇κ1}2L4

x
,

where ε ą 0 is a sufficient small constant. By using the commutator
estimate (3.37) we have the following estimate with δ P p´1, 0q

}ru1,∆js∇ 9η}L2
x

ď Clj2
´jδ

}∇u1}L2
x
}∇ 9η}Hδ

x
,

}rκ1,∆js∆ 9η}L2
x

ď Clj2
´jδ

}∇κ1}
H

1
2
x

}∆ 9η}
H

δ´ 1
2

x

.
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We follow a similar argument as (3.49)-(3.52), and similarly bound
}∆´1 9η}L8

T L
2
x

` }∆´1∇ 9η}L2
TL

2
x
to arrive at

} 9η}
2
L8
T H

δ`1
x

` }∇ 9η}
2
L2
TH

δ`2
x

ď Cpκ˚q

ˆ T

0

}ηj}
2
Hδ

x
}∇κ1}4L4

x
` } 9κ∆η2}

2
Hδ

x
` } 9u ¨ ∇η2}

2
Hδ

x
dt

` Cpk˚, δq

ˆ T

0

}∇u1}2L2
x
}∇ 9η}

2
Hδ

x
` }∇κ1}2

H
1
2
x

}∆ 9η}
2

H
δ´ 1

2
x

dt .

(3.69)

By interpolation inequality (3.36) we have

}∇κ1}
2

H
1
2
x

}∆ 9η}
2

H
δ´ 1

2
x

ď C}∇κ1}2
H

1
2
x

} 9η}Hδ`1
x

} 9η}Hδ`2
x

ď ε}∇ 9η}
2
Hδ`1

x
` Cpεq} 9η}

2
Hδ`1

x
p}∇κ1}4

H
1
2
x

` 1q.

We use the product estimate (3.39) and the equivalence relation (3.66)
to show

} 9κ∆η2}
2
Hδ

x
ď C} 9κ}

2
Hδ`1

x
}∆η2}

2
L2
x

ď C} 9η}
2
Hδ`1

x
}∆η2}

2
L2
x
,

and the product estimate (3.64) with pp, qq “ p4, 4q implies

} 9u ¨ ∇η2}2Hδ
x
≲ } 9u}

2
Bδ

4,2
}∇η2}2L4

x
` } 9u}

2
Hδ

x
}∇η2}

2
H1

x

≲ } 9u}Hδ
x
} 9u}Hδ`1

x
}∇η2}2L4

x
` } 9u}

2
Hδ

x
}∇η2}2H1

x

ď ε}∇ 9u}
2
Hδ

x
` Cpε, δq} 9u}

2
Hδ

x
p1 ` }∇η2}4L4

x
` }∇η2}2H1

x
q.

Now we take ε small enough to arrive at

} 9η}
2
L8
T H

δ`1
x

` }∇ 9η}
2
L2
TH

δ`1
x

ď Cpκ˚, δ, }a}C2 , }pθ1, θ2q}L8
T H

1
x
q

ˆ T

0

} 9u}
2
Hδ

x

`

1 ` }∇η2}4L4
x

` }∇η2}
2
H1

x

˘

dt `

ˆ T

0

} 9η}
2
Hδ`1

x

`

}∇η1}
4
L4
x

` }∇η2}
2
H1

x
` }∇u1}2L2

x
` }∇η1}4

H
1
2
x

˘

dt ` ε

ˆ T

0

}∇ 9u}
2
Hδ

x
dt.

(3.70)

(ii) Hδ´estimate of 9u, ´1 ă δ ă 0.
Recall (3.28) for the definition of the Leray-Helmholtz projector P such
that

Pu “ u, P∇Π “ 0.

We apply P to the velocity equation (3.62)2 to arrive at

Bt 9u ` Ppu1 ¨ ∇ 9uq ´ P divpµ1S 9uq “ Pp 9θe⃗2q ´ Pp 9u ¨ ∇u2q ` P divp 9µSu2q
(3.71)
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We apply ∆j to the above equation (3.71) to arrive at the equation for
9uj :“ ∆j 9u

Bt 9uj ` Pu1 ¨ ∇ 9uj ´ P divpµ1S 9ujq “ Pdiv pru1,∆js b 9uq

´ Pdiv prµ1,∆jsS 9uq ` Ppθj e⃗2q ´ Pdiv p∆jpu2 b 9uqq ` P divp∆jp 9µSu2qq.
(3.72)

We take the L2pR2q-inner product between (3.72) and the divergence-free
dyadic piece 9uj “ P 9uj to arrive at

d

dt
} 9uj}L2

x
` 22j} 9uj}L2

x
≲µ˚

} 9uj}L2
x

`

}ru1,∆js ¨ ∇ 9u}L2
x

` } 9θj}L2
x

˘

` 2j} 9uj}L2
x

`

}∆jp 9µSu2q}L2
x

` }rµ1,∆jsS 9u}L2
x

` }∆jpu2 b 9uq}L2
x

˘

, j ě 0.
(3.73)

By using the commutator estimate (3.37) we have the following estimate
for δ P p´1, 0q

}ru1,∆js ¨ ∇ 9u}L2
x

ď Clj2
jp1´δq

}∇u1}L2} 9u}Hδ ,

2j}rµ1,∆jsS 9u}Hδ
x

ď Clj2
jp1´δq

}∇µ1}
H

1
2
x

}∇ 9u}
H

δ´ 1
2

x

.

We follow the steps (3.49)-(3.52), and similarly estimate }∆´1 9u}L8
T L

2
x

`

}∆´1∇ 9u}L2
TL

2
x
to derive

} 9u}
2
L8
T H

δ
x

` }∇ 9u}
2
L2
TH

δ
x
≲µ˚,δ

ˆ T

0

} 9θ}
2
Hδ´1

x
` } 9µSu2}

2
Hδ

x
` }u2 b 9u}

2
Hδ

x
dt

`

ˆ T

0

}∇u1}
2
L2} 9u}

2
Hδ ` }∇µ1}

2

H
1
2
x

}∇ 9u}
2

H
δ´ 1

2
x

dt.

We use the product estimate (3.39) and the equivalence relation (3.66)
to show

} 9µSu2}Hδ
x

ď C} 9µ}Hδ`1
x

}Su2}L2
x

ď C} 9η}Hδ`1
x

}∇u2}L2
x
,

and we use the product estimate (3.64) with pp, qq “ p4, 4q to show

}u2 b 9u}
2
Hδ

x
ď Cp}u2}

2
L4
x
} 9u}

2
Bδ

4,2
` }u2}

2
H1

x
} 9u}

2
Hδ

x
q

ď ε}∇ 9u}
2
Hδ

x
` Cpε, δq} 9u}

2
Hδ

x
p1 ` }u2}

4
L4
x

` }u2}
2
H1

x
q.

We use the interpolation inequality (3.36) to derive

}∇µ1}
2

H
1
2
x

}∇ 9u}
2

H
δ´ 1

2
x

ď C}∇η1}2
H

1
2
x

} 9u}Hδ
x
}∇ 9u}Hδ

x

ď ε}∇ 9u}
2
Hδ

x
` Cpεq}∇η1}4

H
1
2
x

} 9u}
2
Hδ

x
.
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Now we take ε ą 0 sufficient small to arrive at

} 9u}
2
L8
T H

δ
x

` }∇ 9u}
2
L2
TH

δ
x
ďCpκ˚, δ, }b}C2 , }pθ1, θ2q}L8

T H
1
x
q

ˆ

ˆ T

0

} 9η}
2
Hδ`1

x
p1 ` }∇u2}2L2

x
q ` } 9u}

2
Hδ

x

`

1 ` }u2}
4
L4
x

` }∇u1}2L2
x

` }u2}
2
H1

x
` }∇η1}4

H
1
2
x

˘

dt .

(3.74)

To conclude, we add the estimates and (3.70) and (3.74) and take ε
sufficient small to derive

} 9η}
2
L8
T H

δ`1
x

` } 9u}
2
L8
T H

δ
x

` }∇ 9u}
2
L2
TH

δ
x

` }∇ 9η}
2
L2
TH

δ`1
x

ď Cpδ, }pa, bq}Lip, }pa1, b1
q}Lip, κ˚, µ˚, }pθ1, θ2q}L8

T H
1
x
q

ˆ

ˆ T

0

Bptqp} 9η}
2
Hδ`1

x
` } 9u}

2
Hδ

x
q dt,

where

Bptq “1 ` }pu1, u2q}
2
H1

x
` }p∇η1,∇η2q}

4
L4
x

` }u2}
4
L4
x

` }∆η2}
2
L2
x

` }∇η1}
4

H
1
2
x

.

By virtue the energy estimates (3.12) and (3.13) , we haveBptq P L1
locpr0,`8qq.

In particular, we use the interpolation inequality (3.36) to verify that

ˆ T

0

}∇η1}4
H

1
2
x

dt ď

ˆ T

0

}∇η1}2L2
x
}∆η1}

2
L2
x
dt ă 8.

At the last step, Gronwall’s inequality implies then 9η “ 0 and 9u “ 0. The
uniqueness of the weak solutions follows.

3.2.4 Propagation of the general Hs-regularities

In this Subsection, we are going to derive the precise Hs
x-estimates (3.16)-

(3.23) in Remark 3.1.3 in the subsequent paragraphs:

• In Paragraph 1 the global-in-time Hs
xpR2q ˆ pL2

xpR2qq2, s P p1, 2q -
regularities (i.e. (3.16)) will be established.

• In Paragraph 2 the global-in-time H1
xpR2q ˆ pHs

xpR2qq2, s P p0, 2q-
regularities (i.e. (3.17)) will be established.

• In Paragraph 3 the global-in-time H2
xpR2q ˆ pH0`

x pR2qq2 or H1`
x pR2q ˆ

pL2
xpR2qq2-regularities will be established.
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• In Paragraph 4 the global-in-time Hs
xpR2q ˆ pHs´2

x pR2qq2 (i.e. (3.20)-
(3.21)) and Hs´1

x ˆ pHs
xpR2qq2, s ą 2-regularities (i.e. (3.22)-(3.23)) will

be established respectively.

As far as the borderline estimates (3.16)-(3.23) are established, the global-in-
time regularity (3.15) follows immediately.

1. Case pθ0, u0q P HspR2q ˆ pL2pR2qq2, 1 ă s ă 2

In this paragraph we are going to prove the Hs-Estimates (3.16) for
the unique solution pθ, uq of the Boussinesq equations (3.1) with the
initial data pθ0, u0q P HspR2q ˆ pL2pR2qq2, s P p1, 2q, following exactly
the procedure in Subsection 3.2.2. We will pay more attention on the
“nonlinearities” in the equations such as κ “ apθq, u ¨ ∇u when using
the commutator estimates and will sketch the proof.

Similarly as (3.47), we have the following preliminary estimate for
θj “ ∆jθ with j ě 0:

d

dt
}θj}L2

x
` 22j}θj}L2

x
ď Cpκ˚q

`

}ru,∆js ¨ ∇θ}L2
x

` 2j}rκ,∆js∇θ}L2
x

˘

.

(3.75)
By use of the commutator estimates (3.48) and the action estimate
(3.41):

}∇κ}Hν ď Cp}a}C2 , }θ}H1q}∇θ}Hν for ν P p0, 1q,

we derive similar as (3.51)

22js}θj}
2
L8
T L

2
x

` 22jps`1q
}θj}

2
L2
TL

2
x

ď 22js}pθ0qj}
2
L2
x

` Cpκ˚, s, ν, }a}C2 , }θ}L8
T H

1
x
qpljq

2

ˆ T

0

´

}∇u}
2
L2
x
}∇θ}

2
Hs´1

x

` }∇θ}
2
Hν

x
}∇θ}

2
Hs´ν

x

¯

dt, 1 ă s ă ν ` 1 ă 2.

(3.76)

By using the interpolation inequality (3.36), we have

}∇θ}Hν
x
}∇θ}Hs´ν

x
ď C}∇θ}

1´ν
L2
x

}∇θ}
ν
H1

x
}∇θ}

ν
Hs´1

x
}∇θ}

1´ν
Hs

x
, 0 ă ν ă 1.

Recall the L2-Estimate (3.59) for θ:

}θ}
2
L8
T L

2
x

` }∇θ}
2
L2
TL

2
x

ď Cpκ˚q}θ0}
2
L2
x
. (3.77)

Therefore by Young’s inequality we arrive at

}θ}
2
L8
T H

s
x

` }∇θ}
2
L2
TH

s
x

ď Cpκ˚q}θ0}
2
Hs

x

` Cpκ˚, s, ν, }a}C2 , }θ}L8
T H

1
x
q

ˆ T

0

´

}∇u}
2
L2
x

` }∇θ}
2
H1

x

¯

}∇θ}
2
Hs´1

x
dt,

which, together with Gronwall’s inequality, implies (3.16).
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2. Case pθ0, u0q P H1pR2q ˆ pHspR2qq2, 0 ă s ă 2

In this paragrah we are going to sketch the proof of the Hs, s P p0, 2q-
Estimate (3.17) for the divergence-free vector field u of the unique
solution pθ, uq to the Boussinesq equations (3.1), under the assumption
that θ0 P H1pR2q, following the procedure in Subsection 3.2.2.

Recall (3.28) for the definition of the Leray-Helmholtz projector P such
that

Pu “ u, P∇Π “ 0.

We apply P to the velocity equation (3.1)2 to arrive at

Btu ` Ppu ¨ ∇uq ´ P divpµSuq “ Ppθe⃗2q. (3.78)

We apply ∆j to the above equation (3.78) to arrive at the equation for
uj :“ ∆ju

Btuj`Pu¨∇uj´P divpµSujq “ Pru,∆js¨∇u´Pdiv prµ,∆jsSuq`Ppθj e⃗2q.
(3.79)

We take the L2pR2q-inner product between (3.79) and the divergence-
free dyadic piece uj “ Puj and follow the similar argument as to arrive
at (3.47), to deduce

d

dt
}uj}L2

x
` 22j}uj}L2

x

ďCpµ˚q
`

}ru,∆js ¨ ∇u}L2
x

` 2j}rµ,∆js∇u}L2
x

` }θj}L2
x

˘

.
(3.80)

By use of the commutator estimate (3.37) in Lemma 3.2.1 again, we
have the following commutator estimates as in (3.48):

}ru,∆js∇u}L2
x

ď Clj2
jp1´sq

}∇u}L2
x
}∇u}Hs´1

x
, for s P p0, 2q,

2j}rµ,∆js∇u}L2
x

ď Clj2
jp1´sq

}∇µ}Hν
x
}∇u}Hs´ν

x
,

for ν P p´1, 1q, s P p´1, ν ` 1q.

By virtue of the composition estimate (3.41) in Lemma 3.2.1:

}∇µ}Hν
x

ď Cp}b}Crνs`2 , }θ}H1q}∇θ}Hν
x
,

we derive similar as (3.51) that, for 0 ă s ă ν ` 1 ă 2,

22js}uj}
2
L8
T L

2
x

` 22jps`1q
}uj}

2
L2
TL

2
x

ď 22js}pu0qj}
2
L2
x

` Cpµ˚q

ˆ T

0

22jps´1q
}θj}

2
L2
x
dt ` Cpµ˚, s, ν, }b}Crνs`2 , }θ}L8

T H
1
x
qpljq

2
ˆ

ˆ

ˆ T

0

´

}∇u}
2
L2
x
}∇u}

2
Hs´1

x
` }∇θ}

2
Hν

x
}∇u}

2
Hs´ν

x

¯

dt .

(3.81)
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By the interpolation inequality (3.36):

}∇θ}Hν
x
}∇u}Hs´ν

x
ď C}∇θ}

1´ν
L2
x

}∇θ}
ν
H1

x
}∇u}

ν
Hs´1

x
}∇u}

1´ν
Hs

x
,

for ν P p0, 1q, and the L2-Estimate (3.12):

}u}
2
L8
T L

2
x

` }∇u}
2
L2
TL

2
x

ď Cpµ˚qp}u0}
2
L2
x

` T }θ0}
2
L2
x
q, (3.82)

we arrive at the following by Young’s inequality

}u}
2
L8
T H

s
x

` }∇u}
2
L2
TH

s
x

ď Cpµ˚q

´

}u0}
2
Hs

x
` T }θ0}

2
L2
x

` }θ}
2
L2
TH

s´1
x

¯

` Cpµ˚, s, ν, }b}C2 , }θ}L8
T H

1
x
q

ˆ T

0

p}∇u}
2
L2
x

` }∇θ}
2
H1

x
q}∇u}

2
Hs´1

x
dt,

which, together with Gronwall’s inequality, implies (3.17).

3. Case pθ0, u0q P H2pR2q ˆ pHεpR2qq2 or Hε`1pR2q ˆ pL2pR2qq2 with
0 ă ε ă 1

In this paragraph, we will show the estimate with pθ0, u0q P H2pR2q ˆ

pHεpR2qq2 and Hε`1pR2q ˆ pL2pR2qq2, 0 ă ε ă 1 by using a similar
argument as in proof of the H1´estimate of θ in Subsection 3.2.3. We
will sketch the proof here.

• Case pθ0, u0q P H2pR2q ˆ pHεpR2qq2, 0 ă ε ă 1
We recall the function η “ A´1pθq defined in (3.54), and the
parabolic η-equation (3.58):

Btη ` u ¨ ∇η ´ κ∆η “ 0. (3.83)

We are going to derive the a priori H2-Estimate for η under the
conditions

divu “ 0, ∇u P L2
locpr0,8q; pHs

pR2
qq

4
q,

and ∇κ P L4
locpr0,8q; pL4

pR2
qq

2
q.

We test the above η-equation (3.83) by ∆2η, to arrive at

1

2

d

dt

ˆ
R2

|∆η|
2 dx `

ˆ
R2

κ|∇∆η|
2 dx

“ ´

ˆ
R2

´

u ¨ ∇η∆2η ` ∇κ ¨ ∇∆η∆η
¯

dx .
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By integration by parts and divu “ 0, we have

´

ˆ
R2

u ¨ ∇η∆2η dx “

ˆ
R2

∇∆η ¨ ∇u ¨ ∇η ´ ∇u : ∇2η∆η dx ,

where

ˆ
R2

|∇u : ∇2η∆η| dx ď }∇u}L2
x
}∇2η}

2
L4
x

ď }∇u}L2
x
}∆η}L2

x
}∇∆η}L2

x

ď
κ˚

4
}∇∆η}

2
L2
x

` Cpκ˚q}∇u}
2
L2
x
}∆η}

2
L2
x
.

Similarly we have

ˆ
R2

|∇κ ¨ ∇∆η∆η| dx ď }∇κ}L4
x
}∇∆η}L2

x
}∆η}L4

x

ď
κ˚

4
}∇∆η}

2
L2
x

` Cpκ˚q}∇κ}
4
L4
x
}∆η}

2
L2
x
.

By using the Sobolev embeddingHεpR2q ãÑ L
2

1´ε pR2q andH1pR2q ãÑ

L
2
ε pR2q, we have

ˆ
R2

|∇∆η ¨ ∇u ¨ ∇η| dx ď
κ˚

4
}∇∆η}

2
L2
x

` Cpκ˚q}∇u ¨ ∇η}
2
L2
x

ď
κ˚

4
}∇∆η}

2
L2
x

` Cpκ˚q}∇u}
2

L
2

1´ε
x

}∇η}
2

L
2
ε
x

ď
κ˚

4
}∇∆η}

2
L2
x

` Cpκ˚, εq}∇u}
2
Hε

x
}∇η}

2
H1

x

To conclude, we have the following a priori 9H2
x-Estimate for η and

any positive time T ą 0 by Gronwall’s inequality

}∆ηpT q}
2
L2
x
`}∇∆η}

2
L2
TL

2
x

ď Cpκ˚, εqp}∆η0}
2
L2
x

` }∇u}
2
L2
TH

ε
x
}∇η}

2
L8
T L

2
x
q

ˆ exp
´

Cpκ˚, εqp}u}
2
L2
TH

ε`1
x

` }∇κ}
4
L4
TL

4
x
q

¯

.
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By view of the equivalence relation (3.55) as well as5

}∇3θ}L2
TL

2
x

ď Cpκ˚, }a}C2q

ˆ

´

p}∇η}
2
L4
TL

4
x

` }∇2η}L2
TL

2
x
q}∇η}L8

T L
2
x

` }∇3η}L2
TL

2
x

¯

,

we derive theH2-Estimate (3.18) for θ by virtue of theH1-Estimate
(3.61):

}θ}
2
L8
T H

2
x

` }∇θ}
2
L2
TH

2
x

ď Cpκ˚, }a}C2 , κ˚
q}θ0}

2
H2p1 ` }∇θ0}

2
L2q

ˆ exp
´

Cpκ˚, ε, }a}Lipqp}u}
2
L2
TH

1`ε
x

` }u}
4
L4
TL

4
x

` }∇θ}
4
L4
TL

4
x
q

¯

,

• Case pθ0, u0q P Hε`1pR2q ˆ pL2pR2qq2, 0 ă ε ă 1
We are going to derive the a priori H2-Estimate for η under the
conditions

divu “ 0, ∇u P L2
locpr0,8q; pHs

pR2
qq

4
q

and ∇κ P L4
locpr0,8q; pL4

pR2
qq

2
q.

We recall the u-equation (3.78) where

div pµSuq “ µ∆u ` ∇µ ¨ Su.

We test (3.78) by the divergence-free vector field ∆2u, to arrive at

1

2

d

dt

ˆ
R2

|∆u|
2 dx `

ˆ
R2

µ|∇∆u|
2 dx “

ˆ
R2

´

´u ¨ ∇u∆2u

` ∇µ ¨ Su ¨ ∆2u ´ ∇µ ¨ ∇∆u ¨ ∆u ` ∆θ∆u2

¯

dx .

By use of the embedding HεpR2q ãÑ L
2

1´ε pR2q with 0 ă ε ă 1, the
righthand side can be bounded by

Cp}∇u}
2
L4
x

` }u}L4
x
}∇2u}L4

x
` }∇2µ}Hε

x
}∇u}H1

x

` }∇µ}L4
x
}∇2u}L4

x
q}∇∆u}L2

x
` }∆θ}L2

x
}∆u}L2

x
.

5It is also straightforward to calculate

Bjklη “ a2pθqpBjθBkθBlθq ` a1pθqpBjkθBlθ ` BjlBkθ ` BklθBjθq ` apθqBjklθ,

Bjklθ “

´

´
a2pA´1pηqq

a4pA´1pηqq
`

3pa1pA´1pηqqq2

a5pA´1pηqq

¯

BjηBkηBlη

´
a1pA´1pηqq

a3pA´1pηqq

´

BjkηBlη ` BjlηBlη ` BklηBjη
¯

`
1

apA´1pηqq
Bjklη.
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Thus we have the following a priori 9H2
x-Estimate for u and any

positive time T ą 0 by Young’s inequality and Gronwall’s inequal-
ity

}∆upT q}
2
L2
x

` }∇∆u}
2
L2
TL

2
x

ď Cpµ˚qp}∆u0}
2
L2
x

` }∇u}
4
L4
TL

4
x

` }∇2µ}
2
L2
TH

ε
x
}∇u}

2
L8
T L

2
x

` }∆θ}L2
TL

2
x
}∆u}L2

TL
2
x
q

ˆ exp
´

Cpµ˚qp}pu,∇µq}
4
L4
TL

4
x

` }∇2µ}
2
L2
TH

ε
x
q

¯

.

(3.84)

Notice that

}∇2µ}L2
TH

ε
x

ď }b2
pθqp∇θq

2
}L2

TH
ε
x

` }b1
pθq∇2θ}L2

TH
ε
x

≲ Cp}b}C2qp}∇θ}L8
T H

ε
x
}∇2θ}L2

TH
ε
x

` }θ}L8
T H

1
x
}∇θ}

2
L2
TH

1
x

` }∇2θ}L2
TH

ε
x
p1 ` }θ}L8

T H
1
x
qq

the above inequality and (3.84) give (3.19).

4. Case pθ0, u0q P HspR2q ˆ pHs´2pR2qq2 or Hs´1 ˆ pHspR2qq2, s ą 2

We are going to use the estimates in the high regularity regime in
Lemma 3.2.1 to derive the Hs-estimates (3.20)-(3.21)-(3.22)-(3.23) in
Remark 3.1.3. Let pl1jqjě0 be a normalised sequence in ℓ2pNq such that
l1j ě 0 and

ř

jě0pl
1
jq

2 “ 1.

• Case pθ0, u0q P HspR2q ˆ pHs´2pR2qq2, s ą 2

We can view the transport term u ¨ ∇θ simply as a source term of
the θ-equation:

Btθ ´ div pκ∇θq “ ´u ¨ ∇θ

Then the preliminary estimate for θj “ ∆jθ in (3.75) can be
replaced by

d

dt
}θj}L2

x
` 22j}θj}L2

x
ď Cpκ˚q

`

}pu ¨ ∇θqj}L2
x

` 2j}rκ,∆js∇θ}L2
x

˘

for j ě 0. We apply Lemma 3.2.1 to derive the following estimates
for s ą 1:

}pu ¨ ∇θqj}L2
x

ď Cl1j2
jp1´sq

p}u}L8
x

}∇θ}Hs´1
x

` }u}Hs´1
x

}∇θ}L8
x

q,

2j}rκ,∆js∇θ}L2
x

ď Cl1j2
jp1´sq

p}∇κ}L8
x

}∇θ}Hs´1
x

` }∇κ}Hs´1
x

}∇θ}L8
x

q.
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Therefore we have the following estimate similarly as in (3.76) for
s P p2, 3q by virtue of Hs´1pR2q ãÑ L8pR2q:

22js}θj}
2
L8
T L

2
x

` 22jps`1q
}θj}

2
L2
TL

2
x

ď 22js}pθ0qj}
2
L2
x

` Cpκ˚, sqpl1jq
2

ˆ T

0

}u}
2
Hs´1

x
}∇θ}

2
Hs´1

x
dt

` Cpκ˚, a, }θ}L8
T L

8
x

qpl1jq
2

ˆ T

0

}∇θ}
2
L8
x

}∇θ}
2
Hs´1

x
dt, j ě 0,

which, together with the L2-estimate (3.77) and the Gronwall’s
inequality, implies (3.20).

For s ě 3, we make use of the following commutator estimate

}ru,∆js∇θ}L2
x

ď Cl1j2
jp1´sq

p}∇u}L8
x

}∇θ}Hs´2
x

` }∇u}Hs´2
x

}∇θ}L8
x

q,

(3.85)

such that the estimate (3.21) follows.

• Case pθ0, u0q P Hs´1pR2q ˆ pHspR2qq2, s ą 2

We recall the preliminary estimate for uj in (3.80). We apply
Lemma 3.2.1 to derive the following commutator estimates for
s P p2, 3q and ν P ps ´ 2, 1q Ă p0, 1q

}ru,∆js∇u}L2
x

ď Clj2
jp1´sq

}∇u}Hν
x
}∇u}Hs´1´ν

x
,

2j}rµ,∆js∇u}L2
x

ď Cl1j2
jp1´sq

p}∇µ}L8
x

}∇u}Hs´1
x

` }∇µ}Hs´1
x

}∇u}L8
x

q,

which implies then

22js}uj}
2
L8
T L

2
x

` 22jps`1q
}uj}

2
L2
TL

2
x

ď22js}pu0qj}
2
L2
x

` Cpµ˚q

ˆ T

0

22jps´1q
}θj}

2
L2
x
dt

` Cpµ˚, s, νqpljq
2

ˆ T

0

}∇u}
2
Hν

x
}∇u}

2
Hs´1´ν

x
dt

` Cpµ˚, s, }b}Crss`1 , }θ}L8
T H

1
x
qpl1jq

2

ˆ

ˆ T

0

}∇θ}
2
L8
x

}∇u}
2
Hs´1

x
` }∇θ}

2
Hs´1

x
}∇u}

2
L8
x
dt, j ě 0.

This, together with the L2-estimate (3.82) and Sobolev’s embed-
ding Hs´1pR2q ãÑ L8pR2q, implies (3.22) where ν P p0, 1q is taken
to be a small constant bigger than s ´ 2.

For s ě 3, we use the commutator estimate (3.85) with θ replaced
by u, to arrive at (3.23).
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Chapter 4

Turbulent Cascades for a family
of damped Szegő equations

In this chapter, we study the transfer of energy from low to high frequencies
for a family of damped Szegő equations. The cubic Szegő equation has been
introduced as a toy model for a totally non-dispersive degenerate Hamiltonian
equation. It is a completely integrable system which develops the growth of
high Sobolev norms. Here, we consider a two-parameter family of damped
Szegő equations, and give a panorama of the dynamics for such equations on
a six-dimensional submanifold.

This Chapter is based on the joint work with Prof. Patrick Gérard and
Prof. Sandrine Grellier in [GGH21].

4.1 Introduction

An interesting aspect of turbulence is the transfer of energy from long to
short-wavelength modes, leading to concentration of energy on small spatial
scales. It is usually quantified by growth of Sobolev norms. In this chapter,
we study turbulent cascades for the family of damped Szegő equations on the
one-dimensional torus

iBtu ` iνpu|1q “ Πp|u|
2uq ` αpu|1q ´ βSΠp|S˚u|

2S˚uq, (4.1)

where ν ą 0 and α, β P R are given parameters.
In this chapter, u : T Ñ C is an unknown complex-valued function. We

consider the space L2pTq endowed with the inner product

pu|vq “
1

2π

ˆ π

´π

upeixqvpeixq dx.
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The Fourier transform on L2pTq is defined as

ûpkq “
1

2π

ˆ π

´π

upxqe´ikx dx, k P Z,

and
upxq “

ÿ

kPZ

ûpkqeikx.

The Szegő projector Π: L2pTq Ñ L2
`pTq is the Fourier multiplier defined by

Πpuq “
ÿ

kě0

ûpkqeikx P L2
`pTq.

The term ν is the damping term on the smallest Fourier mode

pu|1q “
1

2π

ˆ π

´π

upeixq dx.

The shift operator S : L2
`pTq Ñ L2

`pTq and its adjoint are defined by

Su “ eixu and S˚u “ e´ix
pu ´ pu|1qq.

When ν “ α “ β “ 0, we recover the usual cubic Szegő equation

iBtu “ Πp|u|
2uq, (4.2)

which was introduced by the first two authors [GG10] as a toy model of a
non-dispersive Hamiltonian system. The α-deformation in (4.1) was first
introduced by Xu [Xu14] in the α-Szegő equation

iBtu “ Πp|u|
2uq ` αpu|1q, (4.3)

and the β-deformation in (4.1) was introduced by Biasi and Evnin [BE20] in
the β-Szegő equation

iBtu “ Πp|u|
2uq ´ βSΠp|S˚u|

2S˚uq. (4.4)

Observe that, on the Fourier side, this equation corresponds to

i
dûpnq

dt
“

8
ÿ

m,k,l“0
n`m“l`k

C
pβq

nmklûpmqûpkqûplq, n P N

where

C
pβq

nmkl “

"

1 if nmkl “ 0
1 ´ β otherwise.

When β “ 1, the equation (4.4) is so called the truncated Szegő equation
and corresponds to the case where most of the interaction of the Fourier
coefficients disappeared. Some other variants of the Szegő equation have also
been studied, see e.g. ([Poc11; Thi19]).
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4.1.1 Promoted turbulence

The Szegő equation is a completely integrable Hamiltonian system with
two Lax pair structures displaying some turbulence cascade phenomenon for
a generic set of initial data, in spite of infinitely many conservation laws.
Namely, there exists a dense Gδ subset of initial data in L2

` X C8, such that
the solutions of the cubic Szegő equation satisfy, for every s ą 1

2
,

lim sup
tÑ`8

}uptq}Hs “ `8 , lim inf
tÑ`8

}uptq}Hs ă `8 .

Furthermore, this subset has an empty interior, since it does not contain any
trigonometric polynomial [GG17].

However, there is no explicit examples of such phenomenon, and even less
is known about the existence of solutions with high-Sobolev norms tending
to infinity.

Later the first two authors [GG20] added a damping term to the cubic
Szegő equation

iBtu ` iνpu|1q “ Πp|u|
2uq, ν ą 0. (4.5)

Paradoxically, the turbulence phenomenon is promoted by the damping term.
Indeed, a nonempty open set of initial data generating trajectories with
high-Sobolev norms tending to infinity was observed. In comparison, this is
not the case for the damped Benjamin–Ono equation, see [Gas22].

The goal of this chapter is to generalise the study of turbulent cascades
for the damped Szegő equation to a family of damped Szegő equations (4.1).
Biasi and Evnin [BE20] suggested the study of a two-parameter family of
equations referred as the pα, βq-Szegő equations given by

iBtu “ Πp|u|
2uq ´ βSΠp|S˚u|

2S˚uq ` αpu|1q, α, β P R. (4.6)

Inspired by this, we study the damped pα, βq-Szegő equations (4.1). The
family is constructed in such a way that part of the Lax-pair structure
inherited from the cubic Szegő equation is preserved but the damping term
breaks the Hamiltonian structure. In our case, similar to the damped Szegő
equation, the damping term promotes the existence of unbounded trajectories.
We have the following turbulent cascades result.

Theorem 4.1.1 ([GGH21]). There exists an open subset Ω Ă H
1
2

` “ H
1
2 XL2

`

independent of pα, βq such that, for every s ą 1
2
, the set Ω XHs

` is nonempty
and, for every β ‰ 1, every solution u of (4.1) with up0q P Ω X Hs

` satisfies

}uptq}Hs ÝÑ
tÑ8

`8 .

Furthermore, there exist rational initial data in Ω which generate stationary
solutions of (4.1) for β “ 1.
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When β is different from 1, the damping term acts on the pα, βq-Szegő
equations as on the cubic Szegő equation[GG20]. The case β “ 1 of the
damped truncated Szegő equation appears to be more degenerate, and we do
not know whether there exists a nonempty open subset of blowing up data.

We define the functional

F puq “
ÿ

k

p´1q
k´1σ2

k

where pσ2
kqk is the strictly decreasing sequence of positive eigenvalues of H̃2

u

(defined in Subsection 4.1.2). We have the following sufficient conditions for
the exploding trajectories.

Theorem 4.1.2 ([GGH21]). Assume β ‰ 1. Let s ą 1
2
. If u0 P Hs

` satisfies

• either }u0}
2
L2 ă F pu0q,

• or }u0}
2
L2 “ F pu0q and pu0|1q ‰ 0,

then the solution of the damped pα, βq-Szegő equation satisfies

}uptq}Hs ÝÑ
tÑ8

`8.

The wave turbulence phenomenon for Hamiltonian systems has been ac-
tively studied by mathematicians and physicists in the last decades. Bourgain
[Bou00] asked whether there is a solution of the cubic defocusing nonlin-
ear Schrödinger equation on the two-dimensional torus T2 with initial data
u0 P HspT2q, s ą 1, such that

lim sup
tÑ8

}uptq}Hs “ 8.

There is still no complete answer to this question. However, the first mathe-
matical evidence of such behaviour has been exhibited in the seminal work
[CKSTT10] in which it is proven that, given any initial data with small
Sobolev norm, it is possible to find a sufficiently large time for which the
Sobolev norm of the solution is larger than any prescribed constant. This
phenomenon also occurs for the half-wave equations on the real line or on the
one-dimensional torus, see e.g. [Poc13; GG12]. Based on this, the first author,
Lenzmann, Pocovnicu, and Raphaël [GLPR18] gave a complete picture for
a class of solutions on the real line. Namely, after the transient turbulence,
the Sobolev norms of such solutions remains stationary large in time. The
turbulence also occurs for two-dimensional incompressible Euler equations,
the sharp double exponentially growing vorticity gradient on the disk was
constructed by Kiselev and Šverák [KŠ14] and the existence of exponentially
growing vorticity gradient solutions on the torus was shown by Zlatoš [Zla15].
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4.1.2 Preliminary observations

For the damped pα, βq-Szegő equations (4.1), the momentum

Mpuq “ pDu|uq “
ÿ

kě1

k|ûpkq|
2

is preserved by the flow. An easy modification of the arguments in [GG10]
shows that (4.1) is globally wellposed on Hs

` for every s ě 1
2
. Our goal is to

study the behaviour of solutions of (4.1) as t Ñ `8, in particular the growth
of Hs-Sobolev norms for s ą 1

2
.

The main property which allows us to do computations, is the existence
of a Lax pair. Namely, if u satisfies (4.1) then

d

dt
H̃u “ rCu ´ βBS˚u, H̃us,

where Hu is the Hankel operator

Hu :

"

L2
`pTq Ñ L2

`pTq

f ÞÑ Πpufq
,

and H̃u “ S˚Hu is the shifted Hankel operator. The operators Bu and Cu are
the anti-self-adjoint operators appearing in the Lax pairs of the cubic Szegő
equation, and defined as following

Bu “ ´iT|u|2 `
i

2
H2
u and Cu “ ´iT|u|2 `

i

2
H̃2
u, (4.7)

where Tb denotes the Toeplitz operator of symbol b given on L2
` by Tbpfq “

Πpbfq.

Thanks to this Lax pair, there are invariant manifolds consisting of the
functions u such that rank pH̃uq “ k, k ě 0. From a well known result by
Kronecker [Kro81], these manifolds consist of the rational functions

upxq “
P1peixq

P2peixq
,

where P1 and P2 are polynomials of degrees at most k with degpP1q “ k
or degpP2q “ k, no common roots and P2 has no roots inside the disk
tz P C | |z| ă 1u.
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4.1.3 An invariant six-dimensional submanifold

In this section, we restrict ourselves to the lowest dimensional submanifold
where H̃u has rank 1

W :“

"

upxq “ b `
c eix

1 ´ peix
, b, c, p P C, c ‰ 0, |p| ă 1

*

.

We will give a complete picture of (4.1) on W, which consists of periodic,
blow-up and scattering trajectories.

We consider the trajectories with a fixed momentum M ą 0, and define

EM “ tu P W | Mpuptqq “ Mu, CM “ tupxq “ ceix | |c|2 “ Mu.

Notice that CM Ă EM consists of the periodic trajectories. We write

Sν,α,βptqu0 “ uptq

for the solution of the equation (4.1) with initial data u0 P H
1
2

`pTq. Then we
have the following theorem.

Theorem 4.1.3 ([GGH21]). Let ν ą 0 and α, β P R. There exists a three-
dimensional submanifold ΣM,ν,α,β Ă EM disjoint from CM , invariant under the
flow Sν,α,βptq and such that ΣM,ν,α,β Y CM is closed and

1. If u0 P EMzpΣM,ν,α,β Y CMq, then

}Sν,α,βptqu0}Hs „s,ν,α,β,M ts´ 1
2 , s ą

1

2
. (4.8)

2. If u0 P ΣM,ν,α,β, then dist pSν,α,βptqu0, CMq „ e´ct, for some c ą 0.

Let us emphasize that on this submanifoldW , unlike on higher dimensional
submanifolds, there is no difference between the case β “ 1 and the other
cases.
Compared to Theorem 4.1.1, in Theorem 4.1.3 the open set consisting of the
initial data generating blow-up trajectories, is dense in W . Furthermore, the
Sobolev norms of such generating trajectories grow at a uniform polynomial
rate „ ts´ 1

2 , independent of ν, α, β. This is consistent with the blow-up rate
for the damped Szegő equation (4.5), see [GG20]. In contrast, the initial data
in W generate only bounded trajectories in the case of the Szegő equation,
the α and β-szegő equations with negative α and β, see [GG10; Xu14; BE20].
However, if α ą 0 and β ą 0, then even faster blow-up solutions occur for
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the α and β-Szegő equations. In this case, there exist trajectories uptq, whose
Sobolev norms grow exponentially in time with

}uptq}Hs „ ectps´ 1
2

q, s ą
1

2
. (4.9)

Moreover, if β ą 9, then there also exists a class of solutions for the β-Szegő
equation with the polynomially growing Sobolev norms at the rate (4.8),
see [BE20]. In other words, the authors exhibit various strong turbulence
phenomena for β-Szegő equations when β is large enough.

One important feature of the damped pα, βq-Szegő equations is the exis-
tence of the Lyapunov functional

d

dt
}Sν,α,βptqu0}

2
L2 ` 2ν|pSν,α,βptqu0|1q|

2
“ 0.

Together with the conserved momentum, one infers the weak limit points of
uptq as t Ñ 8 in H

1
2 . In the second part of Theorem 4.1.3, when β “ 1, such

weak limit points are also strong limit points. Namely, there exists u8 P CM
such that

}Sν,α,1ptqu0 ´ u8}Hs Ñ 0, @s ě
1

2
.

Let us complete this paragraph by a few more remarks about stationary
solutions in the case β “ 1. On W , we already observed that these solutions
are of the form ceix with c ‰ 0. An elementary calculation shows that such
initial data generate periodic solutions in the case β ‰ 1 and arbitrary pα, νq.
However, as stated in Theorem 4.1.1, one can construct rational stationary
solutions in the case β “ 1 which generate blow up solutions for every β ‰ 1,
ν ą 0 and arbitrary α P R.

4.1.4 The Lyapunov functional

As in the case of the damped Szegő equation, an important tool in the study
of equation (4.1) is the existence of a Lyapunov functional. Precisely, the
following lemma holds.

Lemma 4.1.1. Let u0 P H
1{2
` pTq. Then, for any t P R,

d

dt
}Sν,α,βptqu0}

2
L2 ` 2ν|pSν,α,βu0ptq|1q|

2
“ 0. (4.10)

As a consequence, if ν ą 0, t ÞÑ }Sν,α,βptqu0}L2 is decreasing, and |pSν,α,βptqu0|1q|

is square integrable on r0,`8q, tending to zero as t goes to `8.
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Proof. Denote by uptq :“ Sν,α,βptqu0 the solution of (4.1) with up0q “ u0. We
first observe the Lyapunov functional (4.10)

d

dt
}uptq}

2
L2 “ 2RepBtu|uq “ 2ImpiBtu|uq

“ 2ImpΠp|u|
2uq|uq ´ 2βImpSΠp|S˚u|

2S˚uq|uq ` 2Imppα ´ iνqppu|1q|uqq

“ ´2ν|puptq|1q|
2

ď 0,

which implies the decreasing of t ÞÑ }uptq}L2 , and hence, t ÞÑ }uptq}2L2 admits
a limit at infinity.

The finiteness of
´ 8

0
|pupsq|1q|2ds is given by

2ν

ˆ t

0

|pupsq|1q|
2 ds “ }u0}

2
L2 ´ }uptq}

2
L2 ď }u0}

2
L2 , @t ą 0.

Then, to show the decay of |puptq|1q|, we only need to show the boundedness
of d

dt
|puptq|1q|2. We calculate

d

dt
|puptq|1q|

2
“ 2ReppBtu|1qp1|uqq

“ 2Imppα ´ iνqpu|1qp1|uqq ` 2ImppΠp|u|
2u|1qp1|uqqq

´ 2βImppSΠp|S˚u|
2S˚u|1qp1|uqqq

“ ´2ν|pu|1q|
2

` 2Imppu2|uqp1|uqq,

where
|puptq|1q| ď }u}L2 ď }u0}L2

and

|pu2ptq|uptqq| ď }u}L2 ˆ }u}
2
L4 ď }u}L2 ˆ }u}

2
H1{2 ď }u0}L2pMpu0q ` }u0}

2
L2q.

Now we conclude that |puptq|1q| Ñ 0 as t Ñ 8.

By Lemma 4.1.1 and the conservation of the momentum, the H1{2 norm of
Sν,α,βptqu0 remains bounded as t Ñ `8, hence one can consider limit points
u8 of Sν,α,βptqu0 for the weak topology of H1{2 as t Ñ `8. The following
lemma describes more precisely these limit points, according to LaSalle’s
invariance principle.

Proposition 1. Let u0 P H1{2pTq. Any H1{2- weak limit point u8 of
pSν,α,βptqu0q as t Ñ `8 satisfies pSν,α,βptqu8|1q “ 0 for all t. In particular,
Sν,α,βptqu8 solves the pα, βq- Szegő equation, in other words Sν,α,βptqu8 “

Sα,βptqu8.
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Proof. We denote Q :“ limtÑ8 ÞÑ }Sν,α,βptqu0}
2
L2 . By the weak continuity of

the flow in H
1{2
` pTq, one has

upt ` tnq “ Sν,α,βptquptnq Ñ Sν,α,βptqu8 as tn Ñ 8

weakly in H1{2. Hence, thanks to the Rellich theorem

}upt ` tnq}
2
L2 Ñ }Sν,α,βptqu8}

2
L2 as tn Ñ 8.

On the other hand, Lemma 4.1.1 ensures that

}upt ` tnq}
2
L2 Ñ Q as tn Ñ 8.

We conclude that for any t P R

}Sν,α,βptqu8}
2
L2 “ }u8}

2
L2 , and

d

dt
}Sν,α,βptqu8}

2
L2 “ 0.

We recall the Lyapunov functional (4.10), which implies

pSν,α,βptqu8|1q “ 0, @t P R.

Hence, Sν,α,βptqu8 “ Sα,βptqu8 is a solution to the pα, βq-Szegő equation
without damping.

4.2 The six-dimensional manifold revisited

In this section, we provide a panorama of the dynamics of the damped pα, βq-
Szegő equations for any fixed pα, βq P R2 on the six-dimensional submanifold

W :“

"

upxq “ b `
c eix

1 ´ peix
, b, c, p P C, c ‰ 0, |p| ă 1

*

.

Recall that W is preserved by the damped pα, βq-Szegő flow since it corre-
sponds to the symbol of the shifted Hankel operator of rank 1.

For u P W, we calculate the mass and the conserved momentum as
following

}u}
2
L2 “ |b|2 `

|c|2

1 ´ |p|2
, Mpuq “

|c|2

p1 ´ |p|2q2
.

We will repeatedly use the relation between the mass and the momentum

}u}
2
L2 “ |b|2 ` Mpuqp1 ´ |p|

2
q. (4.11)
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We are going to consider the solutions of (4.1) with a fixed momentum
Mpuptqq “ M ą 0. We define two subsets of W

EM “ tu P W | Mpuq “ Mu, CM “ tupxq “ ceix | |c|2 “ Mu.

We observe that CM Ă EM is invariant by the damped pα, βq-flow (4.1) which
consists of the periodic trajectories.

We write the damped pα, βq-Szegő equations on EM in the pb, c, pq-coordinate
as

$

’

&

’

%

ib1
` piν ´ αqb “ p|b|2 ` 2Mp1 ´ |p|

2
qqb ` Mcp,

ic1
“ 2|b|2c ` 2Mp1 ´ |p|

2
qbp ` p1 ´ βqMc,

ip1
“ cb ` p1 ´ βqMpp1 ´ |p|

2
q,

(4.12)

where ν ą 0 is the coefficient of the damping term in (4.1).
We will determine all types of trajectories of the damped pα, βq-Szegő equa-

tions on EMzCM Ă W , which consists of blow-up and scattering trajectories.
By Lemma 4.1.1, the L2 norm of uptq converges

}uptq}
2
L2 “ |bptq|

2
` Mp1 ´ |pptq|

2
q Ñ Q and |bptq| “ |puptq|1q| Ñ 0,

as t Ñ 8, which implies Mp1´ |pptq|2q Ñ Q. As a consequence, |pptq| admits
a limit in r0, 1s. We claim that this limit can only be 0 or 1, which corresponds
to the scattering trajectories or the blow-up trajectories respectively.

We prove that the limit of |pptq| can only be 0 or 1 by contradiction.
Indeed, if 0 ă limtÑ8 |pptq|2 ă 1, then the trajectory tuptqu is compact in
HspTq. As a consequence, uptq has a weak limit u8 P W . By Proposition 1,

Sν,α,βptqu8 “ b8ptq `
c8ptqeix

1 ´ p8ptqeix

is a solution of the pα, βq-Szegő equation (4.6) with pSν,α,βptqu8|1q “ b8ptq “

0. Moreover, the triplet p0, c8, p8q satisfies the ODE system (4.12)1, which
implies

Mc8ptqp8ptq “ 0.

On the other hand, the momentum conservation law

MpSν,α,βptqu8q “ Mpu8q “ Mpu0q ą 0

ensures that c8 cannot be 0. Therefore, p8 “ 0, which contradicts our
assumption.
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We will show that all the initial value u0 with corresponding |pptq| Ñ 1
form a dense open set of W , on which the growth of the Hs norm of Sν,α,βptqu0
is of order ts´ 1

2 as t Ñ 8. Since in this case}Sν,α,βptqu0}
2
L2 Ñ 0, we have

}Sν,α,βptqu0}
2
L2 ă M, for some t.

We remark that the sufficient condition in Theorem 4.1.2 on W reads

}u0}
2
L2 ă M,

since F pu0q “ Mpu0q “ M with u0 P W .
We will show that the case |pptq| Ñ 0 corresponds to trajectories which

exponentially converge to CM . The conserved momentum Mpuq “
|c|2

p1´|p|2q2
“

M implies that
|cptq|

2
Ñ M.

On the other hand, the decay of |bptq| (showed in Lemma 4.1.1) implies that

}uptq}
2
L2 “ |bptq|

2
` Mp1 ´ |pptq|

2
q Ñ M.

Since }uptq}2L2 decays monotonically, to study the non-periodic trajectories
corresponding to |pptq| Ñ 0, one only needs to study the trajectories tuptqu

disjoint from CM and
}uptq}

2
L2 ě M, @t ě 0.

The following theorem of the alternative holds:

Theorem 4.2.1 ([GGH21]). Let ν ą 0 and α, β P R. Then there exists a
three dimensional submanifold ΣM,ν,α,β Ă EM , disjoint from CM and invariant
under the flow Sν,α,βptq, such that ΣM,ν,α,β Y CM is closed and the following
holds:

1. If u0 P EMzpΣM,ν,α,β Y CMq, then }Sν,α,βptqu0}
2
Hs blows up with the rate

}Sν,α,βptqu0}
2
Hs „ a2t2s´1, s ą

1

2
, (4.13)

where

a2ps, ν, α, β,Mq “ Γp2s ` 1qM4s´1

ˆ

ν2 ` pp1 ´ βqM ´ αq2

2ν

˙1´2s

.

2. If u0 P ΣM,ν,α,β, then Sν,α,βptqu0 tends to CM as t Ñ 8, and

dist pSν,α,βptqu0, CMq „ e´ ν`σ
2
t,

where σ “

ˆ

pν2´α2´4Mαq`
?

pν2´α2´4Mαq2`4ν2p2M`αq2

2

˙
1
2

ě ν.
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This alternative behavior holds for all pν, α, βq, which is consistent with
the dynamics of the damped Szegő equation pα “ β “ 0q. Indeed, we will
follow a similar argument as for the damped Szegő equation [GG20] to show
the above theorem and mainly point out the differences. The first and second
parts of the above theorem will be proved in Subsection 4.1 and Subsection
4.2 respectively.

4.2.1 Blow-up trajectories

We introduce a reduced system with

η “ |b|2, γ “ Mp1 ´ |p|
2
q, ζ “ Mcbp,

which satisfy the following ODE system
$

’

&

’

%

η1
` 2νη “ 2Imζ,

γ1
“ ´2Imζ,

ζ 1
` pν ` ip1 ´ βqM ´ iαqζ “ iζpp3 ´ βqγ ´ ηq ´ 2iηγM ` iγ2pM ´ γ ` 3ηq.

(4.14)
For u P W , notice that ûpkq “ cpk´1, k ě 1, then we have

}uptq}
2
Hs “

8
ÿ

k“0

p1 ` k2qs|ûpkq|
2

„
Γp2s ` 1qM

p1 ´ |pptq|2q2s´1
“ Γp2s ` 1qM2sγptq1´2s.

Hence, we only need to show

γptq „
κ

t
, κ “

ν2 ` pp1 ´ βqM ´ αq2

2νM
(4.15)

to obtain (4.13)
}uptq}

2
Hs „ a2t2s´1

with
a2ps, ν, α, β,Mq “ Γp2s ` 1qM2sκ1´2s.

We observe some facts in this case. The conserved momentum implies
that 1 ´ |p|2 and |c| decay with the same rate. The integrability and decay of
|b| were given in Lemma 4.1.1. As a consequence, in pη, γ, ζq-coordinate one
has

η P L1
pR`q and ζ “ opγq. (4.16)

To show (4.15), we take the imaginary part of ζ equation and use γ1 “

´2Imζ to derive

Imζ 1

ν ` ipp1 ´ βqM ´ αq
´
γ1

2
“ Imf ` Imr, (4.17)
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where

f “ i
γ2

ν ` ipp1 ´ βqM ´ αq
pM ´ γ ` p3 ´ βq

ζ

γ
q

and

r “ ´i
η

ν ` ipp1 ´ βqM ´ αq
pζ ` 2γM ´ 3γ2q.

The boundedness of η, γ, ζ and the integrability of η ensure that r P L1pR`q.
As a consequence of (4.17), one has Imf P L1pR`q. Furthermore, the structure
of f ensures that γ2 P L1pR`q.

Now, one can integrate the both side of (4.17) to derive

p1 ` op1qqγptq “ 2

ˆ 8

t

Imf ` 2

ˆ 8

t

Imr,

where in the left-hand side, we use the fact that ζ “ opγq. Computing the
right hand side, we haveˆ 8

t

Imfpsq ds “
1

2κ

´

ˆ 8

t

γpsq2 ds
¯

p1 ` op1qq

and ˆ 8

t

Im rpsq ds “ O
´

ˆ 8

t

ηpsqγpsq ds
¯

“ opsup
sět

γpsqq,

where the last equality holds due to the integrability of η.
Now we arrive at

γptq “
1

κ

´

ˆ 8

t

γpsq2 ds
¯

p1 ` op1qq ` opsup
sět

γpsqq. (4.18)

We take supsět on the above equality to get

sup
sět

γpsq “
1

κ

´

ˆ 8

t

γpsq2 ds
¯

p1 ` op1qq.

Inserting this equality in the equation (4.18) gives

γptq “
1

κ

´

ˆ 8

t

γpsq2 ds
¯

p1 ` op1qq.

Solving this integral equation gives

γptq “
κ

t
p1 ` op1qq

as desired.
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4.2.2 Scattering trajectories

In this subsection, we the investigate trajectories tuptqu with momentum M ,
which do not lie in CM but converge to it. As a consequence of Lemma 4.1.1 ,
the L2 norm of uptq decays to the momentum M , namely

}uptq}
2
L2 “ |bptq|

2
` Mp1 ´ |pptq|

2
q Ñ M,

and }uptq}
2
L2 ě M, @t ě 0.

We first define the set ΣM,ν,α,β as follows

ΣM,ν,α,β “ tu0 P EMzCM | }Sν,α,βptqu0}
2
L2 ě M, @t ě 0u. (4.19)

At the end of this subsection, we will see that ΣM,ν,α,β is a three-dimensional
submanifold in EM . We first observe a few facts of the trajectories with
u0 P ΣM,ν,α,β:

• Since }uptq}2L2 “ |b|2 ` Mp1 ´ |p|2q ě M , one has

|bptq|
2

ě M |pptq|
2. (4.20)

• One has
@t P R`, bptq ‰ 0. (4.21)

Otherwise, b and p would cancel at the same time and the trajectory
would not be disjoint from CM .

• From Lemma 4.1.1, (4.20) and the equality |cptq|2 “ Mp1 ´ |pptq|2q2,
one has

|bptq|
2, |pptq|

2
P L1

pR`q and |cptq|
2

P L8
pR`q (4.22)

We are going to show the second part of Theorem 4.2.1 in the following
four steps: In step 1, we show that uptq converges to CM as t Ñ 8; In step 2,
we establish a scattering property of a reduced system related to b, c, p; In
step 3, the asymptotic behavior of uptq can be recovered on the basis of step
2. The geometric structure of ΣM,ν,α,β will be discussed in step 4.

Step 1: Convergence of cptq and pptq
bptq

. We show that there exists θ P T
such that

eitMp1´βqcptq Ñ c8 “
?
Meiθ

and

e´itMp1´βq
?
M
pptq

bptq
Ñ

ˆ

ςρ ´ α ` ipν ´ σq

2M
´ 1

˙

e´iθ (4.23)



Chapter 4. A family of damped Szegő equations 141

as t Ñ `8. Here
ς “ sgn pα ` 2Mq P t´1, 1u (4.24)

and σ, ρ are real non negative numbers satisfying

σ2
´ ρ2 “ ν2 ´ α2

´ 4αM and ςσρ “ νpα ` 2Mq. (4.25)

In particular

σ “

˜

pν2 ´ α2 ´ 4Mαq `
a

pν2 ´ α2 ´ 4Mαq2 ` 4ν2pα ` 2Mq2

2

¸
1
2

.

(4.26)
We first derive the convergence of cptq. The cptq-equation in the ODE

system (4.12) implies that

i
d

dt
peitMp1´βqcptqq “ eitMp1´βq

“

2|bptq|
2cptq ` 2Mp1 ´ |pptq|

2
qbptqpptq

‰

. (4.27)

The fact (4.22) ensures the integrability of the right-hand side of the above
ODE, together with the conserved momentum, one obtains that

eitMp1´βqcptq Ñ c8 “
?
Meiθ, θ P T.

Since |bptq| Ñ 0, we choose ε “ |bpT q| for some T ąą 1. As a consequence of
(4.20), one has |ppT q| ď ε?

M
. Furthermore, we claim that

|cpT q ´ c8e
´iTMp1´βq

| “ Op

ˆ 8

T

|bptq|
2 dtq “ Opε2q.

Indeed, in the above equation, the first equality holds by integration of (4.27).
For the second estimate, one integrates the Lyapunov functional (4.10)

d

dt
p|bptq|

2
` Mp1 ´ |pptq|

2
qq “ ´2ν|bptq|

2 ,

from T to 8 to get

Opε2q “ |bpT q|
2

´ M |ppT q|
2

“ 2ν

ˆ 8

T

|bptq|
2 dt.

It proves the second estimate.
We combine these estimates of b, c, p at time T and the structure of u on

W to obtain the following estimates in any HspTq

dist pupT q, c8e
´iTMp1´βqeixq “ Opεq,

dist pupT q, c8e
´iTMp1´βqeix ` bpT q ` c8e

´iTMp1´βqppT qei2xq “ Opε2q.
(4.28)
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Now we are ready to show the convergence of
?
M pptq

bptq
by a linearisation

argument. Roughly speaking, we use the convergence (4.28) to linearise the
trajectories after time T and check the L2-norm of the solution. For reader’s
convenience, we mention that a baby example of the linearisation procedure
around solutions with periodic trajectories for the damped Szegő equation
was provided in [GG20].

As a consequence of (4.28), we study the following trajectory

Sν,α,βptqupT qpxq “ e´itMp1´βq
pc8e

´iTMp1´βqeix ` εvpt, xq ` ε2wpt, xqq,

where w is uniformly bounded in the sense

}wptq}Hs ď Cs,R for any t P r0, Rs.

To derive the equation v satisfied, we calculate the following quantities

eitMp1´βq
Btu

ε
ptq “ ´iMp1 ´ βqpc8e

´iTMp1´βqeix ` εvq ` εBtv ` Opε2q,

eitMp1´βq
puεptq|1q “ εpv|1q ` Opε2q,

eitMp1´βqΠp|uεptq|
2uεptqq “ Mc8e

´iTMp1´βqeix ` εc28Πpe´i2TMp1´βqei2xvq

` ε2Mv ` Opε2q,

eitMp1´βqSΠp|S˚uεptq|
2S˚uεptqq “ Mc8e

´iTMp1´βqeix

` εc28e
´i2TMp1´βqeixΠpeixvq ` ε2MeixΠpe´ixvq

´ εc28e
´i2TMp1´βqei2xpv|1q ` Opε2q.

Then v satisfies the equation

iBtv ` piν ´ αqpv|1q “ c28e
´i2TMp1´βqΠpei2xvq ` pβ ` 1qMv

´ βc28e
´i2TMp1´βqeixΠpeixvq ´ 2βMeixΠpe´ixvq ` βc28e

´i2TMp1´βqei2xpv|1q.

with the initial value vp0, xq “
bpT q

ε
` c8e

´iTMp1´βq ppT q

ε
ei2x. We observe the

equation of v and make the ansatz

vpt, xq “ q0ptq ` q1ptqe
ix

` q2ptqe
i2x,

where

iq1
0 ` piν ´ αqq0 “ p1 ` βqMq0 ` c28e

´2iTMp1´βqq2,

iq1
1 “ p1 ´ βqpc28e

´2iTMp1´βqq1 ` Mq1q,

iq1
2 “ p1 ´ βqMq2 ` c28e

´2iTMp1´βqq0,

q0p0q “
bpT q

ε
, q2p0q “ c8e

´iTMp1´βqppT q

ε
.
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We take the derivative of the q0-equation and substitute the equation of q2 to
derive

q2
0 ` pν ` ipα ` 2βMqqq1

0 ´ pp1 ´ βqpiν ´ αqM ` β2M2
qq0 “ 0,

q0p0q “
bpT q

ε
,

q1
0p0q “ ´pν ` ipα ` p1 ` βqMqq

bpT q

ε
´ iMc8e

´iTMp1´βqppT q

ε
.

The characteristic equation of this second-order ODE reads

λ2 ` pν ` ipα ` 2βMqqλ ´ pp1 ´ βqpiν ´ αqM ` β2M2
q “ 0.

The solutions are given by

λ˘ “
´pν ` ipα ` 2βMqq ˘ pσ ` iςρq

2
,

where ς, ρ, σ are defined by equations (4.24), (4.25).
We will prove in the end of Subsection 4.2.2 that

σ ´ ν

σ ` ν
ą 0

so that σ ą ν. Hence, the real parts of λ` and λ´ admits different signs as

Repλ`q “ σ ´ ν ą 0 and Repλ´q “ ´σ ´ ν ă 0.

And hence, the solution q0 is given by

q0ptq “ A`e
λ`t ` A´e

λ´t, (4.29)

where

A`pT q “
q1
0p0q ´ λ´q0p0q

λ` ´ λ´

“ ´
pν ` ipα ` p1 ` βqMq ` λ´qbpT q ` iMc8e

´iTMp1´βqppT q

εpT qpσ ` i
?
σ2 ´ ν2 ` α2 ` 4Mαq

,

A´pT q “
λ`q0p0q ´ q1

0p0q

λ` ´ λ´

“
pν ` ipα ` p1 ` βqMq ` λ`qbpT q ` iMc8e

´iTMp1´βqppT q

εpT qpσ ` i
a

σ2 ´ ν2 ` α2 ` 4Mαqq
.
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Now we are ready to check the L2-norm of Sν,α,βptqupT q, especially the
two important features: }Sν,α,βptqupT q}2L2 ě M and the Lyapunov functional.

Indeed, the following estimate holds for any fixed T and t P r0, Rs

0 ď }Sν,α,βptqupT q}
2
L2 ´ M

“ }upT q}
2
L2 ´ M ´ 2ν

ˆ t

0

|pSν,α,βpsqupT q|1q|
2 ds

“ |bpT q|
2

´ M |ppT q|
2

´ 2νε2
ˆ t

0

`

|pvpsq|1q|
2

` ORpεq
˘

ds.

We divide the above inequality both sides by |bpT q|2 to derive

1 ´
M |ppT q|2

|bpT q|2
l jh n

ď1

´2ν

ˆ t

0

| pvpsq|1q
l jh n

“q0psq

|
2 ds ě ´cRεpT q, t P r0, Rs,

where cR is a constant depending only on R. Recall q0ptq “ A`pT qeλ`t `

A´pT qeλ´t. By computing the integral of q0 and using the above estimate,
we infer the existence of a constant B such that

|A`pT q|
2epσ´νqR

ď cRεpT q ` B,

We first take upper limit in T of the above inequality

lim sup
TÑ8

|A`pT q|
2epσ´νqR

ď B.

Then we take limit in R Ñ 8, the above inequality holds only if

lim sup
TÑ8

|A`pT q|
2

“ 0,

which implies the convergence (4.23)

e´iTMp1´βq
?
M
ppT q

bpT q
Ñ i

ν ` λ´ ` ipα ` p1 ` βqMq

M
e´iθ

“ p
ςρ ´ α ` ipν ´ σq

2M
´ 1qe´iθ.

Step 2: Scattering properties for η, δ, ζ We write

η “ |b|2, δ “ M |p|
2, ζ “ Mcpb,
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which satisfy the ODE system

$

’

&

’

%

η1
` 2νη “ 2Imζ,

δ1
“ 2Imζ,

ζ 1
` pν ´ ip2M ` αqqζ “ ´ipp3 ´ βqδ ` ηqζ ` ipM ´ δq2pδ ` ηq ´ 2iηδpM ´ δq.

(4.30)

Due to the decay and boundedness of pb, c, pq in (4.22), we have pηptq, δptq, ζptqq Ñ

p0, 0, 0q and η P L1pR`q. The Lyapunov functional in the pη, δ, ζq-coordinate
can be written as

ηptq ´ δptq “ 2ν

ˆ 8

t

ηpsq ds. (4.31)

The convergence (4.23) implies that

δptq

ηptq
Ñ

ˇ

ˇ

ˇ

ˇ

ςρ ´ α ` ipν ´ σq

2M
´ 1

ˇ

ˇ

ˇ

ˇ

2

, as t Ñ `8. (4.32)

We will prove in the end of Subsection 4.2.2 that

ˇ

ˇ

ˇ

ˇ

ςρ ´ α ` ipν ´ σq

2M
´ 1

ˇ

ˇ

ˇ

ˇ

2

“
σ ´ ν

σ ` ν
(4.33)

Combining the Lyapunov functional (4.31) and the convergence (4.32),
the decay rate of ηptq is given by

ηptq´ 8

t
ηpsq ds

Ñ σ ` ν, as t Ñ `8, (4.34)

log
`

ˆ 8

t

ηpsq ds
˘

Ñ ´pσ ` νqtp1 ` op1qq, as t Ñ `8,

and

ηptq ď Cεe
´pσ`ν´εqt, t ě 0, for any ε ą 0. (4.35)

We write

X “

¨

˚

˚

˝

ηptq
δptq

ζRptq “ Reζptq
ζIptq “ Imζptq

˛

‹

‹

‚

P R4,

then the ODE system of pη, δ, ζq can be written as

X 1
` AX “ QpXq, (4.36)
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where

A “

¨

˚

˚

˝

2ν 0 0 ´2
0 0 0 ´2
0 0 ν 2M ` α

´M2 ´M2 ´p2M ` αq ν

˛

‹

‹

‚

,

and

QpXq “

¨

˚

˚

˝

0
0

pη ` p3 ´ βqδqζI
´pη ` p3 ´ βqδqζR ´ 2Mδ2 ´ 4Mηδ ` δ3 ` 3ηδ2

˛

‹

‹

‚

.

The matrix A has the eigenvalues

ν ˘ σ, ν ˘ iρ.

Now we write the ODE (4.36) as

d

dt
petAXptqq “ etAQpXptqq,

where the solution Xptq is given by the Duhamel formula

Xptq “ e´tAX8 ´

ˆ 8

t

eps´tqAQpXpsqq ds. (4.37)

Since σ ` ν is the largest eigenvalue of A, and Q is a quadratic-cubic form of
X, one has the following estimates

|Xptq| ≲ε e
´pσ`ν´εqt,

|etApQpXptqqq| ≲ε e
´pν`σ´2εqt,

|eps´tqA
pQpXptqqq| ≲ε e

pσ`νqps´tq´2pσ`ν´εqs, s, t ě 0

and ˆ 8

t

|eps´tqA
pQpXptqqq| ds ≲ε e

´2pσ`ν´εqt, t ě 0.

We substitute the above estimates to the Duhamel formula to obtain

e´tAX8 “ Ope´pσ`νqt
q. (4.38)

This shows that X8 is an eigenvector of A for the eigenvalue σ ` ν.
Consequently, there exists a constant η8 P R, such that

X8 “ η8

¨

˚

˚

˚

˚

˚

˚

˝

1
σ ´ ν

σ ` ν

p2M ` αq
ν ´ σ

2σ
ν ´ σ

2

˛

‹

‹

‹

‹

‹

‹

‚

.
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We substitute X8 to the Duhamel formula (4.37) to conclude that there exists
η8 ą 0 (since η8ptq ą 0) such that

ηptq “ η8e
´pσ`νqt

p1 ` Ope´pσ`νqt
qq,

δptq “
σ ´ ν

σ ` ν
η8e

´pσ`νqt
p1 ` Ope´pσ`νqt

qq,

ζptq “
`ςρ ´ α ` ipν ´ σq

2
´ M

˘

η8e
´pσ`νqt

p1 ` Ope´pσ`νqt
qq,

(4.39)

where the last equality holds since, using (4.25)

p2M ` αq
pν ´ σq

2σ
` i

ν ´ σ

2
“
ςρ ´ α ` ipν ´ σq

2
´ M.

Conversely, we claim that for every η8 ą 0, there exists a unique triple
pη, δ, ζq such that

$

’

&

’

%

η1
` 2νη “ 2Imζ,

δ1
“ 2Imζ,

ζ 1
` pν ´ ip2M ` αqqζ “ ´ipp3 ´ βqδ ` ηqζ ` ipM ´ δq2pδ ` ηq ´ 2iηδpM ´ δq

(4.40)
satisfying the asymptotic behavior (4.39). Indeed, by a standard fixed point
argument one can solve (4.37) on rT,8q, where T is large enough such that
|X8|e´pν`σqT ≲ 1, with the norm

}X}T :“ sup
těT

epν`σqt
|Xptq|.

Then the extension to the whole real line is ensured by, say, the identities

|ζ|
2

“ pM ´ δq2ηδ , δptq ` 2ν

ˆ 8

t

ηpsq ds “ ηptq

which, combined with the first equation, lead to

| 9η| “ Opηq .

Furthermore, following the same argument as for the damped Szegő
equation in [GG20], the lower (upper) bounds of initial value ηp0q ensure the
lower (upper) bounds for η8. Namely, for every C ą 0, there exists C 1 ą 0
such that

• if ηp0q ě C´1, then η8 ě pC 1q´1,

• if ηp0q ď C, then η8 ď C 1.
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Step 3: Asymptotic behavior for b, c, p
We first show that there exists

pη8, θ, φq P p0,8q ˆ T ˆ T

such that, as t Ñ `8

bptq „
?
η8e

´ ν`σ
2
t´itp2M`αqp ν`σ

2σ
q`iφ,

cptq „
?
Me´itMp1´βqeiθ,

pptq „

c

η8

M

ˆ

ςρ ´ α ` ipν ´ σq

2M
´ 1

˙

e´ ν`σ
2
t`it pα`2Mβqσ`p2M`αqν

2σ
`ipθ´φq.

(4.41)
Notice that, the convergence of cptq was shown in (4.2.2). We combine the
equations for b and η, p and δ to derive

i
d

dt

` b
?
η

˘

“
`

η ´ 2δ ` 2M ` α `
Reζ

η

˘ b
?
η

“
`

p2M ` αq
ν ` σ

2σ
` Ope´pν`σqt

q
˘ b

?
η

i
d

dt

`

?
Mp

?
δ

˘

“
`

p1 ´ βqpM ´ δq `
Reζ

δ

˘

?
Mp

?
δ

“
`

´
pα ` 2Mβqσ ` p2M ` αqν

2σ
` Ope´pν`σqt

q
˘

?
Mp

?
δ
.

Then there exist φ, ψ such that

bptq „
?
η8e

´ ν`σ
2
t´itp2M`αq ν`σ

2σ
`iφ,

pptq „

c

η8

M

´σ ´ ν

σ ` ν

¯
1
2
e´ ν`σ

2
t`it pα`2Mβqσ`p2M`αqν

2σ
`iψ.

On the other side, we recall the convergence (4.23)

e´iTMp1´βq
?
M
ppT q

bpT q
Ñ

ˆ

ςρ ´ α ` ipν ´ σq

2M
´ 1

˙

e´iθ

and the equality (4.33)

`σ ´ ν

σ ` ν

˘
1
2 “

ˇ

ˇ

ˇ

ςρ ´ α ` ipν ´ σq

2M
´ 1

ˇ

ˇ

ˇ
.

This implies that

pptq „

c

η8

M

ˆ

ςρ ´ α ` ipν ´ σq

2M
´ 1

˙

e´ ν`σ
2
t`it pα`2Mβqσ`p2M`αqν

2σ
`ipθ´φq.
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Now we show that the asymptotic behavior (4.41) holds conversely. Namely,
for a fixed pη8, θ, φq P p0,8q ˆ T ˆ T, there exists a unique trajectory

upt, xq “ bptq `
cptqeix

1 ´ pptqeix

satisfying the asymptotic behavior (4.41). From step 2, for such pη8, θ, φq P

p0,8q ˆ T ˆ T there exists a unique trajectory pη, δ, ζq P R ˆ R ˆ C such that

ηptq “ η8e
´pσ`νqt

p1 ` Ope´pσ`νqt
qq,

δptq “
σ ´ ν

σ ` ν
η8e

´pσ`νqt
p1 ` Ope´pσ`νqt

qq,

ζptq “

ˆ

ςρ ´ α ` ipν ´ σq

2
´ M

˙

η8e
´pσ`νqt

p1 ` Ope´pσ`νqt
qq.

Due to the structure of η, δ, ζ, there exists a fixed large enough T ą 0 such
that M ą δpT q ą 0, ζpT q ‰ 0 and ηpT q ą 0. Then there exists pb1, c1, p1q
solving the ODE system (4.12) such that

b1pT q “
a

ηpT q,
?
Mp1pT q “

a

δpT q, Mc1pT q “
ζpT q

b1pT qp1pT q
.

Furthermore, due to the uniqueness of the Cauchy problem of the ODE
system for pη, δ, ζq, the above equations hold for all t P R. On the other hand,
pb1, c1, p1q satisfies the asymptotic behavior (4.41) with a pair pθ1, φ1q P T ˆ T,
i.e.

b1ptq „
?
η8e

´ ν`σ
2
t´itp2M`αq ν`σ

2σ
`iφ1 ,

c1ptq „
?
Me´itMp1´βqeiθ1 ,

p1ptq „

c

η8

M

ˆ

ςρ ´ α ` ipν ´ σq

2M
´ 1

˙

e´ ν`σ
2
t`it pα`2Mβqσ`p2M`αqν

2σ
`ipθ1´φ1q.

Then the triplet pb, c, pq with

bptq “ eipφ´φ1qb1ptq, cptq “ eipθ´θ1qc1ptq, pptq “ eipθ´φ´θ1`φ1qp1ptq

satisfies the ODE system (4.12) with the desired asymptotic properties.
At the last step, we show the uniqueness of the solution pb, c, pq. We

assume that pb̃, c̃, p̃q is another solution of the ODE system (4.12) with the
same asymptotic properties (4.41). Then by the uniqueness of pη, δ, ζq, for
any t P R

|b̃ptq|
2

“ ηptq, M |p̃ptq|
2

“ δptq, Mc̃ptqb̃ptqp̃ptq “ ζptq
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and hence, b ´ b̃ and p ´ p̃ satisfy

i
d

dt

`b ´ b̃
?
η

˘

“
`

p2M ` αq
ν ` σ

2σ
` Ope´pν`σqt

q
˘b ´ b̃

?
η
,

i
d

dt

`

?
Mpp ´ p̃q

?
δ

˘

“
`

´
pα ` 2Mβqσ ` p2M ` αqν

2σ
` Ope´pν`σqt

q
˘

?
Mpp ´ p̃q

?
δ

.

The first ODE implies

ˇ

ˇ

ˇ

b ´ b̃
?
η

ptq
ˇ

ˇ

ˇ
ď

ˆ 8

t

Ope´pν`σqs
q

ˇ

ˇ

ˇ

b ´ b̃
?
η

psq
ˇ

ˇ

ˇ
ds,

Combining this estimate with the boundedness of | b´b̃?
η

|, one can show that

bptq “ b̃ptq for any t P R by an iterative argument. By a similar argument,

we have pptq “ p̃ptq for all t P R. Since cptqbptqpptq “ c̃ptqb̃ptqp̃ptq “ ζptq, we
conclude that cptq “ c̃ptq, for all t P R.

Step 4: Geometric structure of ΣM,ν,α,β Ă EM . We define the map

J : p0,8q ˆ T ˆ T Ñ EM , pη8, θ, φq ÞÑ up0q,

where u is the unique solution of (4.1) corresponding to the asymptotic
behavior (4.41). One can follow a similar argument as in [GG20] to show
that J is an one-to-one proper immersion, and hence, ΣM,ν,α,β is a three-
dimensional submanifold of EM . We only point out the following different
identity as in [GG20]

eiφSα,β,νpt ` T q rJpη8, θ0, φ0qs px ` θ ´ φq

“Sα,β,νptq
“

Jpη̄8, θ̄, φ̄q
‰

pxq,

where
η̄8 “ η8e

´pσ`νqT ,

θ̄ “ θ0 ` θ ´ Mp1 ´ βqT,

φ̄ “ φ0 ` φ ´ pM `
α

2
qp1 `

ν

σ
qT.

A calculation

At the end of this subsection, we give the details of the calculations on

Z :“

ˇ

ˇ

ˇ

ˇ

ςρ ´ α ` ipν ´ σq

2M
´ 1

ˇ

ˇ

ˇ

ˇ

2

“
σ ´ ν

σ ` ν
,
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where ς, σ, ρ are given by (4.24) and (4.25). We recall the following equalities.

σ2
´ ρ2 “ ν2 ´ α2

´ 4αM and ςσρ “ νpα ` 2Mq.

Remark first that the case σ “ ν is excluded. Indeed, if σ “ ν then
ρ2 “ α2 ` 4Mα which is not compatible with the second condition. We
calculate

Z “

ˇ

ˇ

ˇ

ςρ ´ α ` ipν ´ σq

2M
´ 1

ˇ

ˇ

ˇ

2

“ 1 `
1

4M2

´

pςρ ´ αq
2

` pν ´ σq
2

´ 4Mpςρ ´ αq

¯

“ 1 `
1

4M2

´

ρ2 ` α2
` ν2 ` σ2

´ 2νσ ` 4Mα ´ 2ςρpα ` 2Mq

¯

“ 1 `
1

2M2
pρ2 ` ν2qp1 ´

σ

ν
q.

Then as above

p1 ´ Zqpν ` σq “
ρ2 ` ν2

2M2

σ ´ ν

ν
pσ ` νq

“
1

2νM2
pσ2ρ2 ` σ2ν2 ´ ν2ρ2 ´ ν4q

“
ν

2M2
ppα ` 2Mq

2
` σ2

´ ρ2 ´ ν2q

“
ν

2M2
ppα ` 2Mq

2
´ α2

´ 4Mαq

“ 2ν.

According to the above calculation, one has

2ν

1 ´ Z
“ ν ` σ and Z “

σ ´ ν

σ ` ν
.
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EDP Sciences, Les Ulis, 2012, pp. xviii+465.

[Des97] B. Desjardins. “Regularity results for two-dimensional flows of
multiphase viscous fluids”. In: Arch. Rational Mech. Anal. 137
(1997), pp. 135–158.

[DG98] J. I. Dı́az and G. Galiano. “Existence and uniqueness of solutions
of the Boussinesq system with nonlinear thermal diffusion”. In:
Topol. Methods Nonlinear Anal. 11.1 (1998), pp. 59–82.

[DK11] H. Dong and D. Kim. “Higher order elliptic and parabolic
systems with variably partially BMO coefficients in regular and
irregular domains”. In: J. Funct. Anal. 261 (2011), pp. 3279–
3327.

[DL12] R. Danchin and X. Liao. “On the well-posedness of the full low
Mach number limit system in general critical Besov spaces”. In:
Commun. Contemp. Math. 14 (2012), pp. 1250022, 47.

[DL72] G. Duvaut and J.-L. Lions. “Transfert de chaleur dans un fluide
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tion on the real line and applications”. In: 31.3 (2011), pp. 607–
649.

https://arxiv.org/abs/2110.10976


Bibliography 165

[Poc13] O. Pocovnicu. “First and second order approximations for a
nonlinear wave equation”. In: J. Dynam. Differential Equations
25.2 (2013), pp. 305–333.

[PR12] K. Pileckas and R. Russo. “On the existence of vanishing at
infinity symmetric solutions to the plane stationary exterior
Navier-Stokes problem”. In: Math. Ann. 352.3 (2012), pp. 643–
658.
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