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Prüfungskommission vorgelegt.

Walzbachtal, den 10.12.2021

Fabian Block





Contents

1. Introduction 1

2. Neutrino Physics 5
2.1. The Postulation and Discovery of the Neutrino . . . . . . . . . . . . . 5
2.2. Neutrinos in the Standard Model of Particle Physics . . . . . . . . . . 7
2.3. Neutrino Flavor Oscillation . . . . . . . . . . . . . . . . . . . . . . . 8

2.3.1. Theory of Neutrino Oscillation . . . . . . . . . . . . . . . . . . 8
2.3.2. Pioneering Neutrino Oscillation Experiments . . . . . . . . . . 10
2.3.3. Current Research Status . . . . . . . . . . . . . . . . . . . . . 14

2.4. Neutrino Mass Generation . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5. Experimental Determination of the Neutrino Mass Scale . . . . . . . 18

2.5.1. Cosmology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.2. Neutrinoless Double-Beta Decay . . . . . . . . . . . . . . . . . 19
2.5.3. Single-Beta Decay . . . . . . . . . . . . . . . . . . . . . . . . 21

3. The Karlsruhe Tritium Neutrino Experiment 25
3.1. MAC-E Filter Principle . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.1.1. Measurement Principle of a MAC-E Filter . . . . . . . . . . . 26
3.1.2. Transmission Function of the Main Spectrometer . . . . . . . 28

3.2. Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.1. Rear Section . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.2. Windowless Gaseous Tritium Source . . . . . . . . . . . . . . 35
3.2.3. Transport Section . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.4. Pre-, Main and Monitor Spectrometer . . . . . . . . . . . . . 40
3.2.5. Focal-Plane Detector System . . . . . . . . . . . . . . . . . . . 45

3.3. KATRIN Neutrino Mass Analysis . . . . . . . . . . . . . . . . . . . . 45
3.3.1. The Integral KATRIN Model . . . . . . . . . . . . . . . . . . 46
3.3.2. Parameter Inference . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.3. Analysis of Beta Scan . . . . . . . . . . . . . . . . . . . . . . 50
3.3.4. KATRIN Sensitivity . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.5. Treatment of Systematic Uncertainties . . . . . . . . . . . . . 54
3.3.6. Data Combination . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.7. KATRIN Databases and Software Tools . . . . . . . . . . . . 60
3.3.8. Field Calculation Methods . . . . . . . . . . . . . . . . . . . . 61
3.3.9. Implementation of Input Parameters for Data Analysis . . . . 65

4. Characterization of Pinch and WGTS Magnetic Field 67
4.1. Pinch Magnetic Field . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1.1. Pinch Magnetic Field in Neutrino Mass Analysis . . . . . . . . 68
4.1.2. Alignment Measurements with Hall Probe . . . . . . . . . . . 71

4.2. Source Magnetic Field . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.1. Source Magnetic Field in Neutrino Mass Analysis . . . . . . . 78

v



vi Contents

4.2.2. WGTS Magnet System . . . . . . . . . . . . . . . . . . . . . . 80
4.2.3. Simulation and Stray Field Measurements of the Source Mag-

netic Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.4. Magnetic Field Determination Inside WGTS Beam Tube . . . 84
4.2.5. Source Magnetic Field for Neutrino Mass Analysis . . . . . . . 92

4.3. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5. Characterization of the Nominal Analyzing Plane 97
5.1. Analyzing Plane Properties . . . . . . . . . . . . . . . . . . . . . . . 97

5.1.1. Retarding Potential . . . . . . . . . . . . . . . . . . . . . . . . 98
5.1.2. Magnetic Field Settings and Interplay with Main Spectrometer

Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.1.3. Requirements for Neutrino Mass Measurements . . . . . . . . 104

5.2. Magnetic Field Characterization with Simulations . . . . . . . . . . . 107
5.2.1. Magnetic Field Monitoring System . . . . . . . . . . . . . . . 107
5.2.2. Impact of the Earth Magnetic Field and Beamline Magnets . . 110
5.2.3. Impact of Low-Field Correction System . . . . . . . . . . . . . 118
5.2.4. Conclusions for Neutrino Mass Measurements . . . . . . . . . 121

5.3. Characterization with the Rear Section E-Gun . . . . . . . . . . . . . 122
5.3.1. E-Gun Working Principle and Model . . . . . . . . . . . . . . 122
5.3.2. Magnetic Field Measurements . . . . . . . . . . . . . . . . . . 128
5.3.3. Retarding Potential Measurements . . . . . . . . . . . . . . . 129

5.4. Characterization with Krypton-83m . . . . . . . . . . . . . . . . . . . 138
5.4.1. Krypton-83m in KATRIN . . . . . . . . . . . . . . . . . . . . 138
5.4.2. Retarding Potential Measurements . . . . . . . . . . . . . . . 140
5.4.3. Magnetic Field Measurements . . . . . . . . . . . . . . . . . . 144

5.5. Comparison and Summary . . . . . . . . . . . . . . . . . . . . . . . . 152
5.5.1. Retarding Potential . . . . . . . . . . . . . . . . . . . . . . . . 152
5.5.2. Magnetic Field . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6. Characterization of the Shifted Analyzing Plane 165
6.1. Basic Idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

6.1.1. Design of the Shifted Analyzing Plane . . . . . . . . . . . . . 166
6.1.2. SAP Background Measurements and Simulations . . . . . . . 168

6.2. E-Gun Characterization Measurements . . . . . . . . . . . . . . . . . 169
6.2.1. Retarding Potential Measurements . . . . . . . . . . . . . . . 170
6.2.2. Magnetic Field Measurements . . . . . . . . . . . . . . . . . . 171

6.3. Characterization with Krypton-83m K-32 Conversion Line . . . . . . 178
6.3.1. Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
6.3.2. Reference Measurement in Nominal Analyzing Plane . . . . . 182
6.3.3. Measurement in Shifted Analyzing Plane . . . . . . . . . . . . 185
6.3.4. Extraction of Transmission Function Properties . . . . . . . . 189

6.4. Characterization with Krypton-83m N2,3-32 Conversion Line Doublet 190
6.4.1. Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.4.2. Reference Measurement in Nominal Analyzing Plane . . . . . 192
6.4.3. Measurement in Shifted Analyzing Plane . . . . . . . . . . . . 193
6.4.4. Extraction of Transmission Function Properties . . . . . . . . 195

6.5. Comparison and Summary . . . . . . . . . . . . . . . . . . . . . . . . 195
6.5.1. Retarding Potential . . . . . . . . . . . . . . . . . . . . . . . . 196

vi



Contents vii

6.5.2. Transmission Function Shape . . . . . . . . . . . . . . . . . . 198
6.5.3. Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . 203

7. The WGTS Column Density 205
7.1. Influence of Column Density in KATRIN . . . . . . . . . . . . . . . . 205

7.1.1. Definition of Column Density . . . . . . . . . . . . . . . . . . 206
7.1.2. Calculation of Scattering Probabilities . . . . . . . . . . . . . 207
7.1.3. Energy-Loss Function and Response Function . . . . . . . . . 210
7.1.4. Column Density Impact on Neutrino Mass Measurements . . . 214

7.2. Column Density Modeling . . . . . . . . . . . . . . . . . . . . . . . . 217
7.2.1. General Approach and Challenges . . . . . . . . . . . . . . . . 217
7.2.2. Individual and Combined Density Distributions . . . . . . . . 218
7.2.3. Gas Model for Nominal Operation . . . . . . . . . . . . . . . . 220

7.3. Experimental Test of Column Density Model . . . . . . . . . . . . . . 223
7.3.1. Column Density Measurements with the E-Gun . . . . . . . . 223
7.3.2. Comparison of Measurement to Simulation . . . . . . . . . . . 229

7.4. Radial and Azimuthal Column Density Inhomogeneity . . . . . . . . 231
7.4.1. Impact on Neutrino Mass Determination . . . . . . . . . . . . 233
7.4.2. Measurement of Column Density Inhomogeneity . . . . . . . . 235

7.5. Monitoring during Neutrino Mass Measurements . . . . . . . . . . . . 237
7.5.1. Monitoring with Gas-Sensitive Sensors . . . . . . . . . . . . . 238
7.5.2. Monitoring with Activity Detectors . . . . . . . . . . . . . . . 246

7.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

8. Summary and Outlook 259

Appendix 267
A. Measurements of the E-Gun Angular Distribution . . . . . . . . . . . 267

A.1. Measurement Procedure . . . . . . . . . . . . . . . . . . . . . 267
A.2. Proof-Of-Principle Measurement . . . . . . . . . . . . . . . . . 270

B. KATRIN Operational Parameters for Electric and Magnetic Field . . 273
C. Overview of KATRIN Neutrino Mass Measurement Campaigns (2019-

2021) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

List of Figures 281

List of Tables 283

Bibliography 285

List of Acronyms 304

Acknowledgements 306

vii





1. Introduction

Since the postulation of the neutrino by Wolfgang Pauli in 1930 [PKW64] and its
discovery in 1956 by Cowan and Reines [Cow+56], the neutrino has become one
of the most extensively studied particles of the Standard Model of particle physics.
With the observation of neutrino flavor oscillation [Fuk+99; Ahm+01] proving their
non-vanishing rest mass [Pon58; Pon68], neutrinos became of interest not only in
particle physics, but also in other physics fields such as cosmology. Although their
absolute rest mass is many orders of magnitude smaller than that of other massive
particles in the Standard Model of particle physics [Zyl+20], they act as cosmic
architects in the early universe due to their large abundance [FLS00]. Additionally,
massive neutrinos imply physics beyond the Standard Model of particle physics, in
which neutrinos are massless. The absolute neutrino mass scale is therefore one of
the key features for a more in-depth understanding of the cosmological structure
formation, as well as to physics beyond the Standard Model.

Neutrino oscillation experiments can not provide an absolute neutrino mass mea-
surement. However, precision measurements conducted so far set a lower limit on
the maximal neutrino mass of 50 meV, assuming normal hierarchy [Zyl+20]. Cosmo-
logical observations set a model-dependent upper limit on the sum of the three light
neutrino mass eigenstates to 111 meV [Ala+20]. The search for neutrinoless double
β decay also allows one to probe the neutrino mass scale. This method currently
sets an upper limit on the effective Majorana mass of smaller than 61 meV−165 meV
[Zyl+20]. However, the obtained limit is only valid if neutrinos are Majorana par-
ticles. In contrast to the model-dependent approaches through cosmology and neu-
trinoless double β decay, the KArlsruhe TRItium Neutrino (KATRIN) experiment
aims to model-independently probe the effective electron antineutrino mass by high-
resolution spectroscopy of the β-decay spectrum close to the endpoint region. Based
on the first two KATRIN neutrino mass measurement campaigns, the upper limit
on the effective electron antineutrino mass could be set to 0.8 eV at 90 % confidence
level [Ake+21a], more than a factor two improvement compared to predecessor ex-
periments [Kra+05; Ase+11].

The design sensitivity of KATRIN on the effective electron neutrino mass is 200 meV
at 90 % confidence level [KAT05]. To achieve this ambitious goal, the KATRIN ex-
periment combines a high-luminosity Windowless Gaseous Tritium Source (WGTS)
with a high-resolution Main Spectrometer for energy analysis based on the Mag-
netic Adiabatic Collimination with Electrostatic (MAC-E) filter technique. In the
experimental setup, electrons stemming from the β decay of gaseous tritium in the
WGTS are guided by magnetic fields of several Tesla strength towards the Main
Spectrometer. In the Main Spectrometer, the electrons are either repelled back to
the WGTS or transmitted to the detector, based on their kinetic energy. Strict
requirements in precision and accuracy on the model used for data analysis have to
be met to reach the targeted sensitivity on the neutrino mass. The experimental
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2 1. Introduction

response function, necessary to calculate the expected measured spectrum, describes
the probability for a β-decay electron to overcome the Main Spectrometer and to
reach the detector, taking into account energy-loss effects and the spectrometer’s
transmission function.

The main objectives of the thesis at hand are concerned with the characterization
of contributions to the KATRIN response function, and with their systematic un-
certainties impacting the neutrino mass analysis. In detail, this includes:

� Characterization of the WGTS magnet system and the pinch magnet in the
completed KATRIN experimental setup, as their task goes beyond the mere
guiding of β-decay electrons from source to detector. Indirect and direct mea-
surement techniques are compared to simulations for better understanding of
the field strength and the geometry of the solenoids in the experimental setup.

� Characterization of the electric and magnetic field strengths in the analyzing
plane of the Main Spectrometer via complementary approaches as key param-
eters for the energy analysis. The field uncertainties are then quantified with
respect to the systematic uncertainty contribution on the measured neutrino
mass. This includes the field characterization of the configuration used in the
first two neutrino mass measurement campaigns as well as a novel setting, the
shifted analyzing plane, that is used from the third campaign onwards.

� Measurements with a photoelectron source to determine the tritium gas density
in the WGTS as important parameter for energy-loss calculations of β-decay
electrons leaving the WGTS. Simulations developed in former works are tested,
as well as new methods to monitor the tritium gas density during neutrino mass
measurement campaigns are presented.

Therefore, the thesis is structured as follows:

1. We give a brief summary on the history of neutrino physics in chapter 2 and
put them into context to other elementary particles in the Standard Model
of particle physics. Additionally, the neutrino flavor oscillation is introduced
before we close the chapter with a presentation of possible neutrino mass gen-
eration mechanisms and complementary methods for experimental access to
the absolute neutrino mass scale.

2. The MAC-E filter technique is presented in chapter 3 as central element for
energy analysis in the KATRIN experiment. Subsequently, the individual hard-
ware components of the 70 m-long experimental KATRIN setup are presented.
As last part of this chapter, tools for neutrino mass analysis with KATRIN
are introduced.

3. The pinch and WGTS magnetic field are characterized in chapter 4 via simula-
tions and measurements. The obtained systematic uncertainty on the solenoid
fields are put into context of the measured neutrino mass.

4. We investigate the electric and magnetic fields in the analyzing plane of the
Main Spectrometer as used in the first two neutrino mass measurement cam-
paigns in chapter 5. We identify contributions that do not fulfill the KATRIN
sensitivity requirement and show measurement approaches for a more accurate
model that can be used in neutrino mass analysis.

2



3

5. A novel Main Spectrometer electromagnetic configuration, namely the shifted
analyzing plane, leads to a better signal to background ratio in subsequent
neutrino mass measurement campaigns. A transmission characterization of
this new mode via complementary measurements is given in chapter 6.

6. The contribution of the tritium gas density in the WGTS to the KATRIN
response function is discussed in detail in chapter 7, before we present a method
to directly measure the integrated gas density. Based on this measurement,
monitoring methods are introduced to determine the gas density evolution
during neutrino mass measurement campaigns. Furthermore, we employ the
measurement method to test a prediction by gas model simulations that could
cause a bias on the measured neutrino mass.

7. The findings of this thesis are summarized in chapter 8 and an outlook to
future measurements is given.
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2. Neutrino Physics

Since the first postulation of neutrinos in 1930 [PKW64] and their experimental
discovery in 1956 [Cow+56], neutrino physics is a rapidly growing research field.
The characteristic properties of neutrinos are their low interaction rate with matter,
as they do only participate in the weak interaction. This property, which makes the
study of neutrinos in laboratory experiments challenging, makes them interesting for
other fields, for example they are used in astrophysics as messenger particles (see for
example reference [Bra16]). The discovery of neutrino oscillations proved a non-zero
rest mass of the neutrino in contradiction to the Standard Model of particle physics,
leading to a key role of neutrinos in physics beyond the Standard Model.

The objective of the following chapter is to summarize the most-relevant aspects of
neutrino physics for the thesis at hand and to emphasize the importance of determin-
ing the absolute neutrino mass scale by dedicated experiments like KATRIN. We
therefore describe the most-important milestones in the theoretical prediction and
the experimental discovery of the neutrino in section 2.1. Following, the neutrinos
are put into the context of the Standard Model of particle physics in section 2.2. The
theory of neutrino oscillation, pioneering experiments as well as the current research
status and remaining open questions are discussed in section 2.3. Motivated by the
experimental results of neutrino oscillations, possible extensions to the Standard
Model to include a neutrino mass term are presented in section 2.4. Afterwards,
three complementary approaches to experimentally determine the absolute neutrino
mass scale are introduced in section 2.5.

2.1. The Postulation and Discovery of the Neutrino

The postulation of the neutrino is historically closely related to the discovery and in-
vestigation of radioactive decays. Towards the end of the 19th century, H. Becquerel
discovered radioactivity [Bec96], which was further explored in the following years
by M. and P. Curie [Cur10] and E. Rutherford [Rut05]. J. Chadwick investigated the
β-decay spectrum in 1914, expecting a mono-energetic line of the electron similar to
the already known mono-energetic, two-body α decay [Bra04]. However, Chadwick
observed a continuous β-decay spectrum [Cha14], which was in contradiction to en-
ergy and angular momentum conservation of a two-body decay.
In 1930, W. Pauli postulated an electrically neutral, spin-1

2 particle involved in the β

decay to explain how the continuous β spectrum could conserve energy and angular
momentum [PKW64]. Pauli called this particle the “neutron”, which had to have
a significantly lower interaction rate compared to the other particles known at that
time. The particle which we today know as the neutron was discovered two years
after Pauli’s postulation [Cha32]. Nonetheless, due to its large mass, it was clear
that the neutron was not the particle postulated by Pauli.

5



6 2. Neutrino Physics

In 1934, E. Fermi developed a theoretical description of the β decay, thereby intro-
ducing the word “neutrino” (ν) in the scientific terminology. In Fermi’s theory, the
neutron (n) decays to a proton (p), an electron (e−), and an electron antineutrino
(νe) in a point-like interaction

n→ p + e− + νe . (2.1)

Combining the expectation from his theory with data, Fermi concluded that the rest
mass of the neutrino must be tiny compared to the electron mass, or even zero. The
theory by Fermi was a milestone in neutrino physics, as it gave a solid theoretical
basis for future experimental work. [Fer34]
Based on Fermi’s theory, Bethe and Peierls suggested the inverse β decay

p + νe → n + e+ (2.2)

to experimentally detect the neutrino. The cross-section for this process was ex-
pected to be below 10−44 cm2, an experimental discovery of the neutrino seemed
impossible. [BP34]

The usage of industrial nuclear power plants as high-intensity neutrino sources en-
abled the experimental discovery of the neutrino more than 20 years after its postu-
lation. C. Cowan and F. Reines used the powerful fission reactor at the Savannah
River Plant as antineutrino source in the “Poltergeist” experiment. A cadmium
chloride solution in water formed the target for the antineutrinos. The water tanks
were placed between scintillators to detect the reaction of antineutrinos with pro-
tons of the water according to equation 2.2, producing a neutron and a positron.
The detection principle was a coincident measurement. The positron quickly an-
nihilates with an electron, emitting two 511 keV photons that are detected by the
scintillators. The neutron is moderated by the water and eventually captured on a
cadmium nucleus. Thereby a gamma ray is released approximately 10µs after the
two 511 keV photons, which is also detected by the scintillators. [Cow+56; Zub12]
This delayed coincidence signal gives a unique signature of a neutrino interaction
and allows for an effective discrimination from background events. The measured
neutrino flux yielded a significant signal rate of (36± 4) events/hour [RC59]. The
cross-section for the inverse β decay was estimated to (11± 3)× 10−44 cm2 [RC59].
In 1995, Reines was awarded with the Nobel Prize for the experimental detection of
the neutrino [The95].

In 1962, an experiment at the Brookhaven synchrotron proved the existence of a
second type of neutrino, the muon neutrino νµ [Dan+62]. The discovery of the tau
lepton in 1975 [Per+75] lead to the expectation of the associated tau neutrino ντ.
In 1989, the Z0-boson width was measured at the electron-positron collider LEP
to investigate the number of light neutrino generations (mν < mZ/2). Within few
months of data taking, the experiments ALEPH, DELPHI, L3, and Opal showed
that the number of light neutrino generations has to be around three [Dec+90a;
Aar+89; Ade+89; Dec+90b]. The full LEP dataset and further statistics from the
electron-positron collider SLC allowed one to constrain the number of light neutrinos
to 2.984 ± 0.008, assuming that the Z0 decays only in Standard Model particles
[Sch+06]. The DONUT experiment finally discovered the missing ντ neutrino in
2001 [Kod+01].
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Figure 2.1.: The Standard Model of particle physics. The quarks (blue) and leptons
(green) are grouped in three generations depending on their mass. The
gauge bosons (orange) mediate the strong, electromagnetic, and weak
forces. The scalar Higgs boson (yellow) is the excitation of the Higgs
field, which generates the mass of the massive particles. Particle prop-
erties based on reference [Zyl+20].

2.2. Neutrinos in the Standard Model of Particle
Physics

The Standard Model of particle physics describes the three fundamental forces
(strong, electromagnetic, and weak force, omitting gravity) and classifies all known
elementary particles (see figure 2.1) The three fundamental forces are mediated by
the exchange of spin-1 vector bosons. The strong force is mediated via the massless
gluon, the electromagnetic force via the photon. The Z0- and W±-bosons mediate
the weak force. The known fundamental elementary particles are the twelve spin-1

2
fermions, that can be classified as quarks or leptons depending on the interactions
they participate in. The Higgs boson is a spin-0 particle. It is the quantum excita-
tion of the Higgs field that gives mass to the elementary particles. [Hig64; Pov+15]
Six of the twelve fermions are quarks, characterized by their ability to carry color
charge and to thus interact via the strong force. They are grouped in three gener-
ations with increasing mass and form weak isospin doublets. Each of the fermions
has a corresponding antiparticle with same mass but opposite electric charge, color
and opposite third component of the weak isospin. [Pov+15]
The remaining fermions are leptons, namely the electron, muon, and tauon, and one
neutrino associated to each. Similar to the quarks, also the leptons are divided in
three generations. In each generation, an electrically charged lepton and the associ-
ated neutrino form a weak isospin doublet that participates in the weak interaction.
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8 2. Neutrino Physics

The neutrinos are charge-less particles in the Standard Model and only undergo
weak interactions, mediated via the W± and Z0 bosons. The coupling to these
bosons, and thus the interaction in the weak force, depends on the handedness of
the particle. The handedness describes the spin orientation relative to the particle’s
momentum. The Wu experiment showed that the conservation of parity is violated
in weak interaction [Wu+57] leading to the discovery that only left-handed (spin
and momentum in same direction) particles and right-handed (spin and momentum
in opposite direction) antiparticles participate in the weak force. Consequently, only
left-handed weak isospin doublets exist. Right-handed particles do not participate
in the weak interaction and thus form isospin singlets. M. Goldhaber et al. deter-
mined the neutrino to be left-handed by investigating the orbital electron capture
of Eu152m [GGS58]. A change of handedness is only allowed for massive particles
via a coupling to the Higgs field. However, neutrinos are assumed to be massless in
the Standard Model. It therefore allows the coupling of the weak interaction only
to left-handed neutrinos and right-handed antineutrinos. Hypothetical right-handed
neutrinos and left-handed antineutrinos would only interact gravitationally and not
via the three fundamental forces of the Standard Model. [Pov+15]

Although the Standard Model has demonstrated huge success in providing exper-
imental predictions, it cannot explain some phenomena. For example it does not
incorporate the non-zero neutrino mass that is experimentally proven by discovering
neutrino flavor oscillations. Consequently, neutrinos are a key to physics beyond the
Standard Model. Detailed characterizations of their properties will have positive
influence on related fields in particle physics.

2.3. Neutrino Flavor Oscillation

Mid of the 20th century, Pontecorvo formulated the theoretical possibility of neutrino-
antineutrino oscillation [Pon57; Pon58; Pon68]. Based on Pontecorvo’s theory, Maki,
Nakagawa and Sakata proposed the flavour mixing of two generations of neutrinos in
1962 [MNS62]. The direct consequence of this flavor mixing is neutrino flavor oscil-
lation. According to the theory, neutrino flavor oscillations can occur if the neutrino
weak-interaction eigenstates are a superposition of the neutrino mass eigenstates,
but they do not coincide [Zub12]. This phenomenon was previously already ob-
served in the quark sector, where the weak and the mass eigenstates are connected
by the CKM matrix [Zub12].

2.3.1. Theory of Neutrino Oscillation

The following description of the theory of neutrino oscillation is based on references
[Zub12] and [Pov+15].
The fundamental assumption of neutrino oscillation is that the neutrino mass eigen-
states |νi〉 (i = 1, 2, 3) do not coincide with the eigenstates of the weak interaction
|να〉 (α = e,µ, τ). Instead, the weak interaction eigenstates can be written as a

8



2.3. Neutrino Flavor Oscillation 9

linear combinations of the mass states
|νe〉
|νµ〉
|ντ〉

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 ·

|ν1〉
|ν2〉
|ν3〉

 ,

with U being the PMNS matrix. It is often parameterized as

U =


1 0 0
0 cos θ23 sin θ23

0 − sin θ23 cos θ23




cos θ13 0 sin θ13e−iδ

0 1 0
− sin θ13eiδ 0 cos θ13




cos θ12 sin θ12 0
− sin θ12 cos θ12 0

0 0 1


(2.3)

with θij denoting the mixing angles, and δ being a CP-violating phase. If neutrinos
are Majorana particles, i. e. their own antiparticles, the PMNS matrix must be ex-
tended by two Majorana phases α1,2. These phases can be included via an additional
factor in equation 2.3

UMajorana =


1 0 0
0 eiα1/2 0
0 0 eiα2/2

 .

A possible Majorana nature of neutrinos would give hint to the mass generation
mechanism of neutrinos (see section 2.4). Many experiments try to deduce whether
neutrinos are of Majorana or Dirac type by searching for the neutrinoless double β

decay (see section 2.5.2). However, a possible existence of Majorana phases doesn’t
play a role in neutrino oscillations, therefore they are not considered in the following
theoretical description. [Zub12; Pov+15]

A neutrino is produced and detected in a flavor state |να〉 that is a coherent su-
perposition of neutrino mass states |νi〉. Between production and detection of the
neutrino, its mass eigenstates propagate with different phase velocities leading to
flavor oscillation. Consequently, the observed neutrino flavor at the point of detec-
tion depends on the distance between production and detection. [Zub12]
The time evolution of a neutrino with given flavor α at time t = 0 and at position
~x relative to the starting position can be written as

|να(t, ~x)〉 =
∑
i

Uαie−i(Eit−~pi~x) |νi〉 (2.4)

with Ei =
√
~p 2
i +m2

i and mi being the mass of the mass eigenstate |νi〉. Since
Ei depends on the mass, the phase velocity of the propagation is different for the
individual mass eigenstates. In the simplest approach the neutrino energy Ei is
expanded relativistically

Ei =
√
~p 2
i +m2

i ≈ Ei + m2
i

2E , (2.5)

9



10 2. Neutrino Physics

which is a good approximation due to the small mass. The probability of finding
the neutrino in a different weak interaction eigenstate β at time t and position ~x is

P (α→ β) = |〈νβ|να(t, ~x)〉 .|2

Inserting approximation 2.5 and using |~x| = L = ct with oscillation length L, the
transition probability yields

P (α→ β) =
∑
i,j

U∗αiUβiUαjU
∗
βj exp

(
−i∆m

2
ijL

2E

)
(2.6)

where ∆m2
ij = ∆m2

i −m2
j is the difference between the squared masses. Oscillatory

behavior of neutrinos is thus possible as long as at least one neutrino mass eigenvalue
is non-zero and if the weak flavor eigenstates do not coincide with the mass eigen-
states. Furthermore, it is visible in equation 2.6 that measurements of the neutrino
oscillation are not sensitive to the absolute mass scale of neutrinos, but only to the
squared differences between the mass eigenstates. [Zub12; Pov+15]

For current high-precision neutrino oscillation experiments, the calculation of oscil-
lation parameters in the three neutrino oscillation model is mandatory. Historically,
the results of most neutrino oscillation experiments were interpreted assuming two
neutrino states, which was a valid approximation for the targeted sensitivity. For
two generation oscillation, equation 2.6 simplifies to

P (α→ β) = sin2 2θ · sin2
(

∆m2L

4E

)

where θ is the mixing angle between the two flavor states, and ∆m2 denotes the
difference of squared masses. For fixed neutrino energy, the transition probability
oscillates between zero and sin2 2θ, depending on the oscillation length. The oscilla-
tion frequency is defined by the difference in squared masses between the two mass
eigenstates. By measuring the transition probability at different oscillation lengths
or different neutrino energies, the differences in squared masses and the mixing angle
can be inferred. [Pov+15]

2.3.2. Pioneering Neutrino Oscillation Experiments

The first indications for neutrino flavor oscillations were found by results of exper-
iments investigating the solar neutrino flux. The following section is mainly based
on the historical overview given in [Pov+15] and the summary in [Zyl+20], unless
stated otherwise.

Solar Neutrino Problem

The sun mostly produces energy via the proton-proton cycle as proposed by H. Bethe
[BC38]. The net reaction of the cycle fuses protons to Helium according to

4p + 2e− → 4He2+ + 2νe + 26.73 MeV

10



2.3. Neutrino Flavor Oscillation 11

There are several intermediate steps involved in this fusion which produce electron
neutrinos. The resulting neutrino electron spectrum consists of several different
neutrino production processes with different spectra and percentage of the total flux
[Pov+15]. The total mean flux of solar electron neutrinos at the earth sums up to
6× 1010 cm−2s−1 with a mean energy of 0.3 MeV [Pov+15]. Davis et al. investigated
the solar neutrino flux via the charged current reaction

νe + 37Cl→ 37Ar+ + e− (2.7)

in the underground Homestake experiment. The charged current reaction is only
sensitive to electron neutrinos and requires a neutrino energy of more than 0.81 MeV
for the production of 37Ar. The generated radioactive 37Ar decays via electron
capture with a half-life of 35 days. The thereby emitted Auger electron was detected.
With this method, R. Davis et al. could prove the existence of solar neutrinos. R.
Davis was recognized with the 2002 nobel prize in physics for this discovery [The02].
[DHH68]
However, the measured flux of solar neutrinos was found to be only 30 % of the
expected flux [Cle+98]. Similar experiments with different energy thresholds, all
solely sensitive to electron neutrinos, confirmed the reduced measured flux of the
Homestake experiment [Kir+99; Abd+96]. This neutrino deficit became known as
the solar neutrino problem, as it was not clear whether the standard solar model
was correct and the measurements were faulty or vice versa.

Super-Kamiokande Experiment

The first experimental proof of neutrino oscillation and thus a possible solution
to the solar neutrino problem was found by the Super-Kamiokande experiment in
1998. The Super-Kamiokande detector is an underground, 50 kt cylidrical water
Cherenkov detector, instrumented with photomultiplier tubes. The most important
measurement was performed with atmospheric neutrinos with energies of 100 MeV
and higher. Atmospheric neutrinos are produced as a result of the scattering process
of cosmic rays with the atmosphere a few kilometers above the earth’s surface. The
reaction mainly generates pions that cause a decay chain according to

π+ → µ+ + νµ ⇒ µ+ → e+ + νµ + νe ,

π− → µ− + νµ ⇒ µ− → e− + νe + νµ .

Thus, the ratio of atmospheric muon neutrinos to electron neutrinos is approxi-
mately two. The atmospheric neutrinos scatter off the water molecules in the Super-
Kamiokande detector according to

νe + n→ p + e−,
νµ + n→ p + µ−.

The charged leptons form a Cherenkov cone as they are faster than the phase ve-
locity of light in water for a short amount of time. The Cherenkov radiation is
measured by the photomultiplier tubes. The shape of the Cherenkov cone differs
for electrons and muons which allows the distinction of the flavor of the incident
neutrino. Electrons produce a more diffuse ring than muons because of multiple

11



12 2. Neutrino Physics

Figure 2.2.: Measured e-like and µ-like events in the Super-Kamiokande experi-
ment versus the cosine of the zenith angle Θ in the sub- and multi-
GeV range. Downwards going particles with a small travel distance
(O(10 km)) between production and detection are located close to
cos Θ ≈ 1, while upwards going particles with long travel distance
(O(104 km)) are located close to cos Θ ≈ −1. The hatched region is the
prediction for the expected flux if neutrinos do not change their flavors
during propagation. The points with error bars are the measurement,
the bold line is the best-fit model to describe the data allowing neutrino
flavor oscillation. The flux of e-like events (upper panels) seems consis-
tent with the model prediction of the non-oscillation hypothesis. µ-like
events (lower panels) do show a clear flux deficit at long propagation
length, that is well-described by assuming flavor oscillation of νµ to ντ.
Figure reprinted with permission from reference [Fuk+98]. Copyright
1998 by the American Physical Society.

Coulomb scattering effects and electromagnetic cascades. For neutrinos with ener-
gies greater than 100 MeV the charged lepton produced by the incoming neutrino
moves into the same direction as the incoming neutrino. This allows to reconstruct
if the neutrino crossed the whole earth before entering the detector or whether the
neutrino entered the detector from the top. [Fuk+98; Pov+15]
Since the earth is transparent for neutrinos with energies of 100 MeV or higher the
expectation for the non-oscillation hypothesis was that the measured flux of neutri-
nos should be independent of the direction of the incoming neutrino. However, a
deficit in the flux of factor of 2 was measured for muon neutrinos which crossed the
earth (travel distance of about 104 km) compared to muon neutrinos with a flight
distance of only a few kilometers (see figure 2.2). This data was inconsistent with
the expectation of no flavor oscillations for atmospheric muon neutrinos in the en-
ergy range of 0.1 to 10 GeV. The deficit was later on also shown for muon neutrinos
with approximately 100 GeV energy. Yet, the electron neutrinos did not show any
deviation from the non-oscillation expectation. The conclusion was that electron
neutrinos do not show any oscillation on the length scale of the radius of the earth
for the investigated energy range. The deficit in the upward muon neutrino flux was

12



2.3. Neutrino Flavor Oscillation 13

Figure 2.3.: Flux of solar 8B muon and tauon neutrinos φµτ over flux of solar

electron neutrinos φe. The flux from charged current reactions φSNO
CC

is shown in red, the neutral current reaction φSNO
NC in blue, and elastic

scattering in green φSNO
ES . The result from Super-Kamiokande is shown

as the grey band. The prediction of the standard solar model is visual-
ized by the dashed lines. The black point indicates the solar neutrino
flux composition of φe and φµτ based on the fluxes φSNO

CC and φSNO
NC ,

and the solid lines represent the 1σ, 2σ, and 3σ contours. The total
flux is in good agreement with the standard solar model prediction, the
nonzero value of φµτ indicates neutrino flavor transformation. Figure
reprinted with permission from reference [Aha+05]. Copyright 2005 by
the American Physical Society.

explained by an oscillation of muon neutrinos to tauon neutrinos, which could not
be identified in the detector. The best fit of an oscillation model to the data lead to
the neutrino mixing parameters of sin2 2θ23 > 0.4 and a squared mass difference of
10−3 < ∆m23 < 10−1 eV2 at 90% confidence level. [Fuk+98; Fuk+99]

Sudbury Neutrino Observatory

The Sudbury Neutrino Observatory (SNO) resolved the solar neutrino problem by
providing a direct evidence for the existence of a non-electron neutrino component in
the solar neutrino flux [Ahm+01; Ahm+02]. SNO was an underground Cherenkov
detector equipped with more than 9000 photomultipliers to detect solar neutrinos
with energies of a few MeV. It used ultrapure heavy water as target material in
the first measurement phase and heavy water plus 2000 kg of sodium chloride in the
second phase. The second phase was especially sensitive to neutrinos from the 8B
production in the proton-proton cylce. Solar neutrinos were detected in the SNO
experiment via the charged current (see equation 2.8), neutral current (see equation
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14 2. Neutrino Physics

2.9), and elastic scattering (see equation 2.10) reactions

νe + d→ p + p + e− , (2.8)

νe,µ,τ + d→ p + n + νe,µ,τ , (2.9)

νe,µ,τ + e− → νe,µ,τ + e− , (2.10)

with d being the deuterium nucleus in the heavy water target of SNO. The charged
current reaction is only sensitive to electron neutrinos since the 8B neutrinos do not
have enough kinetic energy to produce a free muon or tauon. The neutral current and
elastic scattering reactions are sensitive to all neutrino flavors. The combination of
the three reactions allowed to test the solar neutrino flux with regard to all neutrino
flavors and therefore probing the standard solar model. [Aha+05]
As shown in figure 2.3, the results of the SNO experiment contained two important
discoveries. Firstly, the total neutrino flux is in good agreement with the prediction
by the standard solar model. Secondly, the solar neutrino flux contains a non-
vanishing muon and tauon neutrino flavor component, giving strong evidence for
oscillation of solar electron neutrinos. [Aha+05]

Takaaki Kajita of the Super-Kamiokande collaboration and Arthur B. McDonald of
the SNO collaboration were recognized with the physics nobel prize in 2015 for “the
discovery of neutrino oscillations, which show that neutrinos have mass” [The15].

2.3.3. Current Research Status

The observation of neutrino oscillation and its implication of a non-zero neutrino
mass highlights the role of neutrino physics as a key to physics beyond the Standard
Model of elementary particle physics. Consequently, numerous subsequent neutrino
oscillation experiments explored and still explore the parameter space of neutrino
oscillation (an overview is given in [Zyl+20]). Global analyses of the obtained neu-
trino data try to form a consistent picture of the oscillation parameters. An overview
of the best-fit estimates of one of these global analyses is given in table 2.1.
Two of the major open questions in current neutrino oscillation research are dis-
cussed in the following, namely the mass ordering of the neutrinos and the value of
the CP-violating phase.

Neutrino Mass Ordering

As stated in table 2.1, oscillation results are inter alia parametrized with two differ-
ences of squared masses, namely

∣∣∣∆m2
21

∣∣∣ ≈ 7.4× 10−5 eV2 and
∣∣∣∆m2

32

∣∣∣ ≈ 2.4× 10−3 eV2.

The sign of ∆m2
21 was found with the oscillation results of solar neutrinos and the

Mikheyev-Smirnov-Wolfenstein (MSW) effect [Sal+18].
Wolfenstein showed that coherent forward scattering must to be considered when
discussing the oscillation of neutrinos propagating in matter [Wol78; Wol79]. Based
on Wolfenstein’s work Mikheyev and Smirnov calculated that neutrino mixing can
resonantly be increased by a slow continuous decrease of the matter density [MS85].
Solar neutrinos produced in the core have to travel through the sun before reach-
ing the sun’s surface. Since the sun produces not only large amounts of electron

14



2.3. Neutrino Flavor Oscillation 15

Table 2.1.: Overview of neutrino oscillation parameters obtained from global anal-
yses. Shown are the best-fit results for the mixing angles θij, the CP-
violating phase δ, and the differences of the squared masses ∆m2

ij for
normal and inverted mass ordering. Three neutrino generations are as-
sumed in the model. Values taken from reference [Zyl+20].

Parameter Normal ordering Inverted ordering

θ12 (deg) 33.82+0.78
−0.76 33.82+0.78

−0.76

θ23 (deg) 48.3+1.2
−1.9 48.6+1.1

−1.5

θ13 (deg) 8.61+0.13
−0.13 8.65+0.13

−0.12

δ (deg) 222+38
−28 285+24

−26

∆m2
21

(
10−5 eV2

)
7.39+0.21

−0.20 7.39+0.21
−0.20

∆m2
32

(
10−3 eV2

)
2.449+0.032

−0.030 −2.509+0.032
−0.032

neutrinos but also lots of electrons, the electron neutrinos have to travel through
matter with high-electron density. While muon and tauon neutrinos only inter-
act via neutral current reactions with the surrounding electrons, electron neutrinos
also perform charged current interactions with the electrons. The charged current
interactions result in an increased effective mass of the electron neutrinos, which
changes the oscillation properties. The comparison of data from solar neutrino ex-
periments with the theoretical description of the MSW effect shows that the product
∆m2

21 · cos 2θ12 needs to be greater than zero, leading to ∆m2
21 > 0. [Sal+18]

The mass splitting ∆m2
32 is mainly measured in experiments with neutrino oscilla-

tion in vacuum such that the oscillation depends only on the absolute value of ∆m2
32.

Thus, there are two possibilities how the neutrino masses can be ordered. The case
∆m2

32 < 0 is called “inverted ordering”, whereas ∆m2
32 > 0 is called “normal order-

ing” (see figure 2.4). To reach the necessary statistics to be sensitive on the sign
of ∆m2

32, one currently needs to combine the data of several different neutrino os-
cillation experiments and in addition observations from cosmology [Sal+18]. These
global analyses find that normal ordering is favored over inverted ordering at the 3σ
level [Cap+18].

CP-Violating Phase

CP transformation is the combination of the parity transformation P (inversion
of spatial coordinates) and the charge conjugation C (interchange of particle with
antiparticle). A violation of the CP symmetry implies that the laws of physics
are different for particles and antiparticles, for example the transition probability
P (να → νβ) differs from the probability for P (να → νβ). CP violation is one of
the Sakharov conditions to explain the dominance of matter over antimatter in to-
day’s universe [Sak91]. The first evidence for CP violation was found in the decay
of neutral kaons, the discovery was recognized with the 1980’s nobel prize in physics
[The80]. Further CP violating decays were later found also for other mesons, for
example the B meson. However, since the CP violation in the quark sector is too
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Figure 2.4.: Possible neutrino mass orderings and flavor composition of mass eigen-
states. ∆m2

32 > 0 is called normal mass ordering, whereas ∆m2
32 < 0 is

called inverted mass ordering. The color coding within one mass eigen-
state give the probability to find a certain flavor in the mass eigenstate,
depending on possible values of the CP violating phase δ. Schematic
figure, not to scale.

small [Jar89] to explain the baryon asymmetry in the universe, a larger source of CP
violation is necessary. Consequently, the measurement of the CP-violating phase δ
in the PMNS matrix is of interest. [Pov+15]
Values for δ different from 0 or π indicate CP violation in neutrino oscillation. Pre-
cise determinations of δ are performed in long-baseline experiments. In these type
of experiments neutrinos are produced by a proton beam colliding with a fixed tar-
get. Their oscillation behavior is observed in a near (few hundred meters) and a
far detector (few hundred kilometers). By changing the selection mechanism in the
production, one can either produce a neutrino or an antineutrino beam. Different os-
cillation behavior for neutrinos and antineutrinos gives direct information about the
CP-violating phase. Global analyses indicate a nearly maximal CP-violating phase
|sin δ| ≈ 1 and further experiments are planned for high-precision measurements.
[Abe+17; Ada+17; Cap+18; Zyl+20]

2.4. Neutrino Mass Generation

The phenomenon of neutrino oscillation shows that neutrinos must posses mass,
which is in contradiction to the Standard Model of particle physics. In the following
section, the mass generation for fermions in the Standard Model is described. In
addition, two approaches are discussed how the Standard Model can be extended to
include the neutrino mass.

In the Standard Model, all fermion particles obtain their masses through Yukawa
coupling to the Higgs field φ after spontaneous symmetry breaking [Zyl+20]. For
the electron, the Yukawa coupling is

−LYukawa = λeLeφeR + h.c.
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2.4. Neutrino Mass Generation 17

with Le =
(
νe,L, eL

)
being the left-handed lepton doublet containing the left-handed

electron neutrino and left-handed electron component, and eR being the right-handed
electron component. The free coupling constant λe has to be determined for each
lepton experimentally and can strongly differ for the individual elementary particles.
The notation “h.c.” is an abbreviation for “Hermitian conjugate”. Once the Higgs
field acquires a vacuum expectation value v in the electroweak symmetry breaking
[Zyl+20], the Yukawa coupling reads

−LYukawa = me [eReL + eLeR] ,

with the Dirac electron mass term

me = λe
v√
2
. (2.11)

The vacuum expectation value of the Higgs field is determined to v ≈ 246 GeV,
the free coupling constant λ has to be measured. For the top quark the coupling
constant is close to one, while it is on the order of 10−6 for the electron. However,
since the Standard Model does not contain right-handed neutrinos, and therefore no
corresponding Yukawa interaction term, it describes neutrinos as massless. [Sch20c;
Zyl+20]
In detail, there are three reasons why neutrinos are massless in the Standard model
of particle physics:

� The Standard Model does not contain right-handed neutrinos to form a Dirac
mass term.

� The lepton number is an accidental global symmetry in the Standard Model.
Introducing Majorana mass terms would break lepton number conservation.

� The Standard Model Lagrangian shall only contain renormalizable terms.

At least one of these three principles needs to be violated to allow for neutrino masses
in the Standard Model. In the following, we will focus on the first two items, how
these principles can be violated, and what the consequences are. [Sch20c]

In principle it is possible to introduce right-handed neutrinos. However, they would
not participate in any interaction with the fundamental forces of the Standard Model.
If right-handed neutrinos are introduced in the Standard Model, the Dirac mass term
for neutrinos would look similar to the one for the electron (see equation 2.11). The
smallness of the neutrino mass would then be explained by a coupling constant of
λν . 10−11. [Sch20c; Zyl+20]

Another way to introduce neutrino masses into the Standard Model is via a combined
approach of Dirac and Majorana mass terms [Zub12]. In the following derivation
only one neutrino generation is considered.
Majorana mass terms can be introduced under the condition that particles are their
own antiparticles, but the discrimination in left- and right-handed neutrinos still
remains [Zub12]. The introduction of Majorana mass terms leads to two real masses
mL and mR for two sterile neutrinos NL,R that do not participate in weak interac-
tions, i.e. they do interact only gravitationally [Zub12]. The combination of Dirac
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18 2. Neutrino Physics

and Majorana masses yields [Zub12]

L = 1
2
(
mD

(
νLNR + NLν

C
R

)
+mLνLν

C
R +mRNC

L NR

)
+ h.c.

= 1
2
(
νL,N

C
L

) mL mD

mD mR


 νCR

NR

+ h.c..

The mass eigenvalues are the eigenvalues of the matrix, resulting in

m̃1,2 = 1
2

(
(mL +mR)±

√
(mL −mR)2 + 4m2

D

)
.

Three cases are typically derived from this equation [Zub12; Zyl+20; Pov+15]:

1. Pure Dirac case: mL = mR = 0, leading to m̃1,2 = mD. In that case, the Dirac
neutrino can be written as a pair of degenerated Majorana neutrinos.

2. Pure Majorana case: mD = 0, resulting in m̃1,2 = mL,R. The neutrinos have
thus pure Majorana character.

3. Seesaw mechanism: mR � mD and mL = 0, leading to two mass eigenvalues

with m1 = m
2
D

mR
and m2 ≈ mR. The mass m1 is identified as the mass of the

neutrino, that participates in the weak interaction, while m2 is the mass of the
sterile neutrino. Consequently, the mass of the active neutrino is assumed to
be resulting from a Dirac mass, that is similar to the one of the other fermions,
but this mass is suppressed by the mass of the sterile neutrino.

2.5. Experimental Determination of the Neutrino
Mass Scale

Numerous theoretical approaches exist to give mass to the neutrinos as extensions to
the Standard Model of particle physics. Due to the smallness of the neutrino mass,
neutrino mass generations that deviate from the pure Yukawa coupling to the Higgs
field are considered, for example the seesaw mechanism discussed in section 2.4.
Possible neutrino mass generations can be categorized into a group leading to quasi-
degenerate mass eigenstates, and another group leading to hierarchical eigenstates.
A measurement of the neutrino mass scale comprises thus important information
about the underlying neutrino mass generation. However, until now only upper
limits on the neutrino mass scale could be provided. [Zyl+20]
In the following, three complementary approaches to determine the neutrino mass
scale are presented

2.5.1. Cosmology

Neutrinos are the most abundant massive particles in the universe [FLS00]. The
standard model of cosmology predicts neutrinos as a relic of the big bang with an
abundance of 336 neutrinos/cm3 comprising all flavors. Due to their high abundance
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neutrinos contribute roughly 7 % to the total matter density of the universe. Thus,
high-precision cosmological data allows to investigate neutrino properties. [Bil10]

The sum of the light neutrinos
∑
imi, with mi below few eV, plays a role in the large

scale structure formation of the universe. Due to their small interaction rate neu-
trinos can carry away energy out of clamped matter. Neutrinos therefore smear out
structures smaller than their free streaming length. The neutrino’s free streaming
length depends on many parameters, inter alia the sum of the light neutrino mass
eigenvalues. [Bil10; FdR21]
The influence of neutrino masses can mainly be seen in the power spectrum, which
quantifies the density fluctuations in the universe, and in the temperature anisotropies
of the cosmic microwave background radiation [Sch06]. The power spectrum is mea-
sured with the Baryon Oscillation Spectroscopic Survey by observing more than
one million galaxies [Ala+20]. The cosmic microwave background is investigated by
satellite measurements, for example the PLANCK satellite mission [Pla+20].
Using the neutrino oscillation parameters and assuming that the lightest neutrino
mass eigenstate has zero mass constrains the sum of light neutrinos to

∑
imi ≥

5.8× 10−2 eV (normal ordering) or
∑
imi ≥ 9.9× 10−2 eV (inverted ordering). A

combined analysis of the cosmological data of structure formation, including the
cosmic microwave background, yields∑

i

mi < 0.11 eV

at 95 % confidence level [Ala+20]. Next generation experiments aim to be sensitive
to
∑
imi ≥ 2× 10−2 eV (see for example reference [Aba+19]). If the expectations

from oscillation parameters are met, these experiments should be able to measure a
non-vanishing sum of light neutrino masses at the 3σ level. [FdR21]

Despite giving stringent boundaries on the sum of neutrino masses, the extraction
of the neutrino mass from cosmological observations are model-dependent. The
boundaries are vulnerable to modifications of the standard model of cosmology, for
example the expansion rate of the universe or if neutrinos are unstable but with a
large half-life. The stability of neutrinos can relax the boundaries by up to one order
of magnitude. [Esc+20; FdR21]

2.5.2. Neutrinoless Double-Beta Decay

As shown in section 2.4, a Majorana nature of neutrinos is an elegant way to in-
troduce mass terms for the neutrinos and to explain the small mass of the active
neutrinos via the seesaw mechanism. If neutrinos are Majorana fermions, the lep-
ton number is not a conserved quantity but can be violated in some rare processes.
Searches for neutrinoless double-beta (0νββ) decay are a powerful tool to probe
lepton-number conservation. [Pov+15]

Double-beta decay is a second-order weak decay with typical half-life of larger than
1019 years. Two neutrons in a nucleus are converted to two protons, to two electrons,
and to two electron antineutrinos

(A,Z)→ (A,Z + 2) + 2e− + 2νe .
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Figure 2.5.: Feynman graph of the 0νββ and combined spectrum of the 2νββ
and 0νββ decay. The Feynman graph of the simultaneous decay of
two neutrons into protons and electrons is shown on the left side. If
the neutrino is a Majorana fermion, the neutrino produced in one decay
can be absorbed at the other vertex, resulting in the 0νββ decay. The
continuous spectrum of the 2νββ decay versus the total energy of both
emitted electrons is shown in the plot on the right side. The 0νββ
manifests itself as a peak at (Ee1 + Ee1)/Q = 1.0 at the endpoint of
the continuous spectrum of the 2νββ. Note that the size of the peak is
artificially increased here for better visibility.

The double-beta decay is allowed if the final nucleus has a larger binding energy
than the original nucleus. It was first directly measured in 1987 in 82Se [EHM87].
There are 35 naturally occurring isotopes that can undergo double-β decay [TZ02].
[Pov+15]

If neutrinos are of Majorana type, the 0νββ decay is an allowed process

(A,Z)→ (A,Z + 2) + 2e− .

It violates the lepton number conservation by two units. The Feynman diagram of
this process is shown in the left graph of figure 2.5. In an experiment, the electrons
resulting from the 0νββ decay would be visible as a sharp peak above the endpoint
of the 2νββ decay spectrum (see right plot of figure 2.5). [Zyl+20]
The half-life of the 0νββ is related to the effective Majorana neutrino mass

〈mββ〉 =
∣∣∣|Ue1|2m1 + |Ue2|2m2eiα1 + |Ue3|2m3eiα2

∣∣∣ ,
with Uei being the entries of the PMNS matrix, mi the mass eigenvalues of the
neutrino mass eigenstates, and αi the unknown CP-violating Majorana phases (see
section 2.3.1) [GPM12]. The Majorana phases could cause cancellation of terms, so
that 〈mββ〉 is smaller than any of the eigenvalues of the mass eigenstates. Assuming
that only 0νββ decay contributes to lepton number violations, its decay half-life
T 0νββ

1/2 can be calculated to

T 0νββ
1/2 =

(
G |M|2 〈mββ〉2

)−1
≈ 1027−28

(
0.01 eV
〈mββ〉

)
years,
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2.5. Experimental Determination of the Neutrino Mass Scale 21

Figure 2.6.: Neutrino mass influence on the shape of the β-decay spectrum near
the endpoint as calculated by Fermi. Three different sketches of the
shape of the β-decay spectrum near the maximal electron energy E0
are given in this plot, namely a large neutrino mass (“µ groß”), a small
neutrino mass (“µ klein”), and a vanishing neutrino mass (“µ = 0”).
Reprinted by permission from Springer Nature from [Fer34].

with the phase-space factor G and the matrix element of the nuclear decay process
M. From this estimation of the decay half-life it is clear that huge amounts of source
material are required to probe the 0νββ decay. [DPR19]
The KamLAND-Zen experiment currently gives one of the strongest boundaries on
〈mββ〉, searching for the 0νββ decay in 136Xe with roughly 13 tons of Xe-loaded

liquid scintillator. The resulting lower boundary for the decay half-life is T 0νββ
1/2 >

1.07× 1026 years at 90 % confidence level, leading to an upper bound on the effective
Majorana mass of 〈mββ〉 < 0.06−0.16 eV. The range of the mass boundary is caused
by different theoretical predictions of the nuclear matrix element M. [Zyl+20] It
should be noted that this neutrino mass boundary requires the Majorana nature of
neutrinos.

2.5.3. Single-Beta Decay

The neutrino mass inference via the single-beta decay is purely based on kinematics
and is therefore often referred to as “direct neutrino mass measurement”. As shown
in figure 2.6, Fermi suggested that the shape of the β-decay spectrum close to the
kinematic endpoint can be used to determine the mass of the neutrino. By compar-
ing his theoretical considerations with the measurements of the β-decay spectrum
at that time, Fermi concluded that the neutrino mass must be zero or at least small
compared to the electron’s rest mass. [Fer34]
We will summarize the principle of direct neutrino mass measurements in the fol-
lowing paragraphs based on reference [FdR21], unless stated otherwise. For further
details we refer the interested reader to reference [FdR21].
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22 2. Neutrino Physics

Beta-Decay Spectrum and Observable

Based on Fermi’s Golden Rule, the β-decay spectrum can be derived as

dΓ
dE = C · F (Z,E) · p (E +me) (E0 − E)

×
∑
i=1,3
|Uei|2

√
(E0 − E)2 −m2

i Θ (E0 − E −mi) , (2.12)

with the Fermi function F (Z,E) taking into account the interaction of the outgo-
ing electron with the nuclear Coulomb field. The maximum kinetic energy of β

electrons in the absence of the neutrino mass is denoted as E0. The step function
Θ (E0 − E −mi) ensures energy conversation. The factor C is a constant for super-
allowed transitions and comprises inter alia the nuclear matrix elements. Near the
endpoint of the β-decay spectrum several approximations can be made, for example
the Fermi function can be assumed to be constant. In first-order approximation,
this leads to

dΓ
dE ≈ 3r0 (E0 − E)

√
(E0 − E)2 −

∑
i=1,3
|Uei|2m2

i

×Θ
E0 − E −

∑
i=1,3
|Uei|2m2

i

 , (2.13)

with r0 being a constant related to the total activity. Consequently, the experimental
observable in direct neutrino mass measurements is the incoherent sum of the mass
eigenvalues

m2
ν =

∑
i=1,3
|Uei|2m2

i . (2.14)

In contrast to the observable measured in the 0νββ decay, no cancellations due to
possible Majorana phases of m2

ν can appear. The single beta-decay mass mν can
be used to deduce the neutrino mass scale independent of the underlying neutrino
nature. It does not require the neutrino to be a Majorana fermion. The direct neu-
trino mass inference basically relies on the well-understood β-decay model. [FdR21]
As visible in equation 2.12 and 2.13, the effect of the neutrino mass on the β-decay
rate is mostly pronounced close to the endpoint, where E − E0 is close to zero.
Thus, direct neutrino mass experiments follow Fermi’s approach and investigate the
endpoint region of the β-decay spectrum to search for the characteristics of a non-
vanishing neutrino mass, which is shown in figure 2.7. According to equation 2.13,
it is in principle possible to experimentally resolve the different neutrino mass eigen-
states with high-resolution scans of the β-decay spectrum. However, no planned
experiment has such an excellent energy resolution. Nevertheless, by measuring
m2

ν it is possible to indirectly resolve the individual masses of the neutrino mass
eigenstates by exploiting the precision measurements of the PMNS matrix. [FdR21]

Choice of Isotope

A fundamental decision that must be made for any direct neutrino mass experi-
ment is the decision on the source isotope of the β-decay. Several aspects must be
considered in the decision making:
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Figure 2.7.: Single β-decay spectrum of tritium as function of the electron energy
E. The plot on the left shows the whole single β-decay spectrum of
tritium. The plot on the right is a zoom of the β-decay spectrum into
the last 3 eV below the endpoint. As visible, the shape of the spectrum
differs for a non-zero neutrino mass, here exemplary for mν = 1 eV
(orange line), from a spectrum with vanishing neutrino mass (blue line).
Note that the rate in the endpoint region is significantly smaller than
the maximum rate of the overall spectrum.

� Equation 2.13 shows that the β-decay spectrum rises quadratically for E −
E0 � m2

ν. The fraction of decays that produces electrons in the region mν near
the endpoint scales thus with (mν/E0)3. A low endpoint is thus advantageous
to maximize the count rate in the signal region. Furthermore, a lower endpoint
is also advantageous considering the experimental realization of the energy
analysis of the β-decay electrons.

� The specific activity of the source material is of similar importance as the
low endpoint. For example, tritium decays in helium via a superallowed β

decay, which results in a specific activity of 3.6× 1014 Bq/g. In contrast,
Cs-135 decays via a forbidden decay, resulting in a small specific activity of
1.5× 106 Bq/g. An experiment using Cs-135 as source isotope of the β-decay
would thus need much more source material compared to one employing tri-
tium to obtain the same amount of β-decay electrons in the endpoint region.
The significant lower endpoint of Cs-135 compared to tritium is outweighed by
tritium’s larger specific activity.

� Depending on the experimental set-up it is advantageous if the used isotope
can be used in a gaseous state. This reduces solid states effects like energy
losses of the β-decay electrons.

� A simple atomic structure is important as interactions of the decay electron
with hull electrons smear out the energy distribution. As will be shown in sec-
tion 3.3.1, the modeling of the spectrum must take into account the electronic
final states of the daughter nucleaus. The theoretical prediction of the final
states can be conducted with higher precision for simple atomic structures.

Despite its high endpoint of 18.6 keV, tritium is the isotope by choice for many
neutrino mass experiments in the last years. Its superallowed decay results in a
high specific activity and allows for several simplifications in the theoretical model.
Additionally, tritium can be used in a gaseous source at temperatures larger than
30 K. Coulomb interactions of the decay electron with the single hull electron can
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24 2. Neutrino Physics

mostly be neglected. Additionally, the half-life of tritium of 12.3 years facilitates the
experimental storage on a time scale of several years. [FdR21]

Direct Neutrino Mass Measurements

Most direct neutrino mass experiments employ tritium as source material due to its
excellent properties as described in the previous paragraph. Since tritium decays
via the β-minus decay it emits an electron together with an electron antineutrino
(see equation 2.1). Consequently, direct neutrino mass experiments using tritium
are sensitive to the effective mass of the electron antineutrino. In the present thesis,
we assume that the antineutrino mass equals the neutrino mass (mν = mν), as
predicted by the CPT symmetry.

First attempts to determine the neutrino mass were already made by Curran et al.
in 1948, employing tritium in a gaseous source. They could set an upper limit on
the neutrino mass of 1.7 keV [CAC48]. The best limit on the neutrino mass from a
direct neutrino mass measurement is currently set by the KATRIN experiment to

mν =
√∑
i=1,3
|Uei|2m2

i < 0.8 eV

at 90 % confidence level [Ake+21a]. KATRIN is the first direct neutrino mass ex-
periment to ever set an upper limit on the neutrino mass in the sub-eV range. This
limit is achieved by using molecular tritium in a windowless gaseous source (more
details on the experimental setup are given in section 3.2). Compared to predecessor
experiments, the upper limit on the neutrino mass is improved by more than a factor
of two [Kra+05; Ase+11]. The projected KATRIN sensitivity is 200 meV at 90 %
confidence level after three years of net measurement time [KAT05].
The “Project 8” experiment aims to reach sensitivities down to 40 meV on the neu-
trino mass by using atomic tritium and cyclotron radiation emission spectroscopy.
This high-precision measurement would allow to directly probe the inverted neutrino
mass ordering [Esf+17].

However, not all direct neutrino mass measurements rely on tritium as source mate-
rial. Holmium-163 is also an interesting source material due to its low endpoint on
the order of 2.8 keV. Holmium-163 decays via electron capture into Dysprosium-163
under the emission of an electron neutrino. The emitted radiation during the electron
capture as well as the radiation emitted during de-excitation of the Dysprosium-163
allow neutrino mass measurements. Based on this method, the ECHo experiment
is designed to achieve sub-eV sensitivity on the effective electron neutrino mass and
could already set an upper limit of 150 eV (95 % C.L.). Further direct neutrino mass
experiments based on the Holmium-163 decay are the HOLMES and the NuMECS
experiments. [Vel+19; Bec+19; Cro+16]
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3. The Karlsruhe Tritium Neutrino
Experiment

The KArlsruhe TRItium Neutrino (KATRIN) experiment aims to directly and model-
independently measure the effective electron antineutrino mass by investigating the
β-decay spectrum shape near the endpoint. The projected sensitivity of KATRIN
for a net measurement time of three years is 0.2 eV at 90 % confidence level [KAT05].
This corresponds to an improvement of factor ten in sensitivity compared to KATRIN’s
predecessor experiments in Mainz [Kra+05] and Troitsk [Ase+11].
The following chapter comprises three aspects. In section 3.1, we derive the MAC-E
filter principle as key feature for the energy analysis of the β-decay electron in
KATRIN. The KATRIN experimental setup is described in detail in section 3.2. As
a last aspect, the model description, analysis, and software tools that are relevant
for a successful neutrino mass determination with KATRIN and thus also for the
thesis at hand are introduced in section 3.3.

3.1. MAC-E Filter Principle

The KATRIN experimental setup is centered around the Main Spectrometer, that
analyzes the kinetic energy of the β-decay electrons. The energy analysis is based
on the principle of Magnetic Adiabatic Collimation with Electrostatic (MAC-E) fil-
tering, which was first proposed by Beamson et al. [BPT80]. KATRIN’s predecessor
experiments at Troitsk and Mainz used the MAC-E filter technique as well [Kra+05;
Ase+11], albeit on a smaller scale.
The MAC-E filter technique features eV-scale energy resolution for energies around
18.6 keV, which corresponds to the kinematic endpoint of the tritium β-decay spec-
trum. Furthermore, it allows high luminosity for signal electrons, as it accepts
electron angles up to nearly 2π. [KAT05] Consequently, it is an excellent choice for
KATRIN, since a successful neutrino mass measurement requires large statistics and
at the same time good energy resolution.
In total, the KATRIN experimental setup includes three MAC-E filter spectrome-
ters, namely the Pre-, the Main and the Monitor Spectrometer. We will, focus on
the Main Spectrometer in the following sections as it is a major component of the
KATRIN experiment. The working principle of the Main Spectrometer can trivially
be adopted for the Pre- and Monitor Spectrometer.
The following derivation of the MAC-E filter principle in the context of the KATRIN
experiment is based on references [BPT80; Val09; Beh16; Kle+19]. We refer the in-
terested reader to these works for further details.
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Figure 3.1.: Schematic drawing of the cyclotron motion of an electron around a
magnetic field line (left) and decomposition of the electron’s momen-
tum in parallel and transversal components (right). As soon as the
β-decay electron (drawn in orange) is produced, it follows the strong

magnetic field ~B (green) in a cyclotron motion (black). Using the pitch
angle θ, the electron’s momentum ~p in the cyclotron motion can be writ-
ten as a component p‖ parallel to the magnetic field and a component
p⊥ perpendicular to it.

3.1.1. Measurement Principle of a MAC-E Filter

A MAC-E filter exploits the interplay of electric and magnetic fields to analyze an
electron with regards to its kinetic energy. The β-decay electrons, that are investi-
gated in KATRIN, are isotropically emitted in the gaseous tritium source. Strong
magnetic fields confine the electrons in radial direction and guide them adiabatically
towards the Main Spectrometer, where their energy is analyzed. The derivation
of the MAC-E filter transmission function parameters is in the following discussed
for the non-relativistic case. The β-decay electrons from tritium decay posses at
maximum kinetic energies around 18.6 keV, leading to a Lorentz factor

γmax = 1√
1− β2

< 1.04,

that justifies the non-relativistic approach.
As soon as the β-decay electron is generated, it follows the magnetic field lines in
a cyclotron motion towards the MAC-E filter (see left graph of figure 3.1). The
cyclotron motion is defined by the pitch angle θ between the electron momentum ~p
and the magnetic field ~B. As shown in the right graph of figure 3.1, the electron
momentum can be rewritten with the pitch angle θ as a component ~p‖ parallel and
a component ~p⊥ perpendicular to the magnetic field

|~p‖| = |~p| cos θ,
|~p⊥| = |~p| sin θ.
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3.1. MAC-E Filter Principle 27

Similarly, the total kinetic energy E of the electron can be rewritten as a parallel
E‖ and a transversal E⊥ energy contribution

E = ~p2

2me
=
~p2
‖ + ~p2

⊥

2me

= |~p|
2 cos2 θ

2me
+ |~p|

2 sin2 θ

2me

= E‖ + E⊥, (3.1)

with me as the rest mass of the electron. In case an electric field parallel to the
magnetic field is applied, the electron is repelled by the electrostatic barrier if

E‖ < qUret

where q is the electric charge of the electron and Uret the applied retarding voltage.
The transversal energy component E⊥ is not considered by the energy analysis of
the electrostatic barrier. Since the β-decay electrons are isotropically emitted in
KATRIN’s tritium source, the analysis of only the longitudinal energy component
would lead to a bad energy resolution, making an accurate and precise neutrino mass
measurement impossible. However, the MAC-E filter technique enables a nearly full
analysis of the whole kinetic energy. [BPT80; Val09; Beh16; Kle+19]
The MAC-E filter exploits the so-called “first adiabatic invariant” to transform the
perpendicular energy component to contribute to the longitudinal energy. In the
cyclotron motion, the electron defines a magnetic moment

µ = |~µ| = q

2me

∣∣∣~l∣∣∣ = E⊥∣∣∣ ~B∣∣∣ ,
with

∣∣∣~l∣∣∣ being the absolute orbital angular momentum of the electron. The magnetic

moment becomes invariant if the gradient d ~B/dt is sufficiently small during one
cyclotron motion of the electron, fulfilling∣∣∣∣∣∣ 1∣∣∣ ~B∣∣∣ d

~B

dt

∣∣∣∣∣∣� ωC
2π =

q
∣∣∣ ~B∣∣∣

2πme
, (3.2)

where ωC denotes the cyclotron frequency. If equation 3.2 is fulfilled, the transforma-
tion of the initial transversal kinetic energy component E⊥,i to the final transversal
kinetic energy component E⊥,f can be written in dependence of the corresponding

magnetic field strengths
∣∣∣ ~Bi

∣∣∣ and
∣∣∣ ~Bf

∣∣∣ to

E⊥,f = E⊥,i

∣∣∣ ~Bf

∣∣∣∣∣∣ ~Bi

∣∣∣ . (3.3)

By choosing
∣∣∣ ~Bf

∣∣∣� ∣∣∣ ~Bi

∣∣∣ and fulfilling equation 3.2, we can transform the transversal
energy component into a longitudinal energy component, as the total kinetic electron
energy E is conserved during the process. On the example of the KATRIN exper-
iment, an electron starts with the transversal energy E⊥,src in the source magnetic
field Bsrc. Assuming no energy loss from the starting position of the electron up to
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28 3. The Karlsruhe Tritium Neutrino Experiment

the MAC-E filter, this energy component transversal to the magnetic field translates
to

E⊥,ana = E⊥,src
Bana

Bsrc

in the energy analysis. In the limit that the whole energy of the decay electron is
stored in the transversal component at the start E⊥,src = E, we obtain the energy
filter width ∆E of the MAC-E filter by calculating the non-analyzed transversal
energy component

∆E = E⊥,ana = E · Bana

Bsrc
. (3.4)

The energy filter width is often also referred to as the energy resolution of the MAC-E
filter. [BPT80; Val09; Beh16; Kle+19]
By exploiting equation 3.1 and 3.3, we can derive the transformation of pitch angles
from the initial θi to the final θf state in MAC-E filters to

sin2 θf = sin2 θi

∣∣∣ ~Bf

∣∣∣∣∣∣ ~Bi

∣∣∣ . (3.5)

This allows us to write the non-analyzed transversal energy component at the point
of energy analysis with the starting pitch angle θsrc and the electron’s kinetic energy
as

E⊥,ana = E · sin2 θana

= E · sin2 θsrc
Bana

Bsrc
.

The electron’s longitudinal energy component E‖,ana for energy analysis is thus

E‖,ana = E − E⊥,ana

= E − E · sin2 θsrc
Bana

Bsrc
.

Since the electron can overcome the electrostatic barrier if E‖,ana > qUret, we can
write down the MAC-E filter transmission function for an electron with total energy
E, pitch angle θsrc in the source magnetic field Bsrc, applied MAC-E filter retarding
potential qUret, and filter magnetic field Bana to

T (E, θsrc, Uret) =

1, if E − EBana
Bsrc

sin2 θsrc ≥ qU

0, else
. (3.6)

The transmission function shows that a MAC-E filter acts as an integrating high-
pass filter. All electrons above the threshold energy are transmitted and those below
are rejected.[Val09; Beh16; Kle+19]

3.1.2. Transmission Function of the Main Spectrometer

Due to the KATRIN source properties and the beamline magnetic field design, sev-
eral modifications of the transmission function and the field evolution have to be
considered, which are discussed in the following.
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3.1. MAC-E Filter Principle 29

The first modification that we consider is that the β-decay electrons are emitted
isotropically in the source. Electrons with pitch angles in the interval [0◦, 90◦) in
the source magnetic field are transported towards the Main Spectrometer. However,
not all pitch angles can overcome the retarding potential due to the finite energy
resolution of the Main Spectrometer. According to the transmission function derived
in equation 3.6, an electron can only overcome the retarding potential, if

E − EBana

Bsrc
sin2 θsrc − qUret ≥ 0.

This leads to a maximally allowed pitch angle θsrc in the source to overcome the
retarding potential qUret to

θsrc ≤ θ0 = arcsin
(√

E − qUret

E

Bsrc

Bana

)
, (3.7)

if the total kinetic electron energy E is larger than qUret. The angle θ0 defines a
cone with solid angle ∆Ω, containing electrons that can be transmitted through the
Main Spectrometer. The probability of electrons to be transmitted is thus ∆Ω with
respect to the full forward solid angle of 2π, leading to

∆Ω
2π = 1− cos θ0 . (3.8)

By inserting equation 3.7 into equation 3.8 and exploiting the relation cos (arcsin
√
x) =√

1− x, we obtain the transmission function T (E,U) of a MAC-E filter with isotropic
electron source to

T (E,U) =


0, if E ≤ qU

1−
√

1− E−qU
E

Bsrc
Bana

, if qU < E ≤ qU + ∆E
1, if qU + ∆E < E

, (3.9)

where ∆E denotes the energy resolution of the MAC-E filter as given in equation
3.4. [Val09; Beh16; Kle+19]

Another effect that alters the transmission function is the beamline magnetic field
design. In the KATRIN experiment, the magnetic field Bsrc in the gaseous tri-
tium source is not equal the maximal magnetic field Bmax along the beamline. The
maximal magnetic field is located at the exit of the Main Spectrometer inside the
Pinch magnet (PCH, see also chapter 4). This leads to a desired effect called “mag-
netic mirror”, that reflects electrons with large pitch angles in the PCH. Electrons
with large pitch angles have higher probability to loose energy in the tritium source
due to scattering processes (see section 7.1.2) and also loose more energy via syn-
chrotron radiation, compared to electrons with small pitch angles. To reduce the
arising systematic uncertainty on the measured neutrino mass from these energy
losses, the magnetic mirror reflects β-decay electrons above a certain pitch angle. In
the absence of electric fields, which is a valid approximation for the grounded beam
tubes at the exit of the Main Spectrometer and the tritium source, we calculate the
maximum acceptance pitch angle θmax with equation 3.5 to be

θmax = arcsin
√√√√Bsrc

Bpch

 . (3.10)
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The maximum acceptance angle, also called “cut-off angle”, is θmax = 50.5° for
the nominal KATRIN setup with Bsrc = 2.5 T and Bpch = 4.2 T. The absence
of transmitted electrons with large pitch angles modifies the transmission function
derived in equation 3.9 in two ways. Firstly, the energy resolution has to be modified
compared to equation 3.4 to

∆E = E · Bana

Bpch
. (3.11)

Additionally, a normalization has to be included in the transmission function due to
the missing β-decay electrons with large pitch angles, leading to

T (E,U) =


0, if E ≤ qU

1−
√

1− E−qU
E

Bsrc
Bana

, if qU < E ≤ qU + ∆E
1−

√
1− Bsrc

Bpch
, if qU + ∆E < E

.

The transmission function calculated for the configuration used in KATRIN’s first
two neutrino mass measurement campaigns KNM1 and KNM2 for the case with and
without magnetic reflection is shown in figure 3.2. The energy resolution with mag-
netic reflection is ∆E = 2.8 eV, the fraction of accepted electrons is approximately
36.4 %. [Val09; Beh16; Kle+19; Ake+21b]
For analyses carried out in the course of this thesis, it is necessary that the trans-
mission function covers the range between zero and unity. We therefore apply a
normalization, leading to

T (E,U) =



0, if E ≤ qU

1−
√

1−E−qU
E

Bsrc
Bana

1−
√

1− Bsrc
Bpch

, if qU < E ≤ qU + ∆E

1, if qU + ∆E < E

. (3.12)

The KATRIN-specific working principle of the MAC-E filter is visualized in figure
3.3. A schematic drawing of the Main Spectrometer vessel together with a sketch of
the magnetic field lines and the retarding potential for electrons is presented in the
upper graph. The Main Spectrometer is designed such, that the analyzing points
for all electrons are located in a flat plane at the center of the Main Spectrometer,
the so-called analyzing plane. The magnetic flux

Φ =
∫
~B · d ~A.

is a conserved quantity in KATRIN, which means that the flux tube radius signif-
icantly increases in the Main Spectrometer compared to the tritium source due to
the decreasing magnetic field (shown in the second graph of figure 3.3). This puts
requirements on the geometrical Main Spectrometer design (see also section 3.2.4).
The applied electric retarding field in axial direction is shown in the lower graph of
figure 3.3. The retarding potential has not only the task to produce the retarding
potential at the analyzing point, it also must ensure that the magnetic collimation
happens adiabatically in the Main Spectrometer. In the nominal configuration, as
used in KNM1 and KNM2, the magnetic field strength drops by approximately a

30



3.1. MAC-E Filter Principle 31

0 1 2 3 4 5

E − qU (eV)

0.0

0.2

0.4

0.6

0.8

1.0
T

(E
,U

)

Transmission function w/o cut-off

Transmission function w/ cut-off

Cut-off angle θmax

0◦ 15◦ 30◦ 45◦ 60◦ 75◦ 90◦
Pitch angle θsrc (deg)

Figure 3.2.: Transmission function T (E,U) of the KATRIN Main Spectrometer
for an isotropic source versus the surplus energy E− qU . The trans-
mission function indicates the fraction of transmitted electrons through
the Main Spectrometer at certain surplus energy E − qU , according
to the derived function in equation 3.12. The calculated transmission
function uses a mean electron energy of 18.6 keV and the magnetic field
configuration of KNM1 and KNM2. The transmission function for a
scenario in which the maximal magnetic field in the beamline equals
the source field is shown with the blue function. The KATRIN-specific
scenario with the PCH as maximal magnetic field in the beamline, re-
sulting in a magnetic mirror for pitch angles larger than 50.5◦ (gray
vertical line), is presented with the orange function.

factor 5000 from Main Spectrometer entrance to the analyzing plane. Since the col-
limation of the electrons’ pitch angles has to happen adiabatically for proper energy
analysis, it is necessary to fulfill the requirement given in equation 3.2. The electric
field therefore has the task to slow the electrons down, so that they experience a
sufficiently small d ~B/dt gradient. The electrode design of the Main Spectrometer
(see section 3.2.4) allows for fine-shaping of the electric field inside the spectrometer
according to these requirements. [Val09; Ake+21b]
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Transformation of pitch angle (without retarding potential)
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Figure 3.3.: Sketch of the MAC-E filter principle on the example of the Main
Spectrometer. A schematic drawing of the Main Spectrometer elec-
trodes (drawn in gray) together with the super-conducting beamline
solenoids (drawn as blue boxes) at both ends of the Main Spectrometer
are shown in the upper-most graph. The β-decay electrons follow the
magnetic field lines (drawn in blue) in a cyclotron motion (visualized
in orange), an electric retarding potential (indicated by the green ar-
rows) is applied that reaches its maximum at the analyzing plane (black
dashed line). The black arrows below the Main Spectrometer schemat-
ically indicate the magnetic adiabatic collimation of the pitch angle in
the spectrometer, without taking the retarding potential into account.
The collimation is caused by a reduction of the magnetic field by a factor
of 5000 from the source towards the center of the Main Spectrometer,
as shown in the third graph. The electric retarding potential analyzes
the longitudinal kinetic energy component of the electron (shown in the
lower graph).
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Figure 3.4.: Overview of the KATRIN experimental setup. The β-decay electrons,
produced in the Windowless Gaseous Tritium Source are guided by mag-
netic fields towards the Main Spectrometer for energy analysis. The up-
stream and downstream directions in KATRIN are defined via the flux
direction of the β-decay electrons from source to detector for energy
analysis.

3.2. Experimental Setup

The 70 m-long experimental setup of KATRIN is shown in figure 3.4. It can be di-
vided into two major sections. The Source and Transport Section (STS) comprises
the Rear Section, the Windowless Gaseous Tritium Source (WGTS), the Differen-
tial Pumping System (DPS), as well as the Cryogenic Pumping System (CPS). The
Pre-Spectrometer, Main Spectrometer, and Focal Plane Detector (FPD) system con-
stitute the Spectrometers and Detector Section (SDS).
The β decay of gaseous molecular tritium in the WGTS produces decay electrons. If
their momentum has a non-vanishing component in downstream direction, they are
magnetically guided by super-conducting magnets towards the DPS and CPS. The
task of the DPS and CPS is to reduce the number of tritium molecules and ions in
the beam tube. The kinetic energy of the decay electrons is subsequently analyzed
by the Pre- and Main Spectrometer utilizing the MAC-E filter technique. The β-
decay electrons, that can overcome the Main Spectrometer retarding potential, are
counted at the FPD. [KAT05]
In the following sections, we present the individual hardware components of the
KATRIN experiment with the focus on the relevance for the thesis at hand.

3.2.1. Rear Section

The Rear Section is located at the upstream end of the KATRIN beamline and
mostly contains calibration and activity monitoring tools. A technical drawing of
the Rear Section is shown in figure 3.5. In the objective of the present thesis, the
Rear Section has three key features. Firstly, a high resolution angular-selective
photoelectron source is installed here. Secondly the rear wall separates the Rear
Section from the WGTS, and thirdly two X-ray detectors monitor the tritium source
activity.

The high-resolution angular-selective photoelectron source (“e-gun”) can emit a pen-
cil electron beam of narrow energy and angular distribution towards the FPD to
probe electromagnetic fields along the KATRIN beamline (see sections 5.3.3 and
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Figure 3.5.: Experimental setup of the Rear Section. The gold-coated rear wall
is located in the rear chamber and separates the e-gun setup from the
WGTS beam tube. The BIXS detector exploits the X-ray emission
that the β-decay electrons cause when they collide with the rear wall
to monitor the source activity. The Rear Section e-gun setup consists
of the e-gun flange in which the photoelectrons are produced and firstly
accelerated, aswell as the following electromagnetic transport system
that guides and further accelerates the e-gun beam towards the WGTS.
Photographs kindly provided by R. Sack.

6.2) or conduct calibration measurements (see section 7.3). For this purpose, the
3 m-long e-gun setup in the Rear Section consists of a metallic photocathode fol-
lowed by an electrostatic acceleration system [Sch21]. An explanation on the e-gun
working principle is given in section 5.3.3 or in detail in references [Sac20; Sch21].

The rear wall is a gold-coated stainless steel disk with a diameter of 14.5 cm that
separates the Rear Section from the WGTS. A hole with a diameter of 0.5 cm is
located at the center of the rear wall to allow the e-gun electron beam to enter the
WGTS beam tube. The geometrical and magnetic design of the Rear Section is
optimized that the magnetic flux tube of signal β-decay electrons is exactly mapped
onto the rear wall. Besides the FPD, the rear wall is the only surface in the experi-
mental setup, that is in contact with the flux tube. Due to this contact, the rear wall
has a key role in defining the starting potential within the WGTS beam tube. A
low-density plasma within the WGTS beam tube is formed as consequence of the β

decay, as each single β-decay electron can ionize neutral gas molecules in the source
leading to increasing numbers of free charges [Höt12]. The mobility of the ionized
gas molecules is strongly limited in radial direction by the magnetic field, however,
they can freely move in longitudinal direction, along the beam tube axis. This can
lead to different plasma potentials along the beam tube axis, which defines the ref-
erence potential of β-decay electrons at the moment of their production relative to
the Main Spectrometer. As the Main Spectrometer is not sensitive to the the ax-
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ial place of origin of an individual decay electron, an unrecognized axial instability
of the plasma in the WGTS can produce a bias on the measured neutrino mass.
For the final KATRIN sensitivity, the spatial plasma instabilities have to be smaller
than 10 mV [Kuc+18]. Since the vacuum potential is dominated by the electrical
potential of the surface, the rear wall can tune the plasma potential in longitudinal
direction by exploiting the mobility of free charge carriers along the beam tube axis.
For this purpose, the rear wall’s surface potential can be tuned with a bias voltage
up to ±500 V. [Bab14; Kuc16; Fri20]

The Beta-Induced X-ray Spectroscopy (BIXS) detector is part of the Rear Section
and is used for continuous activity monitoring of KATRIN’s tritium source. Decay
electrons, that are emitted in downstream direction in the WGTS are magnetically
guided towards the rear wall. The total β-decay electron flux onto the rear wall
amounts approximately to 1011 electrons/s. The decay electrons produce X-ray ra-
diation during the adsorption process in the gold coating on the rear wall, that
is monitored by two silicon drift detectors. The combined count rate of the two
BIXS detector systems in the Rear Section allows activity stability monitoring on
the 0.1 %-level within 100 s measurement time. [Ake+21d]

3.2.2. Windowless Gaseous Tritium Source

The ultra-luminous Windowless Gaseous Tritium Source (WGTS) provides the nec-
essary activity of up to 1011 Bq to perform a high-statistics spectroscopy close to the
β-decay endpoint region. In the following, we introduce the basic working principle
of the WGTS. For a detailed technical description, please see reference [Ake+21d].
Additionally, a tool is presented to monitor the tritium gas purity in the WGTS
beam tube.

The 16 m-long WGTS cryostat comprises inter alia several insulation layers, seven
super-conducting magnets, over 800 sensors and valves [Hei18], as well as five beam
tube elements with 90 mm diameter. A CAD drawing of the WGTS cryostat as well
as a visualization of the WGTS working principle is given in figure 3.6. The central
beam tube is 10 m long and contains in nominal operation mode more than 99 % of
the gas amount in the whole KATRIN beamline. High-purity molecular tritium gas
continuously flows through small orifices at the axial center of WGTS beam tube
with an injection pressure of about 3µbar. The tritium gas can decay inside the
beam tube while flowing towards the WGTS front and rear end. A magnetic field of
approximately 2.5 T, produced by the seven super-conducting magnets, magnetically
guide the arising β-decay electrons towards both ends of the WGTS. Decay elec-
trons emitted in downstream direction, and thus towards the front end, are used for
neutrino mass measurements (also referred to as “signal electrons” in the following).
The β-decay electrons emitted in upwards direction eventually collide with the rear
wall and are thereby used for activity monitoring (see section 3.2.1). Both ends of
the central beam tube are windowless to prevent energy loss of the β-decay electrons
when leaving the source section. Since also gas molecules do stream through both
ends of the central beam tube, a differential pumping section equipped with turbo-
molecular pumps is attached on both ends (“DPS-1R/F”). Four smaller beam tubes
with 1 m length connect the beamline to the neighboring pump port or to the rear
wall (rear end) and transport section (front end). This pumping section removes
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Figure 3.6.: CAD drawing of the WGTS (upper part) and schematic working prin-
ciple (lower part). All five CPS beam tube elements (drawn in black)
are located inside the warm bore of super-conducting magnets (drawn
in green). Molecular tritium gas (drawn in blue) is injected at the axial
center of the 10 m-long WGTS central beam tube, where it can freely
stream towards both ends of the WGTS. Towards the rear and front
end, the two differential pumping sections DPS-1R/F pump out tritium
and feed it back to the inner loop. The β-decay electrons (drawn in
orange) that are born in the WGTS are guided to the rear or front end
by the magnetic field. Figure inspired by A. Marsteller [Mar20a].

roughly 99 % of the gas inside the beam tube, lowering the number of molecules
inside the whole KATRIN beamline to avoid tritium contamination in vulnerable
parts of the experiment’s setup, for example in the spectrometers. The central re-
quirement on the WGTS is to provide high and stable activity on a constant level
over several measurement campaigns, leading to certain requirements on the applied
technique. In the following, we therefore summarize the most-important aspects of
the WGTS magnetic field stability, technical realization of the beam tube tempera-
ture cooling, and present the WGTS tritium loops system. [Kuc+18; Ake+21d]
The seven-superconducting magnets define the starting magnetic field of the β-decay
electrons and shall magnetically guide the decay electrons towards both ends of the
WGTS beam tube. Therefore, the seven super-conducting solenoids with warm bores
are arranged in a straight line inside the WGTS cryostat, surrounding the five beam
tube sections interconnected with four pump ports. The WGTS magnet system is
described in more detail in section 4.2.2. The KATRIN requirement on the solenoids
yields a stability of the magnetic field of better than 0.03 % per month, which is met
by power supplies, that provide a current with greater stability than 10 ppm per 8 h.
The experimental setup of the super-conducting magnets is designed for a total field
strength of 3.6 T in the central WGTS beam tube. However, commissioning mea-
surements of the whole KATRIN beamline show that the solenoid magnets should
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operate at 70 % design magnetic field to suppress the risk of quenching [Are+18a;
Are+18b]. Therefore, the central WGTS solenoids are operated at a nominal field
of 2.5 T during neutrino mass measurements [Are+18b]. [Ake+21d]
The requests on the WGTS beam tube cooling is two-folded for successful neutrino
mass measurements. Firstly, it is designed to deliver a beam tube temperature below
100 K to reduce the conductance of the beam tube. Only at these low temperatures,
the tritium gas flow velocity inside the WGTS is small enough to keep the necessary
amount of tritium in the central beam tube to enable decay activities on the order
of 1011 Bq. Secondly, the temperature stability needs to be better than 0.1 % in
the central beam tube to keep the tritium gas amount at a constant level during
neutrino mass measurements. The requirements for the central beam tube cooling
are met by a two-phase neon cooling system that doesn’t require any mechanical
pumping. Therefore, two tubes are brazed to both sides of the central beam tube
and are filled with liquid and gaseous neon, both occupying about half of the cross
section. The liquid neon evaporates due to heat input of the beam tube and dif-
fuses at one end of the cooling pipe, where it is re-liquefied and re-injected [Gro+08;
Gro09]. An exchange of coolants and adjusting the coolant’s pressure allow to set
and fine-tune the beam tube temperature to various absolute values. The neigh-
boring beam tube parts are also cooled by a two-phase neon cooling system, while
the two outer-most parts are only cooled with gaseous neon. Since the tritium gas
amount at both WGTS ends is significantly lower compared to the central beam
tube, the temperature requirements at the ends of the beam tubes are not as strin-
gent. The temperature of the beam tube is monitored with in total 52 platinum
wire-wound glass sensors of type Pt500 or Pt1000 [Gro+11], 24 of them installed at
the central beam tube. [Ake+21d]
The WGTS requires a daily throughput of roughly 40 g tritium per day for opera-
tion at the design values [Hei18]. This can only be achieved by means of a closed
gas loop system at the Tritium Laboratory Karlsruhe (TLK) [Dör+05]. The TLK
loop system consists of the inner and the outer loop, that are connected. The pri-
mary task of the inner loop system is to provide a stable injection rate of tritium
into the central WGTS beam tube. This is enabled by using a temperature- and
pressure-stabilized buffer vessel, that is connected to the tritium injection chamber
via a 5 m-long capillary. A uniform injection of tritium into the beam tube is en-
sured by 415 injection ports, arranged azimuthally homogeneous around the beam
tube. Tritium gas that is pumped out at the DPS-1R/F is purified with a permeator,
removing non-hydrogen-isotopologues. Subsequently, the gas is re-injected into the
buffer vessel in the inner loop system, maintaining the circuit. Additionally, around
1 % of the polluted tritium is replaced by pure tritium from the outer loop, leading
to a constant tritium purity level above 95 %. The tritium purity in the inner loop is
monitored by the LARA system, that is presented in the following paragraph. The
task of the outer loop is to supply the KATRIN experiment with pure tritium as
well as to collect and recycle degraded tritium gas. The exhaust gas from the inner
loop is reprocessed with respect to hydrogen isotope recovery and impurity removal
in the TLK infrastructure. Commissioning measurements of the loop system with
deuterium indicate a stable injection pressure on the relative 10−5 level, exceeding
the KATRIN requirement of 0.1 % by nearly two orders of magnitude. [Kuc+18;
Ake+21d]
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The LARA system has the task to monitor the WGTS gas composition that is
injected into the beam tube in real time. Its working principle is based on Laser Ra-
man spectroscopy. We expect, that the WGTS tritium gas contains some impurities,
mainly deuterium and hydrogen from the reservoir gas and due to outgassing. These
impurities have a different final state distribution than tritium, which influences the
kinetic energy of the β-decay electrons (see also section 3.3.1). An inaccurate gas
composition in the model can lead to a neutrino mass bias in the analysis. The gas
composition must thus be taken into account in the analysis. Furthermore, activity
detectors (for example BIXS) can be used together with the gas composition infor-
mation for precise monitoring of the gas amount inside the WGTS. [Ake+21d]
The LARA monitoring system can be implemented as a non-invasive and fast in-
line monitoring tool. Furthermore, Laser Raman spectroscopy is able to provides
the necessary information on the tritium purity as well as the ratio of the most com-
mon impurities, HT to DT. We refer the interested reader to the references [Sch+13;
Jam+13; Fis+11] for the explanation of the working principle of LARA. Commis-
sioning measurements reveal a relative measurement precision of 3×10−4 on the gas
composition, which is well within the KATRIN requirement. [Ake+21d]

3.2.3. Transport Section

The Transport Section is located between the WGTS and the SDS (see figure 3.4).
It consists of the Differential Pumping System (DPS) and the Cryogenic Pumping
System (CPS). Their primary task is to reduce the tritium flow rate into the SDS by
at least 14 orders of magnitude, since already small amounts of tritium in the spec-
trometers can produce a large background rate that endangers KATRIN neutrino
mass measurements [KAT05]. In addition, β-decay electrons have to be transported
adiabatically to the spectrometers. In the following, we describe the working princi-
ple of the DPS and CPS. Furthermore, the forward beam monitor is also presented
as an activity monitoring tool in the CPS.

The DPS is the upstream neighbor of the WGTS. It is the second upstream differ-
ential pumping stage after the DPS-1F, located in the WGTS cryostat (see section
3.2.2). The DPS adiabatically guides the electrons from the WGTS to the CPS,
while reducing the neutral tritium flow rate, in combination with the DPS-1F, by
at least seven orders of magnitude. Furthermore, tritium ions from the WGTS,
that would also be magnetically guided towards the SDS, are blocked and removed.
[KAT05]
To meet the requirements, the DPS is constructed as a chicane. The single beam
tube elements in the DPS are horizontally tilted by 20◦ relative to each other (see
figure 3.7). This geometry prevents a direct line of sight from the WGTS to the
SDS. Charged particles, for example β-decay electrons, are adiabatically guided
downstream through this setup by five super-conducting magnets operating at 4 T.
Six pump ports are installed between the magnets, each one equipped with a turbo-
molecular pump. Electric neutral particles are not guided by the magnetic fields,
leading to collisions with the beam tube walls, which increases their pumping proba-
bility. Tritium ions follow the magnetic field lines. However, electrostatic dipoles and
ring-shaped electrodes induce an ~E× ~B drift of the ions towards the walls, where they
are neutralized and pumped-out or reflected towards the source. [Fri+19; Ake+21d]
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Figure 3.7.: CAD drawing of the Differential (left) and the Cryogenic (right)
Pumping System. The electrons enter the DPS from the WGTS and are
guided adiabatically through the chicane by the five super-conducting
magnets. Neutral particles are likely to be pumped out by one of the six
pump ports. Following the DPS, the β-decay electrons enter the CPS
through which they are also adiabatically guided by super-conducting
magnets towards the Pre-Spectrometer. A condensed argon layer on the
beam tube walls forms a cold trap for neutral particles. The Forward
Beam Monitor FBM can be inserted into the flux tube at the down-
stream end of the WGTS to monitor the activity of the WGTS. Figure
adapted from [Fri+19], CC BY 4.0.

Based on the data of KNM1 and KNM2 with 98 % pure tritium, the combined re-
duction factor of the DPS-1F in the WGTS and the DPS is calculated to 9.6× 107

[Mar+21], meeting the KATRIN requirement.

The CPS is located between the DPS and the Pre-Spectrometer. Similar to the
DPS, the CPS adiabatically guides the β-decay electrons while further reducing the
tritium flow rate coming from the DPS by at least seven orders of magnitude.
Following the DPS, the gas flow is in a regime where a reduction of the flow rate by
another seven orders of magnitude is not achievable via additional turbo-molecular
pumps. Therefore, a cryo-sorption pump with a condensed argon layer prepared on
the gold-plated inner beam tube wall is chosen. Similar to the DPS, three of the
seven CPS beam tube elements are tilted horizontally and arranged in a chicane to
prevent a direct line of sight from entrance to exit (see figure 3.7). The tilting is im-
plemented to increase the probability for electrically neutral particles to hit the inner
beam tube wall. After hitting the inner beam tube wall, the neutral particles are
eventually adsorbed by the cold trap of the condensed argon layer that is prepared
on the 3 K-cold beam tube surface. The inner surface of the cold trap is enlarged by
90 circular fins to further increase the adsorption probability. In nominal measure-
ment mode, the argon frost must be regenerated approximately every 60 days before
accumulating too much tritium. To prepare a new frost layer, the CPS beam tube is
heated up to 80 K and purged with helium. The β-decay electrons are adiabatically
and magnetically guided by the fields from super-conducting magnets through the
CPS chicane without collisions with the inner beam tube wall. [Fri+19; Ake+21d]
First CPS commissioning measurements show that the design beam tube tempera-
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ture cannot be reached. Nevertheless, a limit on the reduction factor of better than
108 is measured with deuterium. This surpasses the KATRIN requirement by at
least one order of magnitude. [Röt17; Röt19; Fri+19]

The Forward Beam Monitor (FBM) is an activity detector, that can be inserted in
the beamline at the downstream end of the CPS (see figure 3.7) to directly measure
the β-decay electron flux coming from the WGTS with large statistics. For this
purpose, the FBM detector board can be shifted from the side into the beamline
by a 2 m-long bellow. Two independent motion systems allow to move the detector
board through the whole flux tube with 0.1 mm precision. During neutrino mass
measurements, the detector board is located in the outer rim of the flux tube to
avoid shadowing parts of the flux tube that are used for neutrino mass analysis. It is
expected that the outer rim of the flux tube is representative for activity fluctuations.
During KNM1, the FBM detector board is equipped with two silicon p-i-n diode
detectors with an energy threshold of about 5 keV. Additionally, a Hall sensor is
mounted on the detector board to measure the local magnetic field, which is around
0.84 T in the center of the flux tube. A PT-1000 sensor records the detector board
temperature, as the p-i-n diode detectors as well as the Hall sensor are temperature
dependent. [Beg+21; Ake+21d] After KNM1, the two p-i-n diode detectors are
replaced by one seven pixel silicon drift detector to improve the energy resolution to
roughly 200 eV and to test a novel detector design development [Urb19].

3.2.4. Pre-, Main and Monitor Spectrometer

The Pre-, the Main and the Monitor Spectrometers are all operated as MAC-E fil-
ters (see section 3.1). Thus, they house the same or similar technology. To avoid
repetitions, we focus on the Main Spectrometer in the following as key component
of energy analysis in KATRIN, and keep the description of the Pre- and Monitor
Spectrometer rather short.
In all spectrometers, the electromagnetic fields have to be designed such that the
magnetic adiabatic collimation is completed before applying the maximal retarding
potential, to avoid for example early retardation (see references [Val09; Erh16]).
A sophisticated high-precision high-voltage system together with an unique large-
volume air-coil system fulfills these requirements for the Main Spectrometer. Ad-
ditionally, the Main Spectrometer vacuum system is designed to reach pressures
in the 10−11 mbar-regime to reduce background effects originating from inside the
spectrometer, which is crucial to reach KATRIN’s final sensitivity goal.

Magnetic Field System of the Main Spectrometer

The Main Spectrometer magnetic field system has the task to fulfill magnetic adia-
batic collimation of the electron’s momentum, before the longitudinal kinetic energy
of the electron is analyzed by the applied electric retardation. Two geometrical re-
quirements to the Main Spectrometer arise from this task.
Firstly, the magnetic field change along one cyclotron motion of the electrons has to
be small (as defined in equation 3.2) to enforce the collimation process to happen adi-
abatically. Therefore, the Main Spectrometer has a total length of 23 m [Ake+21d].
Secondly, the design energy resolution of the Main Spectrometer is smaller than 1 eV.
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Figure 3.8.: CAD drawing of the large-volume air-coil system around the Main
Spectrometer vessel. The vertical (visualized in blue) and horizontal
(visualized in red) EMCS compensates the components of the earth
magnetic field perpendicular to the beam axis. The LFCS, highlighted
in green, fine-shapes the magnetic field inside the Main Spectrometer.
EMCS and LFCS are both mounted on the same aluminum holding
structure. For a visualization of the LFCS update eLFCS, see figure
5.4. Figure reprinted from [Glü+13], CC BY 3.0.

According to equation 3.11, the necessary magnetic field in the analyzing plane at
the center of the Main Spectrometer has to be below 250µT to achieve this energy
resolution. The significantly smaller field in the Main Spectrometer with respect
to the source field yields a strong increase of the flux tube radius, that guides the
β-decay electrons through the experimental setup and is defined as

Φ =
∫
~B · d ~A.

With the current operational setting, the flux tube yields

Φ = Bsrc · Asrc

≈ 133 T · cm2

where Bsrc denotes the source magnetic field and Asrc is the WGTS beam tube cross
section. With a magnetic field at the center of the Main Spectrometer of 250µT,
the flux tube expands to a diameter of roughly 9 m, explaining the 10 m diameter of
the Main Spectrometer. [KAT05; Ake+21d]

The magnetic field inside the Main Spectrometer is dominated by the stray fields
of the super-conducting beam line magnets close to the Main Spectrometer and the
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field of the large-volume air-coil system.
The three dominating super-conducting beamline magnets that influence the analyz-
ing plane field are the solenoid at the entrance of the Main Spectrometer (PS2), the
Pinch magnet (PCH) at the exit as well as the Detector solenoid (DET) that houses
the detector. The PS2 magnet is normally operated at 3.1 T in driven operation
mode and has a field stability better than 100 ppm per 8 h. The PCH contains a
total magnetic field of 4.2 T in nominal neutrino mass measurements and is oper-
ated in persistent current mode, just like the DET. The DET magnetic field is set
to 2.5 T and roughly matches the WGTS field. Both solenoids, the PCH and the
DET, feature a relative magnetic field stability that is better than 3× 10−4 month−1.
[Ake+21d]
The large-volume air-coil system must provide optimal electron transport in the Main
Spectrometer. In addition, it has to fine-shape the magnetic field to ensure correct
magnetic adiabatic collimation inside the spectrometer. Therefore, the air-coil sys-
tem contains the Low Field Correction System (LFCS) and the Earth Magnetic field
Compensation System (EMCS, see also figure 3.8). The EMCS has the task to com-
pensate the earth magnetic field perpendicular to the beam axis to avoid undesired
collisions of the flux tube with the Main Spectrometer vessel. It comprises two sets of
normal-conducting dipole coils installed horizontally around the Main Spectrometer
vessel, mounted on an aluminum holding structure. The LFCS fine-shapes the mag-
netic field inside the Main Spectrometer to provide an optimal energy analysis. It
consists of 14 normal-conducting air coils coaxially aligned with the spectrometer
axis. The diameter of each coil is 12.6 m. They are mounted on the same aluminum
holding structure as the EMCS. Each coil is individually regulated by a power sup-
ply, allowing great flexibility in field strength design along the spectrometer axis. In
early 2020, the LFCS is modified to the eLFCS to allow a novel electromagnetic field
configuration in the Main Spectrometer (see chapter 6). Five additional coils are
added at the downstream side of the spectrometer vessel, as well as additional coil
windings to nine of the already existing coils. [Glü+13; Erh+18; Thü20; Ake+21d]

High-Voltage System of the Main Spectrometer

The Main Spectrometer high-voltage system controls and monitors the high voltage,
that is applied on the vessel and the inner electrodes. It consists of several voltage
supplies, high-voltage dividers, and digital voltmeters.
The main part of the electric retardation is established by applying a negative high
voltage to the spectrometer vessel. The applied voltage is on the order of -18.4 kV
for neutrino mass measurements, but can be varied further down to -35 kV for spe-
cial measurements, such as calibration measurements with 83mKr decay electrons.
An active post-regulation system reduces high-frequency noise and AC fluctuations.
The retarding potential is altered in nominal operation mode by adjusting the volt-
age on the vessel. For calibration measurements with the Rear Section e-gun, the
vessel voltage can be distributed to the e-gun high voltage system. [Ake+21d]
The electric field is fine-shaped with an electrically isolated wire electrode system.
It is divided in 15 rings that are grouped according to their position in steep cones,
flat cones, and central part electrodes (see figure 3.9). An individual bias voltage
can be applied on each ring, except for the five central rings in the cylindrical part
of the Main Spectrometer. They are short-circuited to maintain a homogeneous
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Figure 3.9.: Schematic drawing of the location of the 15 rings of the Main Spectro-
meter inner electrode system. Ring 02, 03 and 15, 16 constitute the
steep cone inner electrode system (drawn in dark blue). The flat cone
system comprises ring 04, 05, 06 and 12, 13, 14 (drawn in green). The
central rings (drawn in orange) 07-11 are short-circuited (symbolized by
dashed line) to sustain a homogeneous electric retardation close to the
analyzing plane (at ring 09). Individual inner electrode settings, that
are relevant for the present thesis, are stated in table B.3.

retarding potential. In the symmetric Main Spectrometer configuration, the central
inner electrode rings are usually on an offset of -200 V with respect to the vessel
to prevent background electrons from the Main Spectrometer vessel walls to enter
the flux tube. The central inner electrodes at -200 V together with the -18.4 kV
from the vessel result in an absolute retarding potential at the center of the Main
Spectrometer of approximately 18.6 keV for the β-decay electrons. The applied bias
voltages on the steep and flat cones ensure optimal interplay of the electric and mag-
netic field at the entrance and exit of the spectrometer, according to the electrons
kinetic energy (see also table B.3). The maximum voltage offset that can be applied
to the inner electrodes is -2 kV. [Val09; Ake+21d]
The applied high voltage on the Main Spectrometer vessel and inner electrode system
is monitored by two ppm-precision high-voltage dividers in combination with preci-
sion digital voltmeters, that monitor the sum of inner electrode and vessel voltage
[Ake+21d]. The high-voltage dividers only need to be calibrated a few times dur-
ing their life time as they feature excellent long-term stability [Rod21a], the digital
voltmeters are calibrated twice per week during neutrino mass measurements.

Vacuum System of the Main Spectrometer

The ultra-high vacuum system of the Main Spectrometer serves two purposes. Firstly,
it is crucial that β-decay electrons cross the spectrometer without any collisions with
residual gas. Secondly, the good vacuum directly prevents possible background pro-
duction in the Main Spectrometer. According to these requirements, the vacuum
system of the Main Spectrometer must reach a pressure in the 10−11 mbar regime
during neutrino mass measurement campaigns. [KAT05; Ake+21d]
The Main Spectrometer vessel has a total volume of 1240 m3 with an inner surface of
1222 m2. To meet the vacuum requirements in this large volume, custom-made non-
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evaporable getter pumps are installed in two of the three turbo-molecular pump ports
with a diameter of 1.7 m and a length of 3 m, located at the downstream end of the
Main Spectrometer. As the getter pumps cause radon-induced electron background
in the Main Spectrometer (see also section 5.1.2), it was decided to not install the
remaining getter pump in the third pump port. Additionally, the two pump ports
that house the getter pumps also contain three turbo-molecular pumps each for the
initial pump-down during commissioning and pumping of non-getterable gases in
standard operation. A crucial role to achieve the pressure design goal is the baking
of the Main Spectrometer, that fulfills two tasks. Firstly, the non-evaporable getter
pumps have to be activated at temperatures around 200 ◦C. Secondly, the heating
causes a desorption of water and hydrogen from all surfaces. This reduces the sur-
face’s out-gassing rate in nominal operation which is the limiting factor for the final
pressure in the Main Spectrometer. The vacuum system of the Main Spectrometer
contains two independent thermal cycles for the baking, with a total heating power
of more than 440 kW, and a control system to set the temperature with a precision
of better than 1 ◦C. After the bake-out in May 2017, the Main Spectrometer vac-
uum design goal is achieved with a vessel operation temperature of 9.5 ◦C. [Are+16;
Ake+21d]

Pre-Spectrometer

The Pre-Spectrometer is located in between the CPS and the Main Spectrometer.
Its design goal is to suppress the incoming β-decay electron flux from 1010 s−1 to
104 s−1 before the Main Spectrometer. Additionally, it served as a prototype in the
research and development phase for the Main Spectrometer design. In an alternative
time-of-flight MAC-E mode, the Pre-Spectrometer can act as a fast switch. [KAT05]
Since the Pre-Spectrometer’s main task in nominal neutrino mass measurements is
to act as a pre-filter, the energy resolution requirements are rather moderate. To
reduce the flux by six orders of magnitude, it is normally set to 300 eV below the
tritium endpoint. As a MAC-E filter energy resolution of 100 eV is sufficient, the
dimensions of the Pre-Spectrometer are significantly smaller compared to the Main
Spectrometer. The flux tube expands to only 1 m in the analyzing plane, the Pre-
Spectrometer tank has thus a diameter of 1.7 m and a total length of 3.4 m. A
dedicated air-coil system to fine-shape the magnetic field inside the vessel is not
necessary, the two super-conducting magnets at the spectrometer entrance (PS1)
and exit (PS2) provide the necessary field shape in the Pre-Spectrometer. The high-
voltage system is similar to the one of the Main Spectrometer. The major part of the
electric retardation is caused by a high-voltage on the vessel, an inner electrode sys-
tem provides the fine-shaping. As the Pre-Spectrometer served as the prototype for
the Main Spectrometer, also its vacuum system shows strong similarities to the one
of the Main Spectrometer. The Pre-Spectrometer ultra-high vacuum is provided by
a mixture of turbo-molecular and non-evaporable getter pumps. [KAT05; Ake+21d]

Monitor Spectrometer

The Monitor Spectrometer is located in a parallel beamline setup, in a building
next to the Main Spectrometer hall. The primary task of the Monitor Spectrometer
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during neutrino mass measurement campaigns is to monitor the high voltage of the
Main Spectrometer. The Monitor Spectrometer is the former MAC-E filter of the
Mainz experiment (see reference [Kra+05]) and can be powered by the same power
supply as the Main Spectrometer high-voltage system. It continuously analyzes
quasi-monoenergetic decay electrons of 83mKr (see also section 5.4.1) via the MAC-E
filter technique. An instability of the Main Spectrometer high-voltage system would
cause a shift of the decay electron line position that can be recognized. [Ake+21d]
The Monitor Spectrometer vessel has a length of 3 m and a diameter of 1 m. The
necessary magnetic field is produced by super-conducting magnets at both ends of
the spectrometer and an air-coil system consisting of four normal-conducting air
coils and an earth field compensation system. The electric retardation is produced
by a set of cylindrical and conical electrodes and wire electrodes. [Ake+21d] If
the Monitor Spectrometer is not connected to the Main Spectrometer high-voltage
system, it is a suitable tool for test and commissioning measurements, for example
of a new e-gun flange (see for example references [Beh16; Sch23]).

3.2.5. Focal-Plane Detector System

The Focal-Plane Detector (FPD) system comprises a pixel-segmented silicon p-i-n-
diode array, the PCH and the DET, readout electronics, data-acquisition system,
calibration and monitoring devices, and an ultra-high vacuum system [Ake+21d]. A
drawing of the focal plane detector system is shown in figure 3.10.
The task of the FPD is to count the number of β-decay electrons that overcome
the Main Spectrometer retarding potential. The PCH and DET ensure adiabatic
guiding of the electrons to the FPD. The post-acceleration electrode allows to ac-
celerate the electrons before arriving at the FPD. With the addition of the post
acceleration, the signal peak can be shifted into a region with low detector back-
ground and furthermore leading to a minimization of the backscattering probability.
The FPD itself is a monolithic 148 pixel p-i-n-diode array in a dartboard design
on a single silicon wafer (see figure 3.10). The pixels are arranged in a bulls-eye
ring at the center housing four pixels and twelve rings containing twelve pixels each.
Each pixel covers by design 44 mm2 in surface area leading to a total sensitive area
of 6512 mm2, matching the dimensions of the flux tube in the DET magnetic field.
For operational mode, the FPD as well as the electronics are cooled in order to
reduce leakage current and noise. The energy scale of the FPD can be calibrated by
moving an 241Am γ source into the beamline in between the PCH and DET. The
absolute FPD efficiency can be determined by a photoelectron source, that can also
be installed in the beamline between the two super-conducting solenoids. Since the
FPD system couples to the Main Spectrometer, it must fulfill the ultra-high vacuum
requirements with a pressure of 10−9 mbar or below. [Ams+15; Ake+21d]

3.3. KATRIN Neutrino Mass Analysis

Having described the KATRIN hardware and working principle in the previous sec-
tions, we focus here on how to translate the measured electron count rates at various
surplus energies into an estimation on the neutrino mass. In the following, we derive
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Figure 3.10.: CAD drawing of the focal-plane detector system. The PCH and
DET guide the β-decay electron flux tube (shown in green) from the
Main Spectrometer towards the Focal Plane Detector (FPD). The
post-acceleration electrode allows to shift the signal peak to a low-
background region. A γ and photoelectron source can be inserted be-
tween the PCH and the DET for FPD calibration. Figure adapted
from [Ams+12].

the model for the integral spectrum, methods of parameter inference, how an integral
tritium β scan is influenced by a non-vanishing neutrino mass, and the KATRIN
sensitivity goal. Additional topics that are of special interest for the present thesis
are outlined. These include the presentation of various approaches how to treat sys-
tematic uncertainties in parameter inference, different methods of data combination,
the KATRIN analysis tools, the calculation of electric and magnetic fields, as well
as a technical insight how measurement and simulation information is used in the
neutrino mass analysis.

3.3.1. The Integral KATRIN Model

The integral KATRIN model describes the expected count rates of β-decay electrons
at the FPD at certain retarding potential and is crucial to infer the neutrino mass
from measurements. For an unbiased neutrino mass measurement, the integral model
must comprise the theoretical description of the differential β-decay spectrum with
the necessary corrections for molecular tritium as well as the the response function
summarizing the characteristics of the experimental KATRIN setup.
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Differential Beta-Decay Spectrum

We have introduced an approximate formulation for the differential β-decay spec-
trum dΓ/dE in equation 2.13, based on reference [FdR21]. Nevertheless, fine cor-
rections for molecular tritium and the finite structure of the decay daughter nuclei
must be included in the theoretical description to reach the KATRIN sensitivity
goal. For a detailed introduction and discussion of the individual effects, please
see references [OW08; Kle+19]. Taking into account the necessary corrections, the
differential β-decay spectrum can be written as

dΓ
dE = GF cos2 ΘC

2π3 |Mnuc|2 F · (E0 +me − ε) ·
√

(E0 +me − ε)2 −m2
e

×
∑
i,j

|Uei|2 Pj ·
(
ε− Vj

)
·
√(

ε− Vj
)2
−m2

i ·Θ
(
ε− Vj −m2

i

)
(3.13)

with GF denoting the Fermi constant, ΘC the Cabibbo angle, and Mnuc the nu-
clear matrix element. In this context, F represents the Fermi function, taking into
account the Coulomb interaction of the outgoing electron with the nucleus. E0 is
the kinematic endpoint of the tritium spectrum, me is the electron mass, and the
difference between electron energy E and kinematic endpoint E0 is summarized in
ε = E0 − E. The PMNS mixing matrix element that links the neutrino electron
flavor with the mass eigenstates is denoted as Uei (see also equation 2.3). Pj is the
probability for a certain electronic final state j of the daughter nucleus with energy
Vj. The squared neutrino mass of a certain mass eigenstate is denoted here as m2

i .

The step function Θ
(
ε− Vj −m2

i

)
confines the spectral components to the physical

sector. The differential decay spectrum versus electron energy is shown in figure 2.7.
[OW08]

Response Function

The response function R(E,U) describes the probability for an electron starting
in the WGTS with energy E to overcome the retarding potential qU of the Main
Spectrometer and to reach the FPD. The response function includes the energy
losses due to the electron scattering with tritium gas molecules in the WGTS, losses
due to synchrotron radiation because of the transport in strong magnetic fields,
and comprises also the transmission of electrons through the Main Spectrometer.
[Ake+21a]
The energy-loss probability for β-decay electrons in scattering off tritium gas in the
WGTS as well as the corresponding energy-loss model are discussed in detail in sec-
tion 7.1.2 and section 7.1.3. We therefore skip the derivation of these energy-loss
processes here and only present subsequently the impact on the response function.
The transmission function T (E,U) describes the probability for an isotropically
emitted electron with surplus energy E − qU to overcome the MAC-E filter. An
analytical formulation for the transmission function of the Main Spectrometer is
derived in section 3.1.2, leading to equation 3.12. The synchrotron energy losses of
the β-decay electrons are included as an analytical modification to the transmission
function in the model, that we do not further discuss here.
The response function is calculated as the convolution of the transmission function
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Figure 3.11.: The KATRIN response function R(E,U) versus the surplus energy
E − qU . It describes the probability for a β-decay electron produced
in the WGTS to overcome the Main Spectrometer retarding potential.
The response function is needed to calculate the integral β-decay spec-
trum, that is measured in KATRIN.

with the probability-weighted energy-loss models for i-fold scattering (for details,
please see section 7.1.3). Figure 3.11 shows the calculated response function R(E,U)
versus the surplus energy E − qU for β-decay electrons in a setting, that is similar
to the one of KNM2 (see also table C.4). The response function shape below surplus
energies of 11 eV is dominated by the transmission function, normalized to the prob-
ability for electrons to leave the WGTS without scattering off tritium molecules.
For surplus energies larger than 11 eV, also scattered electrons can arrive at the de-
tector. This is represented by a convolution of the transmission function with the
energy-loss function, leading to the characteristic shape. [Kle+19]

Integral Spectrum

The rate Ṅtheo(U) is the expected count rate of the integral spectrum at a certain
retarding potential. It is calculated as the convolution of the differential β-decay
spectrum with the response function

Ṅtheo(U) = 1
2 ·NT

∫ E0

qU

dΓ
dE (E0,m

2
ν) ·R(E,U) dE. (3.14)

The factor 1/2 incorporates that the response function only considers electrons emit-
ted in downstream direction, NT depicts the number of tritium nuclei in the source.
[Kle+19] The expected integral spectrum close to the endpoint is shown in the upper
graph of figure 3.12.
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3.3.2. Parameter Inference

The goal of the KATRIN experiment is to measure the absolute neutrino mass
by measuring count rates of the tritium β decay. We have to employ statistical
methods to properly infer the neutrino mass from the measured count rates at several
retarding potentials.

The likelihood P (x|H) is the probability to measure the data x given the under-
lying hypothesis H. If the hypothesis H is defined by one or more parameters θ,
then L(θ) = P (x|H) is called the likelihood function. When the data consists of
independent and identically distributed values one has a set of n statistically in-
dependent values x = (x1, ..., xn). If each component follows the same probability
density function f(x|θ), the likelihood function is calculated according to

L(θ) =
n∏
i=1

f(xi|θ).

The maximum likelihood estimator is a common tool to infer the hypothesis param-
eters that describe the data best. The maximum likelihood estimators θ̂ for the true
hypothesis parameters θ are defined as the parameter set that gives the maximum
of the likelihood function. These estimators θ̂ are efficient, asymptotically unbiased,
and often have a Gaussian sampling distribution. Instead of maximizing the likeli-
hood function L(θ), it is common in numerical approaches to exploit the properties
of the logarithm and to minimize the negative logarithmic likelihood function

− logL(θ) = − log
n∏
i=1

f(xi|θ) = −
n∑
i=0

log f(xi|θ), (3.15)

leading to the same estimators θ̂. [Zyl+20]

In the KATRIN experiment, the dataset x = Nobs consists of a set of measured
electron counts Nobs,i at several scan steps i with retarding potentials qUi. The
electron counts follow a Poissonian distribution with expectation valueNtheo,i(qUi, θ).
The underlying hypothesis H for the expected counts in the KATRIN likelihood
function is Ntheo,i(qUi, θ) = Ṅtheo,i(qUi, θ) · ti with the measurement time ti and the
expected count rate

Ṅtheo,i(qUi, θ) = As ·
∫ E0

qUi

dΓ
dE (E0,m

2
ν) ·R(E, qUi) dE +Rbg. (3.16)

The expected count rate is derived from the theoretical description of the integral
spectrum (see section 3.3.1) with minor modifications. As denotes here a normal-
ization, E0 the molecular tritium endpoint, and Rbg the background rate. The
incoherent sum of the neutrino mass eigenvalues (defined in equation 2.14), which
is the experimental observable in direct neutrino mass measurements, is denoted as
m2

ν. The hypothesis parameters θ are thus the parameter of interest m2
ν and the

nuisance parameters E0, As, and Rbg, that are not sufficiently well known to be
fixed in advance. Consequently, the KATRIN-specific likelihood function yields

L(m2
ν, E0, As, Rbg) =

n∏
i=1

f(Nobs,i|Ntheo,i(qUi,m2
ν, E0, As, Rbg)), (3.17)
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with f being the Poissonian probability density function. The best-fit parameter for
the squared neutrino mass can then be derived via the maximum likelihood estimator
method. [Kle14]

For sufficiently high count rates the Poisson distribution f(Nobs,i) can be approx-
imated by a normal distribution N (x, µ, σ) with mean µ = Nobs,i and width σ =√
Nobs,i. Inserting this probability density function into equation 3.17 leads to a

concordance of the negative logarithmic likelihood function with the method of least
squares, yielding

χ2(θ) = −2 logL(θ) + const. =
n∑
i=0

(
Ntheo,i(θ)−Nobs,i

)2

Nobs,i
.

This term consists of a sum of n random normal distributed variables, that thus
follow Pearson’s χ2 statistic. χ2 is a suitable estimator for the goodness of fit when
evaluated at the location of the maximum likelihood estimators θ̂. The expectation
value for the χ2 distribution is the number of degrees of freedom (ndof), which is
the number of observations reduced by the number of free model parameters. This
leads to the so-called normalized χ2, that is calculated as χ2

(
θ̂
)
/ndof with unity as

expectation value. [Pla83; BL98; Zyl+20]
The method of least squares allows a rather straight-forward way of implementing
correlations between the individual observations of the data in the best-fit parameter
estimation. Taking into account the covariance matrix V , the least-squares estimator
yields

χ2(θ) = (~y − ~m(θ))TV −1(~y − ~m(θ))

with ~y denoting the vector of measurements and ~m(θ) the model prediction. The
uncertainties on the data and on the model, as well as the correlations, are comprised
in the inverted covariance matrix V −1. [BL98; Zyl+20]

3.3.3. Analysis of Beta Scan

A non-vanishing neutrino mass manifests itself in the spectrum shape close to the
endpoint of the tritium β decay (see figure 2.7). In the first two neutrino mass mea-
surement campaigns of KATRIN, the β-decay spectrum was analyzed in a range
down to about 40 eV below the endpoint. The choice of the analysis window range
is a trade-off between larger count rates further down below the endpoint, leading to
smaller statistical uncertainties, and at the same time increasing systematic uncer-
tainties. [KAT05; Ake+21a; Ake+21b] Sensitivity studies carried out in the course
of this thesis use the 40 eV analysis window.

The integral β-decay spectrum Ṅtheo, as defined in equation 3.16, is shown for the
40 eV analysis window in the upper graph of figure 3.12. Additionally, the impact of
the four free fit parameter in the KATRIN neutrino mass analysis is also presented
in the upper graph of figure 3.12. The operational KATRIN parameter for the in-
tegral spectrum calculation, such as tritium gas density in the WGTS, are chosen
similar to the parameters of KNM2. The molecular tritium endpoint E0 separates
the β-decay spectrum region from the background region. Although the molecular
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tritium endpoint is well-known from external measurements to be E0 = 18 574 eV
[Sei19], KATRIN will likely measure a different endpoint. The KATRIN-specific
molecular tritium endpoint is modified with respect to the literature value by non-
vanishing starting potentials in the WGTS for the β-decay electrons or the Main
Spectrometer work function. As this KATRIN-specific endpoint is not accurately
and precisely known a priori, it is introduced as nuisance parameter in the fit. The
signal normalization As is a normalization factor applied to the integral spectrum.
It absorbs effects such as the total number of tritium nuclei in the WGTS that can
contribute to the decay rate, or an energy-independent FPD detection efficiency for
electrons. The parameter Rbg describes the background electron rate, underlying
the integral β-decay spectrum. The KATRIN parameter of interest, the squared
neutrino mass m2

ν, mostly affects the spectrum close to the endpoint, as shown in
the middle graph of figure 3.12. The comparison of the integral β-decay spectrum
with m2

ν = 1 eV2 with the one with vanishing neutrino mass yields a dip below the
endpoint. In a typical KATRIN neutrino mass analysis, all four free fit parameters
are estimated via the maximum likelihood method. [Ake+21b]
KATRIN investigates the integral β-decay spectrum by sequentially applying sev-
eral, non-equidistant retarding potentials to the Main Spectrometer and measuring
the β-decay electron rate with the FPD. These individual rate measurements at
certain high-voltage set points and with defined measurement time are called scan
steps. The choice of scan steps influences the sensitivity on the squared neutrino
mass. The sequential application of all scan steps constitutes one tritium β-decay
spectrum scan, that takes around four hours. The length of a β scan is chosen such,
that the experimental environment (WGTS gas column density, magnetic fields,
...) guarantees good stability during one scan. However, the accumulated statistics
within one scan is too small to extract any information on the squared neutrino
mass. The single tritium β scans are repeated continuously in a measurement cam-
paign to collect sufficient statistics. By applying a combination strategy (see section
3.3.6), the various β scans within a measurement campaign can be summarized as
one high-statistics β scan. [Ake+21b] A toy measurement of one combined high-
statistics tritium β scan with m2

ν = 1 eV2 in the 40 eV analysis window is shown
in the upper graph of figure 3.12. The total net measuring time of the toy mea-
surement is 60 days. The absolute value of the retarding potential of the individual
scan steps and their measuring time are chosen similar to KNM2 [Ake+21a]. The
measurement time distribution is visualized in the lower graph of figure 3.12. The
measurement time is significantly increased in the region that is particularly sensitive
to a non-vanishing neutrino mass. We recommend the interested reader to reference
[Kle14] for the derivation of the measurement time distribution, that maximizes the
KATRIN sensitivity on the neutrino mass.
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Figure 3.12.: Integral β-decay spectrum in the last 40 eV below the tritium end-
point (upper graph), relative difference between integral spectrum
with vanishing neutrino mass and one with m2

ν = 1 eV2 (central
graph), and measurement time distribution, similar to the one used
in KNM2 (lower graph). The comparison of the integral spectrum
with vanishing neutrino mass together with a toy measurement with
simulation truth of m2

ν = 1 eV2 is shown in the upper graph. The im-
pact of the free fit parameters on the integral spectrum are indicated by
the black arrows. In the central graph, the impact of a non-vanishing
neutrino mass on the integral spectrum is presented. The relative dif-
ference is maximal approximately 6 eV below the endpoint for the as-
sumed signal-to-background ratio, in that region also the measurement
time of the scan steps is significantly larger compared to the other steps
(lower graph). Measurement time distribution and other input param-
eters chosen similar to the KNM2 configuration, figure inspired by M.
Kleesiek [Kle+19].
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3.3.4. KATRIN Sensitivity

The major KATRIN goal is to reach a sensitivity on the effective electron antineu-
trino mass of 0.2 eV at 90 % C.L. after three years of net measuring time. This
corresponds to a discovery potential (five standard deviations) of 0.35 eV [KAT05].
KATRIN’s definition of the sensitivity on the neutrino mass can be interpreted as
follows: if the KATRIN neutrino mass measurement finds a best-fit neutrino mass
m̂ν larger than the stated sensitivity, KATRIN can reject the null hypothesis of van-
ishing neutrino mass on the given confidence level. The stated KATRIN sensitivity
limit comprises the statistical and systematic uncertainty contributions on the neu-
trino mass. [KAT05; Kle14]
The statistical uncertainty is inter alia given by the measurement time and its dis-
tribution, the β-decay rate in the WGTS, the background rate, and the chosen
analysis window. The studies performed in the KATRIN technical design report
[KAT05] employ a 30 eV analysis window and a background rate of 10 mcps. In
the technical design report, the statistical uncertainty is determined via ensemble
tests. A large number of KATRIN measurements is simulated, the squared neutrino
mass is fixed to zero but fluctuations according to the statistical uncertainties are
allowed. The estimated squared neutrino mass m̂2

ν is determined for each toy mea-
surement via the maximum likelihood approach. The statistical uncertainty of m2

ν

is then calculated by analyzing the distribution of all m̂2
ν. The one standard devi-

ation interval quantifies the statistical uncertainty on the squared neutrino mass to
∆m2

ν,stat = 18× 10−3 eV2. [KAT05; Kle14]
Possible systematic uncertainties are identified in the KATRIN design report. The
squared sum of all anticipated contributions does not exceed a total systematic un-
certainty on the squared neutrino mass of 10× 10−3 eV2. All individual contributions
are smaller than 7.5× 10−3 eV2. To account for unidentified systematic effects, five
major systematic uncertainties are allowed that each cause a systematic uncertainty
of 7.5× 10−3 eV2 on the squared neutrino mass. This leads to a systematic un-
certainty budget of ∆m2

ν,sys ≤ 17× 10−3 eV2, balancing the statistical uncertainty
budget. [KAT05] A summary of the currently known systematic effects is given in
reference [Sei19]. The maximally allowed systematic uncertainty for an individual
contribution of 7.5× 10−3 eV2 will be used as benchmark in the following chapters.
Assuming that m2

ν is Gaussian distributed, we can calculate the total uncertainty
on the squared neutrino mass as

∆m2
ν,tot =

√(
∆m2

ν,stat

)2
+
(
∆m2

ν,sys

)2
= 25× 10−3 eV2.

The sensitivity on the neutrino mass for 90 % C.L. and five standard deviations can
now be calculated as

S(90 % C.L.) =
√

1.645 ·∆m2
ν,tot = 0.2 eV,

S(5σ) =
√

5 ·∆m2
ν,tot = 0.35 eV.

The factor 1.645 translates a 68.3 % C.L. to a 90 % C.L. for Gaussian distributed
quantities. [KAT05]
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3.3.5. Treatment of Systematic Uncertainties

Several parameters have to be taken into account for a neutrino mass analysis, for
example the gas amount in the WGTS. If this gas amount is estimated inaccurately,
as a consequence, a wrong model assumption can lead to a shape distortion of the
spectrum, eventually resulting in a possible bias of the neutrino mass. To account
for the systematic uncertainty arising from these effects in the total neutrino mass
uncertainty, the correct treatment of the systematic uncertainties in the KATRIN
likelihood function is crucial.
Currently, three approaches to incorporate systematic uncertainties in the neutrino
mass analysis are pursued in the KATRIN collaboration. These are the Monte-Carlo-
propagation method, the pull-term method, and the covariance-matrix approach. All
three methods result in the same or similar uncertainty estimations for the KATRIN
systematic neutrino mass uncertainties [Ake+21a]. As only the latter two are rele-
vant for the thesis at hand, we focus on these approaches in the following. For the
Monte-Carlo-propagation method, see reference [Ake+21b]. For better readability,
we show the incorporation of the two methods in the fit by example of the least
squares, that coincidences with the likelihood function for Gaussian uncertainties.

Pull-Term Method

The least-squares term, that has to be minimized in the statistics-only fit of the
neutrino mass to the n measured β-decay electron counts Nobs,i at the individual
scan steps yields

χ2
(
m2

ν, E0, As, Rbg

)
=

n∑
i=0

(
Ntheo,i

(
m2

ν, E0, As, Rbg

)
−Nobs,i

)2

Nobs,i
, (3.18)

with the model prediction Ntheo,i

(
m2

ν, E0, As, Rbg

)
. A Gaussian distributed sys-

tematic effect η with estimated uncertainty ∆η can be introduced in the pull-term
approach into the KATRIN least-squares term as an additional free nuisance fit pa-
rameter, that is effectively constrained by the estimated uncertainty ∆η. This leads
with the best-estimation value η̂ for the systematic to a correct implementation of
the systematic effect in the least-squares term to

χ2
(
m2

ν, E0, As, Rbg, η
)

=
n∑
i=0

(
Ntheo,i

(
m2

ν, E0, As, Rbg

)
−Nobs,i

)2

Nobs,i
+ (η − η̂)2

∆η2 .

(3.19)

The additional nuisance parameter can change the uncertainty intervals of the other
fit parameters depending on their correlations. The advantage of the pull-term
method is that it makes maximum use of the data, as the measured integral spectrum
contains information to a certain degree about a systematic effect (see for example
figure 4.6) that can be used in the parameter inference. [Kle14] One disadvantage is
that only systematic effects can be incorporated if they can be parametrized. This is
for example not the case for the uncertainties of the model for tritium molecular final
state distribution, as used in KNM1 and KNM2 [Ake+21a]. Another disadvantage is
that this approach can quickly become computationally expensive in the parameter
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inference, as the number of free fit parameters increases with each added penalty
term. In total, 34 additional fit parameters are introduced in the KNM2 analysis
to incorporate systematic uncertainties. This can lead to problems in the combi-
nation of several KATRIN neutrino mass measurement campaigns with individual
uncertainties.

In the following, we often want to quantify the systematic uncertainty contribution
on the squared neutrino mass of a single effect and compare it to the benchmark
of a maximally allowed uncertainty contribution of 7.5× 10−3 eV2. For this inves-
tigation, we employ Asimov datasets [Cow+11] in combination with the pull-term
method. The theoretical model is calculated with the estimated central value η̂ for
the systematic effect η. For the sake of simplicity, the neutrino mass is set to zero in
the model calculation. The count rates at the individual scan steps of the pseudo-
measurement are determined from the model without any statistical fluctuations.
Afterwards, we investigate the toy measurement with a statistics-only fit according
to equation 3.18 with fixed systematic η at the estimated central value η̂. The in-
ferred squared neutrino mass is necessarily at zero for a correct maximum likelihood
estimation as all input parameters are the same as used for the model calculation
and no statistical fluctuations are applied on the pseudo counts. The uncertainty
estimation, given by the likelihood shape close to the maximum likelihood estima-
tors, is solely given by the statistical uncertainty ∆m2

ν,stat. As next step, the fit
procedure is repeated but now with the additional nuisance parameter η and the
penalty term in the least-squares term (see equation 3.19). In case of a correct pa-
rameter inference, the central value of the squared neutrino mass is again vanishing
but its estimated uncertainty comprises the statistical and systematic uncertainty
∆m2

ν,tot. This results in a broadened χ2 profile of m2
ν close to the minimum (see

figure 3.13). The uncertainty contribution on the squared neutrino mass due to the
single systematic can now be estimated with Gaussian uncertainty propagation to

∆m2
ν,sys =

√(
∆m2

ν,tot

)2
−
(
∆m2

ν,stat

)2
.

Covariance Matrix Approach

Although the covariance matrix is a different formalism to include systematic un-
certainties in the neutrino mass analysis, the result is the same as obtained with the
pull-term method [Fog+02]. As described in section 3.3.2, the least-squares method
allows an elegant way of introducing correlations among the data points via the
correlation matrix V to [BL98; Zyl+20]

χ2(θ) =
(
~y − ~m

(
m2

ν, E0, As, Rbg

))T
V −1

(
~y − ~m

(
m2

ν, E0, As, Rbg

))
where ~y denotes the vector of measured counts at the individual scan steps and
~m
(
m2

ν, E0, As, Rbg

)
the model predictions for the scan steps. In the analysis, the co-

variance matrix comprises the statistical and systematic uncertainties. The diagonal
entries contain uncorrelated uncertainties, for example the statistical uncertainties,
while the off-diagonal terms describe the correlated uncertainties between the data
points. The covariance matrix of a single systematic effect η is derived by calculat-
ing a large number O

(
104

)
of integral β-decay spectra with randomized values of η
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Figure 3.13.: Visualization of the pull-term method on the χ2 profile of m2
ν close

to the best-fit minimum. Three pull terms with different uncertainties
∆η on the systematic effect η with mean value η̂ are shown in the
upper plot (“∆η fixed” corresponds to ∆η = 0). In the lower graph, it
is shown that the broadening of the χ2 profile of m2

ν close to the best-fit
minimum increases with ∆η, and thus also the uncertainty ∆m2

ν,tot on
the determined neutrino mass. The fit with η fixed corresponds to the
nominal four-parameter fit.

according to the estimated uncertainty. Based on the calculated spectra, the rates
at the individual scan steps are calculated as well as their covariance

Cov(x, y) =
∑N
i=0 (xi − x) (yi − y)

N − 1 ,
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with x and y being the count rate at two scan steps, and N is the number of to-
tal calculated samples. The count rate in a single spectrum with randomized η is
denoted as xi, and the expected count rate with η̂ as input as x [Sch19]. To incorpo-
rate all systematic and statistical uncertainties, a single matrix has to be computed
based on the randomized spectra sample that incorporates the fluctuation of all
sources of uncertainties in a sufficiently large number. However, a modification has
to be applied for neutrino mass analysis, since the signal normalization is a free fit
parameter. The covariance matrices of all systematic effects, that solely translate
into an uncertainty on the signal normalization, have to be eliminated. Therefore,
a normalization on the covariance matrix must be applied, leading to the so-called
shape-only covariance matrix. [Ake+21b]
The advantage of this method is that the fit itself is computationally fast, as it
remains a four-parameter fit with the parameters describing the squared neutrino
mass, endpoint, signal normalization, and background rate. However, the large num-
ber of spectra needs to be calculated before the minimization, yielding additional
computational costs. Another disadvantage is that the obtained shape-only covari-
ance matrix has to be inverted for the calculation of the least-squares term. This can
lead to problems for large number of data points, for example in the combination of
several measurement campaigns.

3.3.6. Data Combination

One measurement campaign consists of a few hundred individual β scans, that again
comprise several scan steps at various retarding potentials. Furthermore, we also
have to take into account that the FPD is segmented into 148 pixels to account,
inter alia, for spatial variations of the Main Spectrometer electromagnetic fields.
The electron counts, measured in various scan steps within several β scans and at
different FPD pixels, have to be combined for a robust neutrino mass analysis. The
combination must be carried out without loss of information or introducing a bias
on the determined neutrino mass that endangers the KATRIN sensitivity goal.

Pixel Combination

The segmentation of the FPD into 148 independent pixel allows to resolve spatial
effects in radial and azimuthal direction and account for them in the analysis. The
β-decay electrons arriving for example at one certain pixel have to overcome a differ-
ent Main Spectrometer retarding potential than electrons at another pixel. As also
the same holds for the magnetic field in the analyzing plane and the PCH field, we
can conclude that each pixel measures a statistically independent integrated β-decay
spectrum with its own transmission function. This has to be considered when the
measured counts on the individual pixels shall be combined for the neutrino mass
analysis. [Ake+21b]
The first approach that we want to present here is the uniform pixel combination.
This combination method is suitable, if the spatial effects are expected to be small.
For the electromagnetic field configuration in the Main Spectrometer during KNM1
and KNM2, the magnetic field in the analyzing plane varies radially by approx-
imately 2µT, the electric retardation by 140 mV. In the uniform approach, the
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pixel-wise spectra are combined into a single effective pixel, by adding the counts
of all pixels at the individual scan steps. The transmission function for the effective
pixel is calculated as the average of the pixel-wise transmission functions. The aver-
aging of the pixel-wise transmission functions causes a negligible broadening on the
effective measured spectrum and a small neutrino mass bias on the order of 10−3 eV2

for the KNM1 setting. [Ake+21b] The advantage of this approach is that it does not
increase the number of free fit parameters, as effectively only one β-decay spectrum
is analyzed.

In the analysis of the KNM2 data, a different approach is pursued. Since the WGTS
gas density is in KNM2 more than a factor three larger compared to KNM1, there is
the possibility of forming radially dependent starting potentials in the WGTS plasma
leading to a radially dependent effective endpoint. As the deviation level of possible
radial starting potentials is not known a priori, it must be taken into account in the
analysis as free fit parameter. Therefore, the 117 active pixels during KNM2 are
grouped into twelve concentric rings. The pixel counts in one ring at a specific scan
step are summed and constitute the counts of the respective ring. In the analysis, all
ring-wise counts are simultaneously analyzed with a model that allows for ring-wise
endpoints, signal normalizations, background rates, and one common neutrino mass.
[Ake+21a] The total number of free fit parameters in this analysis yields 12·3+1 = 37
for a statistics-only fit. This method is called multi-ring analysis. Consequently, a
multi-pixel neutrino mass analysis treats the endpoint, signal normalization, and
background rate separately for each pixel with a common free neutrino mass fit
parameter. For 117 active pixels, the number of free parameters in a statistics-only
multi-pixel fit is 352. The same principle holds for the multi-patch analysis that
simultaneously analyzes a group of pixel patches. The advantage of the multi-ring,
-pixel, or -patch method is that it can take into account spatial inhomogeneities
without producing any bias on the inferred parameters. However, the calculated
number of free fit parameters shows that the computational costs for this type of
analysis grow significantly with finer spatial resolution.

The last analysis strategy, presented in the following, is not used for neutrino mass
analysis and mostly only relevant for the thesis at hand. This strategy is applied if
the uniform approach is not appropriate due to strong spatial inhomogeneities and a
multi-pixel fit is not feasible due to the computational costs. If the total uncertainty
of the dataset, that shall be analyzed, is dominated by statistical uncertainty, we
can perform a pixel-wise analysis. This means that each pixel is analyzed with its
own parameter set and independently of the neighboring pixels. The same principle
holds for a ring- or patch-wise analysis. The advantage of this strategy is the small
computation time. The main disadvantage is that not all accumulated statistics
are fully propagated onto the parameter of interest and that correlations among the
pixels are not taken into account.

Scan Combination

Two methods that are pursued for neutrino mass analyses are important for the
thesis at hand. The first one is the stacking approach, the second one is the multi-
period method.
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The stacking approach relies on good temporal stability and reproducibility of the
slow-control parameters [Ake+21b]. This includes for example stability of tritium
gas in the source, or the ppm-level high-voltage reproducibility for the time period
over which the scans are combined. This is normally the case for the selected scans
within one measurement campaign, that pass the quality criteria.
The measured electrons at like scan steps of the various β scans are added and the
applied high-voltage values of the specific scan step of all scans are averaged. This
results in one high-statistics integral β scan with the same number of scan steps as
an individual tritium β scan. Implicitly, not only the scan-wise high-voltage values
are averaged in the stacking approach but also all other slow-control parameters.
The averaging of the slow-control parameters can introduce a bias on the neutrino
mass. Dedicated studies based on Monte-Carlo spectra, that incorporate the slow-
control parameter fluctuation as determined in the individual scans, investigate the
expected bias due to the stacking procedure that is afterwards included in the anal-
ysis. [Ake+21a; Ake+21b]
The main advantage of the stacking procedure is its low computational cost. One
disadvantage is that the procedure itself can introduce a bias on the determined
neutrino mass, however, this can be corrected for if all fluctuations of the individual
slow-control parameters are relatively small and correctly included in the Monte-
Carlo studies.

The second approach to combine several runs or measurement campaigns is a multi-
period fit. This approach is computationally expensive, and has so far been tested
by example of the combination of KNM1 and KNM2 data [HK21]. The advantage
of the multi-period fit is that it does not have to rely on the same slow-control
parameter settings between the two measurement campaigns or the same absolute
values for the scan steps. For example, the KNM1 measurement campaign has a
smaller column density by a factor of more than three compared to KNM2. Fur-
thermore, also the scan-wise high-voltage set points differ. The combination of these
two campaigns via the stacking procedure is thus not possible, as the slow-control
parameters differ too much, resulting in a large neutrino mass bias.
The multi-period fit approach extracts the neutrino mass information by analyzing
both campaigns with their individual models, however, both models share one com-
mon squared neutrino mass parameter. For a statistical-only, uniform multi-period
fit for KNM1 and KNM2, the least-squares term looks like

χ2 = χ2
1

(
m2

ν, E
1
0 , A

1
s , R

1
bg

)
+ χ2

2

(
m2

ν, E
2
0 , A

2
s , R

2
bg

)
.

The term χ2
1 denotes here the least-squares term for the stacked, high-statistics

β scan of KNM1, while χ2
2 is the one for KNM2. The nuisance parameters like

endpoint, signal normalization, and background rate are treated in the multi-period
analysis for each campaign individually, for example E1

0 is the spectrum endpoint
for KNM1 and E2

0 the one for KNM2. The squared neutrino mass m2
ν as parameter

of interest is a shared parameter and links the individual least-squares term with
each other. [HK21]
The main advantage of this method is that it allows an unbiased neutrino mass
inference, even for parameter sets that show significant differences for the individual
slow-control parameters. The major disadvantage is its computational intensity due
to the large number of free fit parameters. The example above is only for the
combination of two parameter sets and for uniform, statistics-only fit. For each
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additional neutrino mass campaign included in the analysis, the number of free
nuisance parameters grows as they are normally treated period-wise. Additionally,
if the pull-term method is used for the treatment of systematic uncertainties, the
number of fit parameters again significantly increases as also the pull-terms are
usually individual for each campaign.

3.3.7. KATRIN Databases and Software Tools

To enable the analysis of the measured integral spectrum with respect to the neutrino
mass, several successive data layers have to process the flood of data produced by
the several detectors and sensors in the large-scale KATRIN experiment. Therefore,
a run control and data acquisition software is used together with a sophisticated
database infrastructure. Afterwards, the acquired data can either be extracted via
web frontends or the Kasper package allows user-defined analysis.

Databases

M. Kleesiek presents a detailed and technical insight into the design of the KATRIN
software architecture in reference [Kle14]. Subsequently, we will only give a brief
overview over the relevant aspects for the thesis at hand.

The Orca software [How+04] is used in KATRIN for run control and data acquisi-
tion of the FPD system as well as operation of crucial experimental parameters. For
example, FPD measurements can automatically be started and stopped with dedi-
cated runlists, the eLFCS coil currents can be altered, or the Rear Section e-gun can
be switched on. The data acquired via Orca, especially the measured FPD counts
in the individual runs, are saved in a dedicated storage.

The values of more than 15,000 KATRIN slow-control channels [Sei19], comprising
the read-back of various types of sensors, are saved to a dedicated slow-control
database. The Advanced Data Extraction Infrastructure ADEI with a web-based
frontend allows to monitor the data from the sensors in real time. Additionally,
slow-control data can be extracted for further use or user-defined time ranges can
be investigated. Note that only raw values, without any sensor calibration, are
displayed in ADEI. [Chi+10]

The KATRIN Data Base KDB server is the central connection to all KATRIN data.
Contrary to ADEI, KDB can access in addition to the slow-control database the
calibration of the individual sensors or their geometry and location. Furthermore,
it retrieves also data from the Orca storage, allowing the processing of FPD data.
Besides the web frontend, KDB can also corporate with the Kasper software package
for refined analysis. [Kle14]

The Kasper Software Package

Kasper is a global analysis and simulation package for the KATRIN experiment,
which comprises more than ten semi-independent packages for simulation and anal-
ysis. We present in the following the packages relevant for the present thesis, based
on the descriptions given in references [Kle14; Beh16; Hei18].
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� Kommon: Core module that provides basic features for other packages, for
example definitions of physics constants or mathematical utilities.

� KGeoBag: Contains geometry definitions and shapes that can be accessed by
other modules, for example Kassiopeia.

� KEMField: Comprises algorithms to compute electric and magnetic fields from
a given geometry (see also section 3.3.8). It is one of the Kassiopeia core
modules where electromagnetic field simulations are used as input.

� Kassiopeia: Module for particle tracking Monte-Carlo simulation. Allows to
simulate charged particles in electromagnetic field and complex geometries
[Fur+17]. As the KGeoBag and KEMField modules are basic packages for
Kassiopeia, we use the term “Kassiopeia” as umbrella term for all three pack-
ages.

� KaLi: Library that accesses measurement and slow-control data from the KDB
through a web service layer. This module is used inter alia by the BEANS
package.

� BEANS: Elements to build an analysis sequence to analyze raw data from the
FPD or raw slow-control data.

� KSC: Module that contains KATRIN-specific code, for example for run sum-
mary generation (see section 3.3.9), to make Kassiopeia usable for other ex-
periments.

� Peaberry: Post-analysis framework as extension to BEANS that provides the
pre-processed input data. Contains methods to apply fits with various algo-
rithms and an e-gun transmission function model (see section 5.3.1).

� SSC: Source and spectrum calculation for differential and integral tritium and
krypton spectra. For the calculation of the response function, SSC can model
gas dynamical properties of the WGTS (see section 7.2) and determine the
transmission function of the MAC-E filters.

� KaFit: Translates SSC expectation for the calculated spectra into FPD count
rates. Contains statistical tools for spectrum analysis to infer best-fit param-
eters, using SSC prediction as underlying hypothesis.

3.3.8. Field Calculation Methods

The energy analysis principle with the MAC-E filter technique used in KATRIN
relies on optimized interplay of electric and magnetic fields. A correct simulation
of the electromagnetic fields for an accurate transmission function modeling or for
further optimizations of KATRIN’s operational parameters (for example the shifted
analyzing plane in chapter 6) is thus crucial.
The methods for the electromagnetic field calculation is part of the field solver
module KEMField [Cor14; Bar17] of Kasper. In the context of the present thesis, the
calculation of electromagnetic fields takes only place for KATRIN-specific geometry,
that are defined in the Kasper module KGeoBag. The central module that links the
computation of electromagnetic fields with the KATRIN geometry is Kassiopeia.
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Magnetic Field Calculation

KEMField differentiates for the calculation of magnetic fields between non-axially
and axially symmetric sources, as different field solvers can be applied. The geometry
of the source from which the magnetic field is to be derived is passed from KGeoBag
via Kassiopeia to KEMField. [Beh16]

Non-axially symmetric sources can be calculated using the law of Biot-Savart. The
magnetic field d ~B at location ~r, that is generated by a current I running though a
line segment d~s, yields

d ~B = −µ0

4π ·
I · ~r × d~s

r3

with µ0 as magnetic permeability constant [Gri14]. The magnetic field of a body
with complex shape can be modeled as a field superposition of n finite small line
segments. The resulting field is then calculated as

~Btot =
n∑
i=1

d ~Bi.

A better accuracy of the calculated magnetic field can be achieved by increasing the
number of line segments in the calculation at the expense of a slower computational
speed. [Gro15; Beh16]

As the discretization of complex bodies leads to considerably larger calculation time,
we try to avoid it in the magnetic field calculation of axially symmetric bodies, for
example beamline solenoids. Two methods are introduced for the field calculation
of symmetric bodies, namely the elliptic integration method and the zonal harmonic
expansion approach.
The elliptic integration method exploits that the Biot-Savart’s law can be expressed
for a thin coil with the elliptic integrals of first (equation 3.20) and second kind (see
equation 3.21)

K(k) =
∫ π/2

0

dθ
1− k2 sin2 θ

, (3.20)

E(k) =
∫ π/2

0

√
1− k2 sin2 θ dθ. (3.21)

For a realistic coil with finite thickness R and length Z, the elliptic integral of third
kind is also necessary to reduce the calculation to a one-dimensional problem in
radial direction

Π(n, k) =
∫ π/2

0

((
1− n2 sin2 θ

)√
1− k2 sin2 θ

)−1
dθ.

The axial Bz and radial Br magnetic field components can then be calculated as

Bz = B̂z(Zmax)− B̂z(Zmin),
Br = B̂r(Zmax)− B̂r(Zmin),
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with

B̂z = −µ0λ

π

(z − Z)R
(r +R)S

(
K(k) + R− r

2R (Π(n, k)−K(k))
)
,

B̂r = −µ0λ

π

R

S

(
2E(k)−K(k)

k2 +K(k)
)
,

with the abbreviations

S =
√

(r +R)2 + (z − Z)2,

k = 4rR
S2 ,

n2 = 4rR
(r +R)2 .

The elliptic integral method allows to calculate the magnetic field at any position
without the need for discretization. However, due to the large number of necessary
integrations, this approach is still rather computationally expensive. [Wan13; Gro15;
Beh16]
The zonal harmonic expansion approach [Gar51; Glü11] provides a significantly
faster way to compute the magnetic field of an axially symmetric body. The method
exploits that for this geometry, the magnetic field at an arbitrary off-axis point can
be expressed in terms of the Legendre polynomial expansion and its derivative at
a source point on the symmetry axis. If the point p, for which the magnetic field
shall be calculated, is located within the convergence radius ρcen of the closest source
point z0, the magnetic field is computed with the central expansion to

Bz =
∞∑
n=0

Bcen
n ·

(
ρ

ρcen

)
· Pn(cos θ),

Br = − sin θ ·
∞∑
n=1

Bcen
n

n+ 1

(
ρ

ρcen

)
· P ′n(cos θ)

with ρ as the distance of p and z0. Bcen
n are the source point coefficients, that

have to be computed beforehand. The Legendre polynomials of grade n and their
derivatives are denoted as Pn(cos θ) and P ′n(cos θ). The zonal harmonic expansion
converges fast for smaller ρ/ρcen. A large number of source points on the symmetry
axis is thus advantageous, however, for each source point a number of coefficients
has to be calculated beforehand. To reduce the necessary recalculations, KEMField
saves the calculated coefficients to a cache to re-load them for calculations with the
same field configuration. If the point p is located outside the convergence radius
ρ > ρcen, the magnetic field can be calculated with the remote expansion to

Bz =
∞∑
n=2

Brem
n ·

(
ρrem

ρ

)n+1

· Pn(cos θ),

Br = − sin θ ·
∞∑
n=2

Brem
n

n

(
ρrem

ρ

)
· P ′n(cos θ).

ρrem is the maximum distance between source point z0 and the source, Brem
n are the

remote source coefficients, that also have to be computed beforehand. The expan-
sion converges faster for smaller ratios ρrem/ρ. [Glü11; Wan13; Gro15; Beh16]
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The zonal harmonic expansion calculates the magnetic field of axially symmetric
bodies several orders of magnitude faster than the approach using elliptic integrals.
However, the zonal harmonic method is not able to accurately determine the mag-
netic field close to the coils due to a mismatch of ρrem and ρcen. KEMField uses
mostly the zonal harmonic expansion to calculate the magnetic fields in KATRIN
due to its fast computational speed and falls back to the slower elliptic integration
method if the zonal harmonic estimation is not valid. [Gro15; Beh16]

Electric Field Calculation

Similar to the magnetic field computation, also the calculation of the electric field can
be divided into non-axially and axially symmetric problems. Also here, the electric
fields can be calculated via integration (non-axially symmetric bodies) or exploiting
approximate methods like the zonal harmonic expansion (axially symmetric bodies)
[Glü11; Cor14; Beh16].

KEMField uses the boundary element method for the calculation of non-axially
symmetric bodies. The electrode geometry is split into a large number n of finitely
small elements, the charge density is assumed to be homogeneously distributed on
the element. As a first step to calculate the electric field, the charge densities σj for
each element has to be calculated via

Ui =
n∑
j=1

Cijσj. (3.22)

The electric potential applied to electrode i is labeled Ui here. Cij = Cj(~ri) denotes
the elements of the Coulomb matrix, that accounts for that the individual electrodes
influence each other. The matrix elements are calculated as

Cj(~ri) = 1
4πε0

∫
Sj

d2~rS
|~ri − ~rS|

with Sj being the individual elements of body S, and ε0 is the vacuum permittivity.
The charge densities are then determined by solving equation 3.22 using for example
the iterative solver Robin Hood [For+11]. Also here, the calculated charge densities
for a specific geometry are stored in a cache in KEMField for fast reevaluation of
the same geometry. The potential Φ at a specific location can finally be calculated
with an integration over all elements to

Φ(~ri) = 1
4πε0

∫
S

σ(~rS)
|~ri − ~rS|

d2~rS.

The necessary calculation time scales with n2 and is therefore not fast for large
numbers of elements n to describe all electrodes. [Wan13; Gro15]

The electric field of axially symmetric bodies can be evaluated using either elliptic
integrals or zonal harmonics expansion. Both methods work the same as for the
magnetic fields with all the disadvantages and advantages. In contrast to the mag-
netic field calculation, the number of electrode segments in KATRIN and thus the
number of source points for the zonal harmonic expansion is quite large, resulting in
long computation time for the coefficients. Nevertheless, once the coefficients have
been calculated, the field evaluation is quite fast which is useful if a simulation needs
several field evaluations. [Wan13; Beh16]
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3.3.9. Implementation of Input Parameters for Data Analysis

SSC and KaFit require several input parameters to analyze an integral β-decay mea-
surement with respect to the neutrino mass. For example, SSC needs the information
on the tritium gas density in the WGTS and the applied electromagnetic fields to
calculate the integral spectrum. Technically, the relevant information to analyze a
(toy-)measurement is stored in two files, that are called run and period summary.

Run Summary

In case of neutrino mass analysis, the run summary describes an individual β scan. If
the run summary describes a real measurement, it is computed in near-real time for
every measured β scan in a measurement campaign. Its most-important information
are the measured counts at the FPD pixels in the region of interest at the individual
scan steps, the applied Main Spectrometer high voltage, and the measurement time
of the scan steps. Additionally, it contains relevant slow-control values for integral
spectrum calculation during the measurement, for example the gas amount in the
WGTS at each scan step or the tritium concentration in the source. The only
relevant slow-control parameter that is not part of the run summary is the magnetic
field, however, this is covered by the period summary.
A run summary is not only processed for every β scan, but can be computed for all
kinds of rate measurements with the FPD, taking into account special requirements
relevant for the subsequent analysis. A special run summary can be produced for
83mKr measurements, as decay electrons from 83mKr are often used in KATRIN for
calibration purpose (see section 5.4.1).
An overview of the computing procedure and the currently available run summary
versions are given in reference [KAT21].

Period Summary

The period summary contains information on the electric retardation for a certain
applied voltage on the high-voltage system of the Main Spectrometer as well as in-
formation on the magnetic field at relevant positions in the spectrometer and the
beamline. The period summary gives individual values on the electric and the mag-
netic fields for each FPD pixel to enable a pixel-wise analysis. In case of the magnetic
fields, this means that an electron arriving at a certain pixel has to be transmitted
through a certain magnetic field in the analyzing plane and a certain PCH field.
In contrast to the run summary, there is normally only one period summary per
measurement campaign, as the fields feature sufficiently high stability throughout
one campaign. For the analysis of the first two neutrino mass measurement cam-
paigns, the period summary is completely derived from simulations including the
best knowledge on the actual experimental setup. Nevertheless, it can also be ob-
tained with dedicated measurements, as proposed in chapter 5 and 6.
The derivation of the period summary for the magnetic field in the analyzing plane
for the symmetric Main Spectrometer configuration is visualized in figure 3.14. As
a first step, not shown in figure 3.14, detailed Kassiopeia simulations test whether
the electrons’ analyzing points are sufficiently close to the axial center of the Main
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Figure 3.14.: Sketch of the calculation of the period summary for the magnetic field
in the analyzing plane. The magnetic field in the analyzing plane shall
be computed for electrons that arrive at the red-shaded pixel at the
FPD. Therefore, pseudo-electrons are started in upstream direction at
the pixel boundary and its center and tracked into the analyzing plane
(red lines). In the analyzing plane, the magnetic field for the effective
area of the pixel projection is calculated (red-shaded pixel). Figure
adapted from [BB20].

Spectrometer for all positions in the magnetic flux tube (z = 0 m in the KATRIN
coordinate system). If this is fulfilled, we can approximate that all electrons are ana-
lyzed with respect to their kinetic energy in the Main Spectrometer at the plane that
is perpendicular to the beam axis and located at z = 0 m. In this plane, the magnetic
field is calculated with Kassiopeia on more than 7000 discrete points, constituting
a fine-grained magnetic field map. Each FPD pixel maps to a specific area on the
analyzing plane. The area is determined by field line tracking, which means that
pseudo-electrons with large surplus energy and pitch angle zero are started at the
FPD in upstream direction. These pseudo-electrons start at each FPD pixel corner
and in the center of each pixel. The area in the analyzing plane is then estimated
by the position of these pseudo-electrons at z = 0 m. The central magnetic field
value in the analyzing plane for a specific pixel is then determined by calculating the
median of the magnetic field map points within the projected area of this pixel. The
inhomogeneity is calculated via the spread of the points. The described procedure is
for example repeated for the electric retardation in the analyzing plane or the PCH
magnetic field. [BB20]
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4. Characterization of Pinch and
WGTS Magnetic Field

The WGTS magnet system as well as the Pinch magnet (PCH) are part of the
KATRIN beamline magnets. As discussed in section 3.1.2, their task goes beyond
the mere magnetic guidance of the β-decay electrons from the source to the FPD.
These two magnetic field strengths, together with the magnetic field strength of the
analyzing plane, define the MAC-E filter transmission properties. Consequently, we
need to determine the absolute strength of the two magnetic fields, and also their
spatial homogeneity, to prevent biased analysis results of the neutrino mass. The
requirements on the PCH magnetic field, a characterization via simulations, and
a method to determine the coil alignment in the experimental KATRIN setup are
discussed in section 4.1. Subsequently, the source magnetic field is investigated via
simulations and measurements inside the beamline in section 4.2.

4.1. Pinch Magnetic Field

The PCH magnetic field is the strongest magnetic field in the KATRIN beamline
and thus forms a magnetic mirror for the β-decay electrons. A β-decay electron
with pitch angle in the source larger than

θmax = arcsin
√√√√Bsrc

Bpch


is magnetically reflected in the PCH. Bsrc denotes the magnetic field in the source,
at the location of the tritium decay. By reflecting electrons with large pitch angles,
the PCH field has an impact on the Main Spectrometer energy resolution ∆E with

∆E = E · Bana

Bpch

where Bana is the magnetic field in the analyzing plane and E is the total kinetic
electron energy. [Kle+19] It is therefore crucial for an accurate description of the
Main Spectrometer transmission function, and thus for successful neutrino mass
analysis, to accurately and precisely characterize the PCH magnetic field.
The PCH was originally planned to be operated at 6 T magnetic field during neutrino
mass measurements [KAT05]. Due to the 70 % global magnetic field setting to reduce
the risk of quenching, its adapted value during neutrino mass measurements is 4.2 T.
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4.1.1. Pinch Magnetic Field in Neutrino Mass Analysis

We rely on magnetic field simulations of the PCH field strength as input for neutrino
mass analysis mainly due to two reasons.
Firstly, direct time-consuming magnetic field measurements inside the solenoid can
only be performed as long as it is operated in standalone mode, without being
integrated in the global KATRIN beamline. A direct PCH field measurement inside
the coil has only been performed once as part of commissioning measurements in
2015 (see reference [Sch15]).
Secondly, simulations allow one to numerically estimate the magnetic field with a
fine spatial resolution inside the beam tube which is not possible with measurements.
As discussed in section 3.3.9, it is necessary to describe which FPD pixel“sees”which
PCH field in neutrino mass analyses, to draw conclusions about the properties of
the incoming β-decay electrons at that specific pixel. The pixels’ PCH field is
calculated by a projection of the FPD into the PCH, upstream along the magnetic
flux tube that guides the decay electrons from source to FPD (see section 3.3.9). As
we suffer from small misalignments between the beamline components, for example
PCH and DET, the projection cannot be accessed via direct measurements, as the
location of a specific FPD pixel projection in the PCH is unknown without magnetic
field simulations. Furthermore, these direct measurements, which are only possible
in standalone mode, would have to be repeated every time the beamline setup is
modified (for example exchange of detector wafer).
We employ the zonal harmonic field solver as part of KEMField and Kassiopeia
for the calculation of the field inside the PCH, due to its fast calculation time and
robust results (see section 3.3.8). The simulation must meet certain requirements in
accuracy and precision to avoid a bias or large systematic uncertainties in neutrino
mass analysis.

An inaccurate estimation of the absolute PCH magnetic field strength causes a bias
on the determined neutrino mass. We investigate this resulting systematic uncer-
tainty on the neutrino mass as a function of the model uncertainty ∆Bpch of the
PCH magnetic field strength. The systematic uncertainty is calculated with the
pull-term method (see section 3.3.5). Therefore, a typical KATRIN Asimov dataset
is produced using the SSC software package. The dataset is based on the calculated
PCH magnetic field assuming perfect temporal stability, which is a valid approxi-
mation over one neutrino mass measurement campaign. The neutrino mass is set to
zero for the calculation of the Asimov dataset. Typical operational parameters are
chosen for the nuisance parameters necessary for spectrum calculation, for example
the magnetic field in the analyzing plane. Instead of the nominal four-parameter fit
with neutrino mass m2

ν, spectrum endpoint E0, normalization As, and background
Rbg, the PCH field Bpch is added as fifth fit parameter constrained by a penalty
term. The penalty term in the likelihood is Gaussian-shaped with mean Bpch and
width ∆Bpch, chosen according to the investigated uncertainty. The systematic un-
certainty on the squared neutrino mass ∆m2

ν,sys caused by the uncertainty of the
PCH magnetic field is calculated using the total uncertainty on the neutrino mass
∆m2

ν,tot and the statistical uncertainty ∆m2
ν,stat. ∆m2

ν,stat is determined by calculat-
ing the uncertainty on m2

ν in the four parameter fit of m2
ν, E0, As, and Rbg to the

Asimov dataset. The total uncertainty ∆m2
ν,tot is given by the uncertainty on m2

ν

in the five parameter fit with Bpch as fit parameter, only constrained by the penalty
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Figure 4.1.: Impact of the PCH magnetic field uncertainty ∆Bpch on the system-
atic neutrino mass uncertainty ∆m2

ν,sys. The systematic neutrino mass
uncertainty increases proportionally to the PCH field uncertainty. The
maximally allowed uncertainty on the PCH field is 7.5 mT in order to
fulfill the KATRIN requirement on a single systematic uncertainty con-
tribution of ∆m2

ν,sys ≤ 7.5× 10−3 eV2.

term. The pure systematic contribution due to the source magnetic field uncertainty
is then approximated by

∆m2
ν,sys =

√(
∆m2

ν,tot

)2
−
(
∆m2

ν,stat

)2
,

according to Gaussian uncertainty propagation.
The results of the sensitivity study for PCH field uncertainties ∆Bpch ∈ [0, 10] mT
are presented in figure 4.1. The systematic neutrino mass uncertainty is propor-
tional with the PCH field uncertainty in the investigated range. The maximally
allowed contribution of a single systematic effect is ∆m2

ν,sys ≤ 7.5× 10−3 eV2. This
translates with the performed sensitivity study to the maximally allowed uncertainty
∆Bpch = 7.4 mT on the PCH field, which must be undercut to meet the KATRIN
requirements.

The uncertainty estimation on the absolute simulated PCH field, used in neutrino
mass measurements, is two-fold. The first part of the uncertainty estimation is given
by the comparison of simulation and direct magnetic field measurement inside the
PCH. The second part comprises uncertainties stemming from a possible inaccurate
projection of the FPD into the PCH due to non-considered misalignment in the ge-
ometry model.
The direct magnetic field measurement used as comparison to the simulation was
performed in 2015. The PCH was not yet part of the beamline at that time, allow-
ing detailed magnetic field measurements in its warm bore. C. Schönfeld performed
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Figure 4.2.: The simulated PCH magnetic fieldBpch for each FPD pixel. The PCH
field is minimal for the central FPD pixels at 4.235 T and increases by
0.4 % towards the outer-most rings. The small azimuthal asymmetry
is caused by misalignment between the FPD and the PCH. Simulation
data extracted from period summary, produced by J. Behrens.

the measurement with a mean PCH field of 6 T, as this was the planned nominal
field. The field in the center of the solenoid, measured with an NMR precision tes-
lameter, amounted to (6.0099± 0.00003) T. [Sch15] Using the PCH field model as
implemented in Kassiopeia, we calculate the magnetic field to (6.011± 0.004) T for
the PCH current setting used during the measurement. The simulation uncertainty
stems from the experimental error on the positioning of the NMR probe within the
PCH during the measurement, that we conservatively estimate to ±1 cm. The uncer-
tainty on the simulated magnetic field in this first part of the uncertainty estimation
is given by the deviation between measurement and simulation, and the uncertainty
on the measurement as well as on the simulation. All contributions are added in
quadrature, leading to a relative uncertainty of 0.06 %.
The PCH field features radial magnetic field variations in the beamline due to the
solenoid’s geometrical design. The outer-most pixels have 0.4 % larger field strength
compared to the bulls-eye pixels in the projection of the FPD into the center of
the PCH (see figure 4.2). Misalignment between FPD wafer and PCH, for example
coil tilts, which are not correctly taken into account in the simulation, can shift the
calculated position of the FPD projection in the PCH compared to the true position.
This leads to inaccurate magnetic field estimations for the individual FPD pixels.
Simulations in combination with dedicated measurements indicate that the projec-
tion of the FPD in the PCH could vary in the millimeter range due to misalignment
(see also section 4.1.2), resulting in a maximum uncertainty on the pixel-wise calcu-
lated PCH magnetic field of 0.08 %.
The uncertainty on the PCH field simulation is given via error propagation by the
squared sum of both contributions, leading to a total relative uncertainty on the PCH
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magnetic field of 0.1 %. This translates to a systematic uncertainty contribution on
the neutrino mass of ∆m2

ν,sys = 3× 10−3 eV2, meeting the KATRIN requirements of
a maximal single systematic contribution of less than 7.5× 10−3 eV2.

Misalignment of the PCH relative to the FPD and the DET does not only affect the
calculated PCH field, but also the simulated projection of the FPD into the Main
Spectrometer. If the misalignment is not correctly included in the Kassiopeia model,
the consequences are inaccurate magnetic field and electric potential calculations for
the analyzing plane. To improve the understanding of the spatial evolution of the
FPD projection into the analyzing plane, it is necessary as first step to investigate
the alignment of the PCH and DET compared to one another.

4.1.2. Alignment Measurements with Hall Probe

The alignment parameters that are important for magnetic field calculations of an
individual beamline solenoid are divided into two categories. The first category
describes the alignment of the cryostat with five parameters. Three of the five pa-
rameters are the position in the KATRIN analysis coordinate system, in which the
center of the Main Spectrometer is the reference. Two parameters are Euler angles,
indicating the tilt of the cryostat relative to the coordinate system axes. The second
category expresses the orientation of the coil that generates the magnetic field within
the cryostat system. Three parameters describe the shift of the coil in the cryostat,
and two angles take tilts of the coil in the cryostat into account.
The alignment of the cryostat with respect to the global KATRIN coordinate system
is determined with dedicated FaroARM® measurements. These measurements are
performed on a regular basis after maintenance breaks to measure any changes in
the geometrical hardware setup.
The alignment of the coil in the cryostat in operational mode cannot trivially be
measured due to the closed system. A possibility to estimate these alignment param-
eters is the comparison of simulations with magnetic field measurements at various,
well-known positions around the cryostat. Initial efforts with this type of alignment
measurement have already been performed with the PCH magnet (see reference
[Mül14; Sch15]). In the thesis at hand, a refined method based on these approaches
is developed in cooperation with Marco Deffert. The refined method is presented in
the following.

Measurement Procedure and Analysis

A custom-built holding structure allows a Hall probe to be mounted in multiple po-
sitions outside the solenoid cryostat being investigated. The measurement positions
are located at the lateral surface of the cryostat near the two end caps, as visualized
in figure 4.3. The measurement positions cover the azimuth angle range in steps of
10◦, leading to 36 measurement positions per side.
The coordinates of the measurement positions, as well as of the cryostats in the
global KATRIN coordinate system, are determined with FaroARM® measurements
with an accuracy of better than 0.5 mm [Mül21]. Due to the beamline setup around
the PCH and DET, it is not possible to reach every measurement position with the
FaroARM®, therefore not all positions can be used for the analysis.
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72 4. Characterization of Pinch and WGTS Magnetic Field

Figure 4.3.: CAD drawing of the Hall probe holding structure for the PCH and
DET alignment measurements. The Hall probe holding structure
(silver-colored) on the downstream side of the DET cryostat (blue) is
shown in the left drawing. In the described measurement, the holding
structure is installed at both ends of the cryostat. The Hall probe (black)
position in the holding structure for a magnetic field measurement is vi-
sualized in the right drawing. Drawings provided by K. Müller.

We measured the stray field of the beamline magnets with two THM1176 three-
axis Hall magnetometers [Met20] in December 2020. The Hall magnetometers were
chosen for their ease of use in combination with laptop computers, which allow mag-
netic field measurements without long preparation time and without the need for
additional external data acquisition systems. The magnetic field measurement with
three axes simplifies the analysis considerably, since the total magnetic field can be
obtained in the data analysis, regardless of the orientation that changes with the
measurement positions.

The analysis is based on the comparison of Kassiopeia magnetic field calculations at
the measurement positions with the measured field. The five parameters of interest
in an individual measurement, describing the coil alignment and tilts within the
cryostat, are obtained from a χ2 minimization. We do not have to take into account
the cryostat orientation in the analysis, as the measurement positions as determined
by the FaroARM® are defined in the local cryostat system.
Reliable parameter inference requires accurate uncertainty estimation of the mea-
sured data and model prediction. The dominating uncertainty on an individual field
measurement is given by the Hall probe uncertainty on a single measurement. Both
Hall probes were calibrated with an NMR teslameter before the measurement, lead-
ing to a relative uncertainty of 0.3 % on the absolute measured field for the magnetic
field strength of interest. Furthermore, it must be taken into account that the un-
certainty is correlated with other measurements made with the same probe. We
therefore decide to take this uncertainty into account via the pull-term method. A
calibration factor for each sensor is introduced and applied to the measured data
taken with the respective probe. The calibration factors are fit parameters in the
χ2 minimization, however they are constrained by a Gaussian-shaped penalty term
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with a mean of 1 and a width of 0.3 %. Another source of measurement uncertainty
stems from the reproducibility of the Hall sensor, taking into account time-dependent
drifts of the measurement due to, for example, temperature fluctuations of the sen-
sor. We estimate the magnitude of this effect by making several field measurements
at constant position at different times, leading to a relative uncertainty of 0.2 %.
The third uncertainty, that is taken into account in the analysis, is given by the
measurement position reconstruction. Each measurement position is determined by
the FaroARM® with 0.5 mm accuracy. This causes an uncertainty on the magnetic
field simulation as the exact position that should be used for the comparison be-
tween simulation and measurement is not known. Calculations carried out at the
determined measurement positions with a tolerance of ±0.5 mm yield a relative un-
certainty of 0.16 % on the field simulation for the comparison.
We perform the χ2 minimization, and obtain the parameters and their uncertainty
estimation, with a minimization algorithm using the Trust Region Reflective method
as implemented in the LMFIT package [New+14].

We start with the analysis of the PCH measurement. All beamline magnets, except
for the PCH, were switched off during the measurement. The PCH was operated at
its nominal magnetic field of 4.2 T. Out of the 72 possible measurement positions,
50 can be used for the analysis. The minimization term S contains in total seven fit
parameters

S(δx, δy, δz, α, β, A1, A2) =
∑
i

(A1 ·Di −Mi(δx, δy, δz, α, β))2

σ2
i

+
∑
j

(
A2 ·Dj −Mj(δx, δy, δz, α, β)

)2

σ2
i

+ (A1 − 1)2

0.0032 + (A2 − 1)2

0.0032

where Di denotes the data that is measured with Hall probe number one, while Dj is
the data taken with Hall probe two. The models Mi and Mj describing the measured
data depend on the alignment parameters of the coil within the cryostat, namely
the position shifts δx, δy, and δz, as well as the horizontal and vertical tilts α and
β. The σ term is the estimated uncertainty on the individual measurement, given
by the uncertainty on the position reconstruction and the reproducibility of the Hall
probe. The 0.3 % calibration uncertainty on both Hall probes is included via the
pull-term method by introducing the amplitudes A1 and A2 as nuisance parameters
in the minimization, which are constrained by the pull-terms. The minimization of
S yields a normalized χ2 ≈ 0.85, indicating that the model describes the data well
within its uncertainties.
The measured data and the best-fit model calculations versus the azimuth angle
are shown in figure 4.4. The total magnetic field measured on the upstream side is
significantly larger compared to the downstream side. This indicates that the coil
inside the cryostat is shifted towards the upstream side. The data in each graph has
a sinusoidal structure over the azimuth angle, which is a typical sign of radial coil
shifts or tilts. The best-fit parameters for the alignment of the PCH, found in the
χ2 minimization, are printed in the middle column of table 4.1. The assumption of
a downwards shifted coil inside the cryostat is confirmed by the best-fit parameter
with δz = (−4.1± 0.2) mm. The best-fit estimators also indicate significant radial
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Figure 4.4.: PCH coil alignment measurements relative to the PCH cryostat with
stray field measurements. The plots in the left column refer to the
measurement performed at the upstream end of the PCH cryostat, and
the right side to the downstream end. The comparison of the measured
magnetic field and best-fit model versus the measurement position, given
by the azimuth angle φ, is shown in the upper panels. The best-fit
model is obtained by a χ2 minimization with respect to the alignment
parameters. The residuals between measurement and best-fit model in
units of the uncertainty are presented in the graphs in the lower panels.

shifts (see PCH δx and δy in table 4.1) and tilts (PCH α, β) of the coil relative to
the cryostat.
The comparison of the best-fit model with the measurement, shown by the residuals
in figure 4.4, indicates a possible analysis problem. The residuals are not randomly
distributed but have a structure, especially the residuals on the downstream side
(right graph in figure 4.4). Possible reasons for this residual structure are unac-
counted magnetic field contributions or unknown drifts in the Hall probe. In the
data pre-processing for the analysis described above, a correction for magnetic back-
ground fields at the PCH is included. Consequently, unaccounted magnetic field
contributions can be excluded as the cause of the residual structure. Drifts in the
measured magnetic field can be caused for example by temperature drifts in the Hall
probe. If these drifts are not corrected for, they can lead to structures in the resid-
uals and also to biases of the best-fit parameters. Therefore, the results obtained in
the analysis have to be taken cautiously. To avoid this problem in future measure-
ments, we recommend to measure the magnetic stray field twice, once clockwise and
once counterclockwise, to effectively cancel out time-dependent drifts with a linear
shape.

We perform the same measurement and analysis with the DET magnet. All beamline
magnets were switched off in the measurement, except for the DET which operated
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Table 4.1.: Best-fit parameters and uncertainties of the PCH and DET coil align-
ment inside their respective cryostats. The spatial shift parameters of
the coil relative to the cryostats are labeled as δx, δy, and δz. The angle
α is the horizontal coil tilt relative to the cryostat, β is the vertical tilt.
The measurement results when only one solenoid is in operational mode
are presented in the column “Individual measurement”. The combined
analysis result with both magnets at nominal magnetic field are shown
in the column “Combined measurement”.

Parameter Individual measurement Combined measurement

PCH δx (mm) −0.69± 0.07 −0.72± 0.07
PCH δy (mm) −0.8± 0.1 −0.9± 0.1
PCH δz (mm) −4.1± 0.2 −4.9± 0.2
PCH α (deg) 0.11± 0.02 0.19± 0.02
PCH β (deg) −0.01± 0.03 0.02± 0.03
DET δx (mm) −0.22± 0.1 0.11± 0.07
DET δy (mm) −1.25± 0.1 −1.36± 0.09
DET δz (mm) −0.58± 0.2 −2.8± 0.1
DET α (deg) −0.39± 0.02 −0.26± 0.02
DET β (deg) 0.01± 0.03 0.01± 0.02

at nominal field. The analysis has 55 degrees of freedom with a normalized χ2 ≈ 1.4.
The best-fit parameters are also shown in table 4.1. Similar to the PCH analysis,
the best-fit residuals of the DET measurement also have some structure.

The PCH is less than 1 m away from the DET and both feature strong magnetic fields
in nominal operation mode. It is therefore possible that the coil alignment within
the cryostat changes due to the magnetic force between both magnets. We therefore
repeated the above-described measurement procedure with both solenoids switched
on. We measure on all possible positions at both cryostats. The analysis procedure
is similar to described above, however, the number of free alignment parameters
increases in the minimization.
The best-fit model has a normalized χ2 ≈ 0.75. The structure in the residuals is
not as pronounced as in the individual measurement analyses, however, it is still
present. Therefore these results should also be taken with caution. The derived
best-fit parameters are shown in the right column of table 4.1. The coil shifts in
radial direction within the cryostat do not change significantly. This is expected,
as the magnetic force mostly acts in axial direction. The distance between the two
coils decreases in the global coordinate system as expected, however, we would expect
PCH δz to increase instead of decrease. The tilts of the coils are significantly changed
in the combined analysis compared to the individual measurements. Although the
alignment parameters change between the individual and the combined analysis, the
change of alignment parameters is not fully in agreement with the expectation of an
axially attracting force.
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Figure 4.5.: Change in PCH field simulation when including the obtained coil align-
ment data in the beamline geometry. Bpch,old is the calculated mag-
netic field without assumptions on the coil alignment inside the cryostat,
Bpch,new includes the newly-obtained alignment values. The magnetic
field in the PCH for an individual FPD pixel changes due to the mod-
ified alignment by up to 0.08 % for pixels in the outer-most ring. The
pixels in white are excluded from the analysis due to collisions of the
beamline with the flux tube. Simulation taken from period summaries,
provided by J. Behrens.

Impact of Updated Alignment on Calculated PCH Magnetic Field

We now use the results of the PCH and DET alignment study to re-calculate the
PCH field for the individual FPD pixels. The simulated position of the FPD projec-
tion in the PCH changes by 0.5 mm in radial direction with the above-derived coil
shifts and tilts relative to the simulated position neglecting the tilts and shifts. The
position change also leads to a change in the pixel-wise calculated PCH magnetic
field, as shown in figure 4.5. The field change due to the updated coil alignment is
at maximum 0.08 %. The white pixels in figure 4.5 are neglected due to collisions
of the flux tube with the inner electrode system of the Main Spectrometer in the
simulation with the obtained coil parameters. SDS-only characterization measure-
ments show that flux tube collisions with the Main Spectrometer vessel hull do not
occur in reality for the simulated setting [Frä21]. There are in principle two possible
reasons for the false collisions in the simulation. Either the above derived coil tilts
are not correct, or the position of the FPD wafer is not correctly included in the
simulation.
The above-derived position and tilts of the coils inside the cryostats can be biased by
time-dependent effect of the Hall probe, as discussed above. We therefore cross-check
the alignment results by comparing the non-alignment corrected simulation and the
corrected simulation with additional PCH and DET stray field measurements. Dur-
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ing the measurement, both solenoids have their nominal fields, all other magnets are
switched off. Nine low-field three-axis fluxgate magnetometers, mounted at the Main
Spectrometer vessel with well-known location, measure the magnetic stray field with
0.5 % relative accuracy [SEN20] (more details given in section 5.2.1). The distance
between the solenoids and the magnetometers is more than 7 m. We correct the mea-
sured stray field for constant magnetic background fields in the Main Spectrometer
hall, for example the earth magnetic field, by subtracting the data of a background
measurement with all magnets switched off. This processed data is then compared
to the Kassiopeia simulation. The simulation with the above-found coil alignment
slightly improves the accordance of measurement and simulation compared to the
simulation without the new coil alignment. The PCH and DET magnetic fields
at the location of the low-field magnetometers amounts to approximately 185µT.
The deviation between simulation and measurement with the old PCH and DET
alignment is between 0.3µT and 1.3µT, depending on the magnetometer. With the
newly-found alignment, the comparison yields 0.1µT to 0.9µT. However, it has to
be noted that the uncertainty on the magnetic field measurement is on the order of
0.9µT. Nevertheless, the small improvement in the comparison indicates that the
new coil parameters are reasonable.
Another possible reason for the false collisions in the simulation can be an inaccurate
position of the FPD in the Kassiopeia geometry model. The position of the FPD
wafer in the geometry model is the basis for calculating the period summary, as the
pseudo-electrons start in upstream direction at the pixel boundaries to derive the
magnetic field at the position of interest, in that case in the Main Spectrometer (see
section 3.3.9). A shift of the FPD wafer in radial direction directly propagates to
a radial shift of the FPD projection in the Main Spectrometer. Consequently, the
false collisions of the flux tube with the inner electrode system can be explained by
a radial shift of the FPD between geometry model and reality. In the visualization
of figure 4.5, this radial FPD shift must be aligned to the lower right side to avoid
the collisions on the upper left side. The challenge in the determination of the FPD
wafer position is that it is located inside a vacuum chamber and can thus not be
directly accessed with FaroARM® measurements. The position of the FPD wafer in
reference to the chamber can be measured in an indirect measurement, as shown by
M. Deffert in reference [Def17]. For this purpose, a radioactive source is installed at
five different positions in front of the wafer and the alignment of the wafer relative
to the chamber is then estimated via geometrical methods [Def17]. However, this
method is only feasible in standalone mode. The system has to be moved afterwards
to be integrated in the global beamline. As soon as the detector system is connected
to the beamline, there is no reliable method to test the final alignment. Addition-
ally, the post-acceleration electrode surrounding the wafer has to be cooled down for
operational mode. The cooling is inhomogeneous, leading to a deformation of the
electrode that could cause a further shift of the wafer position [Def17].

In summary, including the derived alignment parameters in the simulation leads to
a shifted position of the FPD projection in the PCH. Furthermore, collisions of the
flux tube with the Main Spectrometer vessel appear in the simulation, which are not
observed in measurements. The reason for the unrealistic flux tube collision cannot
clearly be identified. The comparison of magnetic stray field measurements at the
Main Spectrometer vessel with the updated alignment simulations shows a slightly
better agreement of measurement and simulation. The newly-obtained alignment

77



78 4. Characterization of Pinch and WGTS Magnetic Field

parameters are thus unlikely to be the reason for the false collision. We cannot
exclude the FPD alignment as cause of the unrealistic collision in the simulation,
since we cannot make any statement about the final FPD alignment in the beamline
due to a lack of methods to estimate it. It is therefore possible that a small unknown
FPD wafer misalignment causes the unrealistic collision in the simulation. As we
cannot draw any conclusions here, we stick to simulations with the non-corrected coil
alignment for further magnetic field studies in the following chapters. Nevertheless,
further investigations are necessary to find a solution for the FPD alignment, as small
misalignment in the detector system results in an unrecognized shift on the FPD
projection in the analyzing plane of the Main Spectrometer of up to 0.5 m. Further
discussion on the FPD alignment takes place in section 5.5.1 by using results from
dedicated e-gun measurements.

4.2. Source Magnetic Field

The source magnetic field Bsrc guides the β-decay electrons from their origin to the
front and rear end of the WGTS. The magnetic flux tube, that guides the electrons
through the KATRIN setup from the source towards the FPD, is given by

Φ =
∫
~B · d ~A.

Since gas dynamics considerations of the tritium gas in the WGTS prefer a small
cross section of the beam tube, a strong source magnetic field is required for optimal
electron transport [Hei18].

The source magnetic field strength, together with the PCH field strength, defines
the fraction of β-decay electrons reflected by the magnetic mirror in the PCH as
the strongest magnetic field in the KATRIN beamline. A stronger source magnetic
field results in less reflected β-decay electrons by the PCH and thus more electrons
at the FPD which can contribute to neutrino mass measurements. Considering the
probability for inelastic scattering of tritium gas by electron impact in the WGTS
(see section 7.1.3) and increasing systematic uncertainties due to the scattering leads
to the KATRIN operational parameters of Bsrc/Bmax ≈ 0.6. [KAT05]
Additionally, the intensity of the source magnetic field at the location of the β de-
cay defines, together with the electron’s pitch angle, its pitch angle in every other
location of the KATRIN beamline. Accurate knowledge of the source magnetic field
is therefore crucial for transmission function calculations in the Main Spectrometer
and also for the estimation of the energy loss due to synchrotron radiation [Gro15].
The central WGTS beam tube contains 99 % of the molecular tritium gas in the
KATRIN beamline [Kuc+18], thus also the majority of β-decay electrons is gener-
ated there. Therefore, the strength of the source magnetic field in the central WGTS
beam tube is of particular interest.

4.2.1. Source Magnetic Field in Neutrino Mass Analysis

Having presented the most relevant physical processes for KATRIN that depend on
the source magnetic field, it is important to quantify the impact of uncertainties in
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Figure 4.6.: Impact of source magnetic field uncertainty ∆Bsrc on the system-
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ν,sys. The source magnetic field
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KATRIN systematic uncertainty requirement on a single contribution
of ∆m2

ν,sys ≤ 7.5× 10−3 eV2.

the description of the source magnetic field in neutrino mass measurements. Neu-
trino mass measurements are conducted with a source magnetic field of 2.5 T in the
global 70 % scaling of the magnetic fields. The sensitivity studies performed in the
following are thus carried out with the same setting.
We investigate the impact of uncertainties ∆Bsrc on the absolute source magnetic
field strength on the systematic neutrino mass uncertainty with the pull-term method,
similar to the study in section 4.1.1. We add the mean source magnetic field as addi-
tional free fit parameter to the nominal four-parameter neutrino mass analysis. The
width of the applied penalty term in the likelihood, representing the source mag-
netic field uncertainty, is varied in the range of ∆Bsrc ∈ [0, 50] mT. The resulting
estimated systematic uncertainties on the neutrino mass due to uncertainties on the
source magnetic field are shown in figure 4.6.
The main result of this study is that the uncertainty on the source magnetic field
strength should be smaller than 12 mT in order to not exceed the allowed single
systematic contribution of 7.5× 10−3 eV2. Another remarkable result of this study
is an interesting non-linearity of the relationship. We would expect a linear model
describing the relation between source magnetic field and neutrino mass uncertainty,
provided the fit does not learn about the source magnetic field from the data (see
for example figure 4.1). Nevertheless, we see a deviation from this expectation for
magnetic field uncertainties larger than 20 mT, indicating that the fit can extract
information about the source magnetic field from the measured spectrum.

The challenging goal of less than 0.5 % relative uncertainty on the source magnetic
field needs a comprehensive characterization and understanding of all components
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Figure 4.7.: Schematic layout of the WGTS magnet system, produced with
Kassiopeia. The solenoid modules M5 and M4 surround the rear end
of the WGTS, the DPS-1R, while the magnets M7 and M6 surround
the downstream end, the DPS-1F. The central WGTS beamtube is em-
bedded in the M1, M2, and M3 module. To reduce the stored energy,
the WGTS magnet system is divided in three electrical circuits (WGTS-
R/C/F) instead of one circuit.

involved. We therefore start in the following with a brief overview of the hardware
setup of the WGTS magnets. Subsequently, simulation and measurement methods
are presented to precisely and accurately determine the source magnetic field.

4.2.2. WGTS Magnet System

The source magnetic field itself has to fulfill two main requirements. Firstly, it has
to be as homogeneous as possible in the central, 10 m-long WGTS beam tube to
provide the same starting environment for each electron. Additionally, the effective
path length of the electrons defining the scattering probabilities with tritium gas, as
well as the synchrotron losses, depend on the source magnetic field. A homogeneous
magnetic field simplifies the modeling of these effects for calculation of the expected
measured spectrum at the FPD. Secondly, the magnetic field has to have good
time stability to ensure constant measurement conditions within one neutrino mass
measurement campaign. The maximally allowed field drift is 0.03 % per month
[Are+18b; Ake+21d].

The requirements are addressed by a complex hardware setup consisting of seven
super-conducting solenoids located in the 16 m-long WGTS cryostat (see figure 4.7).
The solenoids with warm bores are placed in a straight line, surrounding the five
WGTS beam tube sections interconnected with four pump ports. Each module has
two compensation coils at both ends, in addition to the main coil, to optimize the
magnetic field homogeneity by reducing stray fields. Three 3.3 m-long solenoids (M1,
M2, and M3) surround the central 10 m-long beam tube section that hosts over 99 %
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of the tritium gas. Consequently, these central solenoids are the main components
that define the source magnetic field. Two 1 m-long solenoids are installed at the
rear (M5, M4) and front end (M7, M6) of the WGTS, surrounding the beam tube
sections between the DPS-1R/F pump ports. In addition, two dipole coil pairs are
installed at the rear end module M5 and two further at the front end module M6.
These dipole coils allow steering of the electron’s guiding magnetic field in radial
and azimuthal direction for calibration and systematic measurements (for example
e-gun measurements as described in section 5.3.3). [Are+18b; Ake+21d]
During operation, the super-conducting coils of the WGTS are cooled in a liquid
helium bath at 4.5 K. The solenoid modules are grouped in three electrical circuits,
each with its own power supply unit, to reduce the magnetic stored energy in each
circuit. The rear solenoids M4 and M5, together with the central M1 solenoid,
form the electrical circuit WGTS-R. The two remaining central coils M2 and M3
are grouped in the circuit WGTS-C, while the front end solenoids are connected
to the WGTS-F circuit. The magnets are operated in driven mode, the current
stability is monitored via a closed-loop flux gate sensor in the WGTS-R and WGTS-
C circuit and a precision resistor in WGTS-F. [Ake+21d] The current read-backs
show excellent time stability over multiple neutrino mass measurement campaigns,
surpassing the KATRIN requirement on the magnetic field stability by more than
one order of magnitude.

4.2.3. Simulation and Stray Field Measurements of the Source
Magnetic Field

We need to know the source magnetic field at all positions in the WGTS beam
tube because electrons starting at all locations in the beam tube contribute to the
measured β-decay spectrum. Direct field measurements with a magnetic field sensor
inside the beam tube are not possible, as the WGTS is a closed system that is
difficult to access with objects that have dimensions of the typical magnetic field
sensor [Hei18]. Furthermore, the accurate positioning of the sensor inside the beam
tube is necessary for the development of a detailed magnetic field model. This is not
possible in this challenging tritium-contaminated experimental environment.
Only simulations can describe the source magnetic field at all positions inside the
WGTS. Therefore, the simulated source magnetic field is used in neutrino mass
analyses. However, we need to measure the source magnetic field to verify the
WGTS field calculation and to quantify the accuracy of the simulation, leading to
the estimated uncertainty on the source magnetic field for neutrino mass analyses.
In the following, we first discuss the main properties of the WGTS magnetic field
calculation, as it is the input for further analyses. Afterwards, we present an indirect
measurement approach by F. Heizmann [Hei18] and W. Gil [Gil20b] to verify the
field calculations.

WGTS Magnetic Field Calculation

The best knowledge on the alignment and orientation of the individual WGTS mag-
nets, stemming from alignment measurements, is taken into account in the calcula-
tion of the source magnetic field. Additionally, a cooling factor is included in the
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Figure 4.8.: Simulated source magnetic field in axial direction. The blue shaded
area represents the axial position of the central WGTS beam tube. The
simulated magnetic field along the beam axis in the radial center of
the WGTS beam tube is shown in the upper graph. The magnetic
field features a great longitudinal homogeneity in the central part, that
is important for isotropic starting conditions for all β-decay electrons.
The radial inhomogeneity is visualized in the lower plot by calculating
the ratio of the simulated field in the radial center Bsrc,i and at large
radius in the WGTS beam tube Bsrc,o. The isotropic magnetic field
starting conditions for the decay electrons are also met by a good radial
homogeneity in the central WGTS beam tube.

calculation [Hei18]. This factor corrects for shrinking of the solenoids due to the
cool-down to 4.5 K, compared to room temperature at which the alignment mea-
surement is performed. We exploit the axial symmetry of the solenoids by using the
zonal harmonics field solver in Kassiopeia for the field calculation.

The simulated source magnetic field with nominal operational parameters is shown in
the upper graph of figure 4.8. The magnetic field at the longitudinal and radial center
of the WGTS (z = −38.8 m, r = 0 m) in the solenoid module M2 is Bsrc = 2.519 T.
It slightly increases towards the two neighboring central modules to 2.522 T. The
compensation coils at the end of each module suppress the unavoidable drop in
magnetic field between the central modules to less than 0.06 T. The magnetic field
decreases before and after the central beam tube due to the necessary gap in the
line of magnetic modules for the first DPS-1R/F pump ports. Similarly, a second
drop is caused by the second pump port in the DPS-1. The field strength between
the two pump ports in the DPS-1R amounts to 2.5 T and to 3.9 T in the DPS-1F.
The radial magnetic field inhomogeneity is shown in the lower graph of figure 4.8 by
the ratio of calculated field at zero radius over the field near the beam tube walls
with radius of 4.1 cm. The field has excellent radial homogeneity on the 10−3 to the
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10−9-level in most parts of the central WGTS beam tube. The radial homogeneity
is given by the geometry design of the solenoids. As an indicator, we can compare
the length-to-radius ratio of the magnets. The M4 magnet has a length-to-radius
ratio of 6.8 and provides a homogeneity on the 10−4 level. The M2 magnet has a
length-to-radius ratio of 26.3 and has a radial homogeneity of 10−7 at the center.

In summary, the simulation of the source magnetic field shows that the technical im-
plementation of the WGTS magnet system enables strong magnetic fields with good
homogeneity along the beam axis in the central WGTS beam tube. Additionally,
the radial homogeneity in this part of the WGTS is better than 10−3. As a next
step, it is necessary to verify the magnetic field simulations and to quantify their
accuracy.

Measurement of the Magnetic Stray Field

Due to the lack of measurement possibilities with a magnetic field sensor inside
the WGTS beam tube, stray field measurements outside the WGTS cryostat are
a promising approach to verify and quantify the accuracy of the magnetic field
calculations. F. Heizmann therefore developed and built a magnetic field sensor
system to measure the WGTS stray fields with the goal to achieve an accuracy of
better than 0.5 % when comparing measurement and simulation [Hei18].

The following section summarizes the efforts by F. Heizmann to develop this mag-
netic field sensor system. For details on the experimental setup see reference [Hei18].
The developed sensor system consists of two slides on rails, each one housing a mag-
netic field sensor. The rails are installed at the west side of the WGTS cryostat, the
slides move parallel to the WGTS beam tube in the longitudinal direction. The rails
are arranged such that one slide covers the stray field region of the M6, M7, and M3
magnets, and the other the region parallel to the M1 and M2 solenoids. The goal of
0.5 % accuracy leads to stringent requirements on the measurement position as well
as on the absolute measured magnetic field. [Hei18]
A three axis Hall probe [SEN21], mounted together with its data acquisition system
on the slide, measures the magnetic field. The estimated accuracy on the measured
magnetic field is 0.2 mT with a resolution of 0.02 mT and thus meets the requirements
for the 0.5 % accuracy goal in comparison of measurement and simulation. Addi-
tionally, the location of the sensitive volume in the Hall probe is well known. This
property is necessary to accurately determine the measurement position. [Hei18]
The necessary precision on the measurement position needs to be on the sub-
millimeter level so as to not endanger the 0.5 % accuracy goal. This results in
two further requirements, namely the absolute positioning of the sensor system with
respect to the WGTS, and the position monitoring of the slide within the system.
The longitudinal position of the slide on the rail is the only degree of freedom within
the sensor system. Consequently, a rope sensor monitors with 0.1 mm uncertainty
the movement of the slide fulfilling the requirement on the position monitoring of the
slide within the system. The uncertainty on the absolute position of the rail system
relative to the WGTS is on the order of 2 cm and thus exceeds the allowed uncer-
tainty budget. Although dedicated alignment measurements with a laser tracker
performed later-on reduced the uncertainty on the absolute rail position [Gil20b],
the necessary precision on the sub-millimeter level for the individual measurement
position was not achieved. [Hei18]
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W. Gil used the sensor system to perform the comparison of measured stray field of
the WGTS magnetic field with simulations during the second neutrino mass mea-
surement campaign. The simulated magnetic field, used for the comparison to mea-
sured data, was based on calculations with the RADIA application [ECC97; CEC98],
which takes into account the impact of the magnetic shielding material located on
the turbo-molecular pumps. W. Gil found that the measured magnetic field is 1.7 %
higher on average compared to the simulation expectation [Gil20b].
The described measurement procedure is vulnerable to two main aspects. Firstly, a
possible inaccuracy in the measurement position reconstruction with respect to the
WGTS can introduce an artificial offset between measured and expected magnetic
field that the observer would interpret as inaccuracy of the simulation. Secondly,
background magnetic fields can disturb the stray field measurement but do not sig-
nificantly affect the magnetic field inside the WGTS. An example for background
fields is the remnant magnetic field caused by magnetized material close to the
WGTS cryostat.
Nevertheless, we can use the 1.7 % difference between measured and expected mag-
netic field as first estimate of the uncertainty on the source field simulation. The
1.7 % relative error on the field translates to 43 mT absolute magnetic field un-
certainty in the WGTS beam tube. Based on the study performed in section
4.2.1, this simulation uncertainty yields a systematic neutrino mass uncertainty of
∆m2

ν,sys = 2.4× 10−2 eV2, exceeding the overall KATRIN systematic uncertainty
budget. Consequently, an alternative, more robust approach is necessary to test the
source magnetic field calculations with higher precision and accuracy.

4.2.4. Magnetic Field Determination Inside WGTS Beam Tube

In the present thesis, we develop a novel measurement technique to determine the
magnetic field strength inside the WGTS beam tube by using electrons as probes.
Thereby we exploit the transmission condition of electrons to the detector, and in
particular the magnetic mirror effect. The measurement principle is inspired by
an idea described by F. Heizmann in reference [Hei18]. The novel measurement
principle leads to direct conclusions on the source magnetic field inside the beam
tube as experienced by the electrons, and is therefore a good test for the magnetic
field calculations. The measurement principle, shown below by example of the source
magnetic field, can be transferred to the determination of further solenoids’ magnetic
fields with strengths on the order of few Tesla in the KATRIN beamline.

Measurement Principle

We begin by discussing the magnetic mirror effect as a fundamental element of the
measurement principle. The WGTS is evacuated for the following considerations. As
introduced in section 3.1.2, an electron starting in a magnetic field B0 is magnetically
reflected by a stronger magnetic field Bs if their pitch angle θ in the starting magnetic
field is larger than the angle θmax, which is calculated to

θmax = arcsin
(√

B0

Bs

)
,
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Table 4.2.: Measurement configuration for the magnetic field setup of the
KATRIN beamline solenoids for the source field determination. All
solenoids are at non-nominal field at the beginning of the measurement,
except for the WGTS-M2M3 which define large parts of the central
WGTS beam tube field. The solenoid with the maximum magnetic field
contains the magnetic mirror. The magnetic mirror for the activity elec-
trons from the rear wall is in this special setup in the WGTS-M2M3.

Solenoid Nominal field (T) Measurement setup (T)

Rear section 4.0 3.0

WGTS-M5M4M1 2.5 2.0

WGTS-M2M3 2.5 2.5

WGTS-M6M7 3.9 2.0

DPS 4.0 2.0

CPS 4.0 2.0

PS1 3.1 2.0

PS2 3.1 2.0

PCH 4.2 2.3

DET 2.5 2.0

assuming magnetic adiabatic transformation. We can exploit this effect to determine
the maximal WGTS source magnetic field Bsrc relative to a well-known reference
field.
Therefore, we switch from the nominal solenoid operational parameters to a special
configuration, as shown in table 4.2. In this special configuration, all solenoids
downstream from the rear wall have a magnetic field of less than 2.5 T. The maximum
magnetic field in the downstream part is located in the central beam tube of the
WGTS, that is surrounded by the M2 and M3 module. Electrons starting at the
rear end of the WGTS in downstream direction are thus sensitive to the cut-off
angle θmax defined by the maximal magnetic field in the M2 and M3 module as the
strongest magnetic field on the way to the FPD. With an exact knowledge on the
absolute emitted electron rate, the angular distribution, and the starting magnetic
field, we could in principle determine the maximal magnetic field in the WGTS beam
tube in this special configuration. However, no electron source at the rear end of
the WGTS meets the accuracy requirements of known absolute electron rates and
known starting magnetic field. Therefore we adapt the measurement principle by
switching to a relative measurement.

The relative measurement approach requires a well-characterized reference field. The
PCH magnetic field has only 0.1 % relative uncertainty on the applied field (see
section 4.1.1) and is therefore the reference of choice. The PCH magnetic field in
the special setting is chosen to be 2.3 T at the beginning of the measurement. If we
perform a sweep with the PCH magnetic field from 2.3 T to roughly 2.7 T in this
setting, and monitor in parallel the rate of electrons arriving at the FPD, we see a
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useful relation of the rate evolution versus PCH field strength.
The simulated rate trend with increasing PCH magnetic field in the range from 2.3 T
to 2.7 T is shown in figure 4.9. The PCH measurement range is chosen as narrow as
possible, so that the variation of the PCH magnetic field does not significantly alter
the transmission conditions of the analyzing plane throughout the measurement. We
assume for this simulation an isotropic electron source at the rear end of the WGTS
with a starting magnetic field of B0 = 1.2 T. The source magnetic field is fixed to
Bsrc = 2.5 T. The electron rate is expected to be constant, as long as the PCH
magnetic field is smaller than the maximal source magnetic field. Electrons with
pitch angle larger than the cut-off angle are magnetically reflected in the WGTS. In
the beginning of the PCH field up-sweep, we do not change anything in this process,
as the PCH field variations do not significantly affect the analyzing plane and source
magnetic field. However, as soon as the PCH magnetic field becomes stronger than
the maximal source field, the electron rate at the FPD starts to decrease. The
strongest magnetic field for the electrons in the beam line towards the FPD is now
located in the PCH. The PCH field is larger than the source magnetic field, leading
to smaller acceptance angles and thus to more magnetically reflected electrons. By
further increasing the PCH magnetic field, the cut-off angle decreases and thus also
the rate.
In summary, the expected electron rate at the FPD is divided in two regimes. In the
first regime, the source magnetic field is stronger than the PCH field and the rate
stays constant with varying PCH magnetic field. In the second regime, the PCH
field is stronger than the source field, leading to decreasing rate with increasing PCH
field. Exactly at the transition of the two regimes, the PCH field and the maximal
source magnetic field are equal. Since we accurately know the PCH magnetic field,
we then also know the maximal source magnetic field. The analysis challenge is thus
to find the transition point. This task is facilitated by a good choice of the electron
source in the measurement.

The electrons, that are used for the measurement, have to start at the rear end of
the WGTS in downstream direction, so that they experience the magnetic field in
the central WGTS beam tube as well as in the PCH magnet. The electron source
must have good rate stability over time. Decreasing rate with time results in an
additional rate slope in both regimes, which can complicate the transition point
determination. Additionally, it is advantageous if the source provides high electron
rate at large pitch angles. The rate decrease due to the PCH magnetic field being
greater than the source field is more pronounced with more electrons at high pitch
angle, allowing a clear separation of the two regimes. The last requirement on the
electron source is that its intensity should be high to keep the statistical uncertainty
at minimum in a given measurement time.
A possible electron source is the Rear Section e-gun. It has a good electron rate sta-
bility and an overall high intensity with more than 1 kcps. To produce electrons at
large pitch angle, we have to tilt the e-gun plates. However, in this setting the overall
e-gun rate is reduced by factor two (see section 6.2.2), probably due to geometric
cut-off of the electron beam in the Rear Section. Additionally, the e-gun illuminates
only one FPD pixel. If the radial homogeneity of the source magnetic field shall be
tested, it is necessary to repeat this measurement several times at various pixels.
Another electron source is the tritium implanted in the rear wall surface. A frac-
tion of tritium molecules and ions which stream towards the rear end of the WGTS
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Figure 4.9.: Simulation of the expected electron rate versus PCH field in the spe-
cial measurement configuration according to table 4.2. On the left side
of the dashed line, the source magnetic field is the maximal field in the
beamline and defines the magnetic mirror. The changing PCH field does
not affect the rear wall rate measured at the FPD. On the right side
of the dashed line, the PCH field is larger than the source field. The
magnetic mirror is now located in the PCH. Increasing the PCH field
strength leads to more reflected electrons by the magnetic mirror in that
regime and therefore to a rate decrease.

collides with the rear wall and gets implanted in the gold-coated surface. The im-
planted tritium eventually decays and emits β-decay electrons, leading to a tritium
β-decay spectrum from the rear wall. Dedicated rear wall measurements indicate
that the angular distribution of emitted electrons is approximately isotropic. The
overall implanted activity is estimated to 90 MBq at the time of the measurement
[Ake20]. The rear wall is completely mapped to the detector, thus all FPD pixels
are illuminated by the rear wall electrons. We can adjust the overall electron rate
at the FPD by altering the retarding potential in the Main Spectrometer, since the
emitted energy spectrum is a tritium β-decay spectrum. The rear wall activity de-
creases with increasing measurement time, as the WGTS must be evacuated during
the measurement and thus no more tritium is implanted. However, this rate decrease
is negligibly small at 20 ppm per hour. Implanted tritium on the rear wall surface
is thus an appropriate electron source for the WGTS magnetic field measurement,
as the angular electron distribution comprises all pitch angles, illuminates all FPD
pixels simultaneously, and features a sufficiently stable and high rate. We therefore
performed the WGTS magnetic field measurement using the decay electrons emitted
by the rear wall.
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88 4. Characterization of Pinch and WGTS Magnetic Field

Measurement Procedure and Data Analysis

The solenoid operational parameters are set according to table 4.2 at the beginning
of the measurement. Two approaches are possible to measure the FPD rate evolu-
tion versus the PCH field.
The first approach is to measure at discrete, pre-defined PCH currents. The advan-
tage of this method is that the PCH field is stable during the rate measurement. The
disadvantage is that the power supply of the PCH magnet automatically reduces the
current ramping speed near the set point to precisely reach the field stabilization at
the set point. The necessary waiting time to stabilize the current in the magnet is
approximately 20 minutes per measurement. If we want to resolve the rate evolu-
tion versus PCH field with six measurements to determine the transition region, we
would lose more than two hours of measurement time only to current stabilization.
The second measurement approach bypasses this problem by performing a contin-
uous sweep of the current in the PCH magnet. The magnetic field is continuously
ramped up from 2.3 T to 2.7 T and the electron rate at the FPD is monitored in
parallel. In this approach, the complete measurement time can be used for the anal-
ysis. The disadvantage is that it needs a more sophisticated analysis chain.
We decided to use the second method for the measurement due to its significantly
larger efficiency.

The ramping speed of the PCH current was chosen to be 3 mA/s, which translates
to approximately 0.2 mT/s. The total measurement time for one sweep amounted to
50 minutes. We performed one up-sweep from 2.3 T to 2.7 T and directly afterwards
one down-sweep from 2.7 T to 2.3 T. This allows one to test and correct time shifts
as an artifact of the current ramp in the analysis.
The measured FPD rate was averaged over one second measurement time in the
data acquisition system for smarter data processing. Thus, the smallest possible
time resolution in the analysis is one second, which is sufficient due to the low
ramping speed of the PCH current.
We set the filter energy in the Main Spectrometer to 16 keV during the measurement,
more than 2.5 keV below the tritium endpoint. This resulted in an β-decay electron
rate from the rear wall of more than 3 kcps per pixel in the bulls-eye of the FPD. The
filter energy in the Main Spectrometer could have been in principle even smaller,
leading to higher count rate at the detector, but this would have led to severe pile-up
effects of the measured rate.

The measured FPD rate at pixel zero versus the PCH current, as given by the read-
back of the power supply, is shown in figure 4.10. The two regions of constant and
decreasing rate are visible by eye. The relative rate decrease due to the changing
cut-off angle is approximately 7.5 % and thus in good agreement with the calculated
rate evolution shown in figure 4.9, indicating that the assumptions made in the sim-
ulation are correct to first-order approximation.
Although the rate decrease follows the relation (1−cos θmax), it is well approximated
by a first-order polynomial in the narrow region investigated in this measurement
(see also figure 4.9). The description of the constant-rate region with a first-order
polynomial in the model allows us to compensate for time-dependent drifts in the
emitted rear wall activity. The edge position is a free parameter in the model,
since the transition between the two regimes, and therefore also between the two
first-order polynomials, has to be continuous. The best-fit parameters of the model
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Figure 4.10.: Activity rate measurement of the rear wall at FPD pixel 0 versus
the read-back current of the PCH. The FPD rate evolution versus
the PCH current is shown in the graphs in the upper panels. The solid
orange line represents the best-fit model to the rate, the dashed orange
line is the best-fit edge position. The up-sweep measurement is shown
in the left plot (as indicated by the arrow), the PCH current is continu-
ously increased from 33.1 to 38.9 A during the measurement. The right
plot is the down-sweep measurement. The calculated residuals between
measured rate and best-fit model, normalized to the statistical uncer-
tainty, are shown in the plots in the lower panels. The best-fit model
describes the measured rate evolution without any residual structure.

to describe the measured data are found from a χ2 minimization. The measured
data at FPD pixel zero is well-described by the model, indicated by the normalized
χ2 = 1.02 for the up-sweep and χ2 = 0.99 for the down-sweep. Measurements and
fits at other FPD pixels look similar.
The best-fit edge at pixel zero for the up-sweep edge position is (36.23± 0.05) A,
the one for the down-sweep is (36.08± 0.05) A. The discrepancy between the two
edge positions is slightly larger than two standard deviations, although the shapes
of the best-fit models match for both measurements. The comparison of this edge
discrepancy at pixel zero to the analyses performed with the data measured at other
FPD pixels shows that the up-sweep has in general larger edge positions compared
to the down-sweeps (see left graph in figure 4.11). This behavior is expected due
to inductance effects in the PCH solenoid [Gil20a]. The increasing current induces
a voltage in the coil to resist the current change. The effective current in the coil,
that produces the PCH magnetic field, is therefore smaller during the up-sweep
than the power supply read-back current that is used for the analysis. This conse-
quently results in a time delay ∆t between effective current in the coil and the one
in the power supply. The current difference between the two during the up-sweep
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Figure 4.11.: Measured edge positions for all active FPD pixels in the measurement
of the source magnetic field. All measured currents are translated to
magnetic field values with the Kassiopeia PCH simulation. The mea-
sured edge positions in the up-sweep and down-sweep measurements,
as well as the averaged position, versus the pixel numbers are shown in
the left plot. The error bars represent the statistical uncertainty of the
measurement. The plot on the right shows the averaged edge positions
in the FPD projection.

is approximately ∆I = İ · ∆t with the ramping speed İ = 3 mA/s. The sensor
data of low-field magnetometers on the Main Spectrometer vessel at 7 m distance
to the PCH magnet show that the change of measured magnetic field is delayed in
comparison to the PCH current read-back of the power supply by ∆t = (25± 5) s,
leading to ∆I ≈ 75 mA. The effect of delayed current reverses in the down-sweep,
the effective current in the PCH coil is larger than the power supply read-back. As
the ramping speed is the same as in the up-sweep, we expect the current delay now
to be ∆I ≈ −75 mA. Taking this current delay into account leads to a consistent
edge position of up- and down-sweeps to 36.15 A for FPD pixel zero. However, the
determination of the current time delay via magnetic field sensor reading is a rather
approximate method. We therefore take the mean of up- and down-sweep edge posi-
tion to effectively cancel out the impact of the time delay, assuming that it is exactly
the same for up- and down-sweep due to the same current ramping speed.

The Kassiopeia magnetic field calculation for the PCH enables the translation of the
determined current edge positions to magnetic field. The individual FPD pixels are
tracked into the PCH detector and the mean magnetic field is calculated for every
pixel. This calculation is performed in several steps for PCH currents from 35.6 T
to 36.4 T, which allows us to translate each measured current edge position on the
individual pixels to an edge position in the magnetic field. At this stage, we do
not yet take into account the systematic uncertainty of the simulation due to the
translation from current to magnetic field. The resulting magnetic field estimation
for each pixel of the 125 analyzed FPD pixels is shown in figure 4.11. The remaining
23 FPD pixels are excluded from the analysis due to shadowing by the beamline or
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by the FBM.
The estimated averaged magnetic field for the individual pixels is rather homoge-
neous (see left graph in figure 4.11), particularly for the first 45 FPD pixels, located
at or near the detector’s center. Towards higher pixel numbers, the fluctuation is
larger than the expectation from statistical uncertainty. The measured magnetic
fields as a projection to the FPD are shown in the right plot in figure 4.11. It seems
as if the magnetic field decreases towards the lower side. However, this does not
mean that the measurement contradicts the calculated radial homogeneity of the
source magnetic field (see section 4.2.3). Positions at large radius in the flux tube,
corresponding to FPD pixels at large radii, are more vulnerable to non-adiabatic
effects in the energy analysis of electrons, resulting in biased analysis results for the
current edge position. This effect can further be investigated in the future with
dedicated e-gun measurements. The e-gun allows us to measure at individual pixels
and with an acceptable rate at small surplus energies. Another source for this be-
havior could be due to small unknown shifts in the experimental alignment of FPD
to PCH, that are not taken into account in the model. This can lead to inaccurate
magnetic field calculations compared to the true magnetic field. The effect is more
pronounced for the outer rings compared to the central ones, as shown in figure 4.5.
As we expect the central pixels to be less biased in this magnetic field measurement
compared to the ones at larger radii, we only use the two inner detector rings for
the determination of the final magnetic field result. The statistics of these pixels are
combined by calculating the error-weighted average and its uncertainties. The sys-
tematic uncertainty of the translation from current to magnetic field, based on the
simulation, has not yet been considered to this point. According to section 4.1.1, the
relative uncertainty on the calculated PCH magnetic field is 0.1 %. Consequently,
the final result for the measured maximal magnetic field in the WGTS is

Bmeas = 2.5133± 0.0007 (stat.)± 0.0025 (sys.) T.

Resulting Neutrino Mass Uncertainty

The calculated magnetic field for this special measurement configuration inside the
WGTS beam tubes is shown in figure 4.12. The maximum calculated magnetic field
is located at the rear end of the M3 model, towards the M2 module. Although the
M2 and M3 solenoids do have the same currents in their coils and are geometrically
identical, the field inside M3 is larger due to 1� more coil windings. The maxi-
mum calculated magnetic field strength is Bsim = 2.518 T. The measured maximal
field with the PCH as reference yields Bmeas = (2.513± 0.003) T. The difference
between measurement and simulation is less than two standard deviations, which is
an acceptable deviation.

We use the comparison between measurement and simulation for the maximum
source magnetic field in this special configuration as benchmark for the general un-
certainty on the calculated source magnetic field in the nominal configuration. As
mentioned above, the magnetic field in the central WGTS beam tube is more impor-
tant for neutrino mass measurements compared to the one in the DPS-1R/F. The
magnetic field in this region is defined by the solenoids M1, M2, and M3, that all
come from the same manufacturer and have the same geometrical design. It is there-
fore reasonable to assume that if the magnetic field calculation accurately describes
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Figure 4.12.: Simulated source magnetic field for the special field configuration
during the performed measurement. The maximum source magnetic
field, measured with the rear wall electrons, is located in the WGTS-
M3 magnet and is 2.518 T, according to the simulation.

the measured field in M3, it also describes the field in the M1 and M2 modules
with the same accuracy. Based on the measured and simulated magnetic field, we
calculate a conservative uncertainty on the simulated source magnetic field. The
conservative uncertainty estimate takes into account the error of the measurement
∆Bmeas, as well as the difference between simulation and measurement. This results
in the total uncertainty of

∆Bsrc =
√

∆B2
meas + (Bsim −Bmeas)2

=
√

(0.003 T)2 + (2.518 T− 2.513 T)2

= 5.8× 10−3 T.

According to the neutrino mass sensitivity study performed in section 4.2.1, the un-
certainty ∆Bsrc translates to a systematic neutrino mass uncertainty of ∆m2

ν,sys =
4× 10−3 eV2. The size of the uncertainty consequently meets the KATRIN require-
ment for a single systematic uncertainty contribution to be below 7.5× 10−3 eV2.
The remaining open question to be answered in this thesis with respect to the source
magnetic field is the central value used for neutrino mass analysis.

4.2.5. Source Magnetic Field for Neutrino Mass Analysis

Two different approaches are pursued in KATRIN neutrino mass analyses to take
into account source related effects in the expected β-decay spectrum at the FPD (see
also section 7.1.2). The first approach is to segment the WGTS into slices in the
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Figure 4.13.: Simulated source magnetic field Bsrc and tritium gas density profile
ρ versus z-position. The calculated source magnetic field is shown in
the upper graph, the simulated density profile of the tritium gas in the
central WGTS beam tube in the lower graph. The central value for the
source magnetic field, that should be used for neutrino mass analysis,
is the weighted average of gas density profile and source magnetic field.

model and calculate the properties of each slice individually, for example the cut-
off angle due to magnetic field inhomogeneity. This approach is computationally
expensive, as the properties of each slice need to be reevaluated in each step of
the likelihood optimization. The favored, second approach is to average the source
properties and choose the input parameters accordingly so that a neutrino mass bias
is avoided in the analysis. This approach is currently used in the analysis due to
is significantly faster calculation. Consequently, we have to determine the central
source magnetic field for neutrino mass analysis in the following. Additionally, the
impact of longitudinal magnetic field inhomogeneity on the neutrino mass has to be
quantified in the thesis at hand.

The magnetic field in which the β-decay electrons are created determines to large
extent their physical properties, for example whether they are reflected in the PCH.
More β-decay electrons are generated at the region of higher gas density compared
to the one with lower density. Consequently, the magnetic field at this point is
of greater importance for the effective β-decay spectrum. Detailed gas dynamics
simulations (see section 7.2) are able to precisely calculate the tritium gas profile
inside the WGTS. The calculated source magnetic field for nominal operational
parameters, as well as the tritium gas density profile in the central WGTS beam
tube, are shown in figure 4.13. The gas density is maximal at the tritium injection
capillary at the longitudinal center of the WGTS, consequently the magnetic field at
this location has the most significant impact on the measured β-decay spectrum. To
account for this, we determine the central source magnetic field value for neutrino
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mass analysis by calculating the weighted average of magnetic field with gas density
at the individual longitudinal positions. The recommended input value for the source
magnetic field in neutrino mass analysis is therefore 〈Bsrc〉 = 2.51 T. The weighted
standard deviation, quantifying the longitudinal field inhomogeneity, is 157 mT and
thus more than a factor 25 larger than the uncertainty on the absolute field of 6 mT.
Sensitivity studies are thus required to investigate the influence of this longitudinal
inhomogeneity on the measured neutrino mass.

We generate an Asimov dataset with the most-precise model we have using source
slicing and fit the dataset with the averaged model and the above-determined input
parameters to estimate the effect of the averaging on the measured neutrino mass.
To describe the source magnetic field with its longitudinal inhomogeneity in the
model, we use the source segmentation method. We use 103 segments for the central
WGTS beam tube to resolve all field variations along the longitudinal direction.
The neutrino mass is set to zero in the model. A self-fit of the model to the Asimov
dataset yields m2

ν = (0± 55)× 10−3 eV2.
Afterwards, the Asimov dataset is fit with the averaging approach. We use the
above-derived mean source magnetic field 〈Bsrc〉 = 2.51 T as a fixed input parameter
for the fit. The neutrino mass determined by the fit is m2

ν = (−0.3± 55)× 10−3 eV2.
The first result of this study is that the averaging approach causes a small bias on
the measured neutrino mass due to the averaging of the magnetic field. However,
this bias is significantly smaller compared to the individual KATRIN systematic
contributions and can easily be corrected for in the analysis. The bias thus does not
endanger the targeted neutrino mass sensitivity. Additionally, the uncertainty on
the determined neutrino mass is the same for the averaging approach and the self-fit.
Consequently, the averaging approach of the axial magnetic field variations in the
WGTS does not broaden the KATRIN likelihood and therefore does not affect the
measurement uncertainty. In summary, we recommend to use

Bsrc = (2.510± 0.006) T

as input parameter for the source magnetic field in neutrino mass analyses, when
the beamline solenoid’s currents are set to the nominal configuration (see table B.1).

4.3. Summary

The WGTS source and PCH magnetic fields both influence the measured β-decay
spectrum at the FPD, mainly with their contribution to the magnetic mirror. The
PCH field is 4.2 T in nominal operation mode, while the WGTS source field is 2.5 T.
In the present thesis, we have shown that it is necessary to characterize both field
strengths with sub-percent accuracy (see section 4.1.1 and 4.2.1) to achieve the final
KATRIN sensitivity goal. Magnetic field simulations are the only tools that meet all
requirements in terms of flexibility and spatial resolution for neutrino mass analysis
with KATRIN. The main goal of the field characterization in this section is therefore
to experimentally cross-check the simulations and quantify their accuracy.

The absolute uncertainty on the simulated PCH field strength consists of two un-
certainty components. The first component comprises the comparison of simulation
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and direct high-precision field measurements inside the cryostat, the second one un-
certainties stemming from possible misalignment between FPD and PCH. We have
shown that the components add up to 0.1 % relative uncertainty on the PCH field
strength, leading to an acceptable systematic neutrino mass uncertainty contribu-
tion of ∆m2

ν,sys = 3× 10−3 eV2 (see section 4.1.1). The magnetic field strength in
the PCH is thus sufficiently well understood and characterized for neutrino mass
analysis with KATRIN.
To avoid biased magnetic field calculations for the individual FPD pixels in the
PCH and analyzing plane, it is crucial to understand the alignment between FPD
and analyzing plane. The first step to improve this understanding is to investigate
the alignment of the PCH and DET magnet, and in particular their coil positioning
inside the cryostat. A high-precision measurement to investigate the coil alignment
inside the cryostat by measuring the solenoid’s stray field with a Hall probe at well-
known measurement positions is developed and conducted in this work (see section
4.1.2). The inclusion of the obtained alignment results in the Kassiopeia geometry
model indicates an additional unknown misalignment, which is most likely the FPD
wafer positioning in the KATRIN coordinate system. The alignment discussion is
continued in section 5.5.1 by taking into account results from e-gun measurements.

The source magnetic field meets the KATRIN requirements in terms of stability
during a neutrino mass measurement campaign (see section 4.2.2) and in field ho-
mogeneity, according to the field simulation (see section 4.2.3).
Similar to the PCH field simulation, the source field simulation also needs to be
validated and its accuracy must be quantified. However, the source magnetic field
is not trivially accessible via direct field measurements inside the beam tube due to
the experimental environment. The stray field measurement approach by Heizmann
and Gil suffers from systematic uncertainties and is vulnerable to background fields.
Therefore, this method does not allow characterization of the source field strength
with sub-percent accuracy (see section 4.2.3). In the thesis at hand, we devise a
novel, more direct measurement approach to determine the source magnetic field
strength (see section 4.2.4). β-decay electrons from the rear wall are used as probes
for the maximal source field in a special measurement configuration, the PCH field
serves as well-defined reference magnetic field in the analysis. This approach enables
an absolute source field measurement with 5.8 mT uncertainty, leading to a system-
atic neutrino mass contribution of only ∆m2

ν,sys = 4× 10−3 eV2. Future follow-up
measurements with the e-gun are proposed to resolve small deviations found in the
analysis that are currently assumed to be caused by non-adiabatic effects.
We investigate the impact of the variations of the source magnetic field strength
along the beam axis on the neutrino mass measurement in section 4.2.5, using the
typical KATRIN analysis chain. Taking into account the density profile of the
tritium gas in the source leads to an averaged source magnetic field strength of
Bsrc = (2.510± 0.006) T, which reduces the measurement bias on the neutrino mass
to the 10−4 eV2 level. This value for the source magnetic field strength is recom-
mended for future neutrino mass analyses.
Consequently, the methods devised in this work enabled the determination of the
source magnetic field strength with a precision and accuracy that meets the final
KATRIN requirement for systematic uncertainties.
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5. Characterization of the Nominal
Analyzing Plane

The analyzing point of an electron in the Main Spectrometer is defined as the point of
minimal kinetic energy in longitudinal direction of the β-decay electron. If magnetic-
adiabatic conversion of transversal energy into longitudinal energy is performed cor-
rectly in the Main Spectrometer, the analyzing point is at the location where the
electric retardation is maximal. Simultaneously, the magnetic field is either minimal
at the analyzing point to achieve the best-possible energy resolution or it has a lo-
cal maximum to ensure optimal field homogeneity in the Main Spectrometer. The
locations of the analyzing points of all β-decay electrons in the magnetic flux tube
then define a plane, the so-called analyzing plane. The electromagnetic fields of the
Main Spectrometer are designed such that, in the symmetric setting, the analyzing
plane is a flat surface perpendicular to the beam axis, close to the axial center of the
Main Spectrometer (see also figure 3.14) [Erh16; Ake+21d; KAT05]. The analyzing
plane is one of the key features of the KATRIN experiment due to its impact on the
Main Spectrometer energy resolution. The objective of the following chapter is the
characterization of the analyzing plane in the symmetric Main Spectrometer setting,
the so-called nominal analyzing plane.
General remarks on the properties of the nominal analyzing plane and sensitivity
studies on the requirements for neutrino mass measurements are given at the be-
ginning of this chapter in section 5.1. Subsequently, a first characterization of the
magnetic fields in the analyzing plane based on Kassiopeia simulations is performed
in section 5.2. In the following section 5.3, we discuss and apply methods to charac-
terize the analyzing plane fields with the Rear Section e-gun. Quasi mono-energetic
internal conversion electrons stemming from the 83mKr γ decay are a powerful tool
to measure the electric retardation as well as the magnetic field in the analyzing
plane of the Main Spectrometer, as shown in section 5.4. The three characterization
approaches of simulation, e-gun, and 83mKr measurements are compared in section
5.5 and necessary follow-up investigations are identified.

5.1. Analyzing Plane Properties

The analyzing plane has two crucial ingredients that need to be well-investigated
in a comprehensive characterization. Firstly, the retarding potential that arises
in the analyzing plane for β-decay electrons, when high voltage is applied on the
spectrometer vessel. Secondly, the magnetic field in the analyzing plane that defines
the energy resolution at the point of kinetic energy analysis.
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5.1.1. Retarding Potential

The effective retarding potential for electrons originating from β-decay in the WGTS
is the difference of the electric potential at the point of decay and the electric po-
tential, which the electrons experience in the Main Spectrometer. The WGTS beam
tube therefore acts as common reference ground in KATRIN to compensate to a
certain level for the starting potential of the β-decay electrons in the WGTS.
The retarding potential in the Main Spectrometer is produced by the Main Spectro-
meter vessel and the inner electrode system, comprising steep cones, flat cones, and
the central cylindrical part. An overview on the high-voltage system of the Main
Spectrometer is given in section 3.2.4. The potential on the central part of the inner
electrode system defines together with the vessel potential the homogeneous retard-
ing potential at the axial center of the Main Spectrometer. The more positive steep
and flat cone settings of the inner electrode system compared to the central part
(see also table B.3) allow to fine-shape the electric field close to the entry and exit
of the Main Spectrometer to optimize the transmission conditions. [Ake+21d]
The electric retardation at each point of the analyzing plane is a superposition of
the potential of the vessel, the inner electrode system, and the grounded beam tubes
at both ends of the Main Spectrometer. The voltage difference between the central
inner electrodes and the vessel results in an approximately constant, positive offset
of the retarding voltage in the analyzing plane relative to the applied voltage at
the Main Spectrometer electrodes. The grounded beam tubes, as well as the steep
and flat cones, cause a radial inhomogeneity of the retarding voltage in the analyzing
plane. As a consequence of these two effects, the retarding voltage is more positive at
the center of the analyzing plane compared to the outer rim (see figure 5.1), resulting
in a smaller Main Spectrometer potential qUret for β-decay electrons close to the ra-
dial center of the spectrometer. Further inhomogeneities arise from deformations of
the Main Spectrometer vessel [Cor14]. All above-described effects, that either cause
a deviation from homogeneity in the electric field or that result in an offset relative
to the applied voltage, effectively result in a smaller retarding potential at the center
of the analyzing plane compared to the outer rim. Furthermore, the superposition
of these effects cause a smaller total potential than the applied potentials at the
Main Spectrometer electrodes. Therefore, these effects are summarized in the term
“potential depression” in the thesis at hand.
In summary, the retarding voltage in the analyzing plane is given by Uret = Uv+Uie+
Upd, with the vessel voltage Uv < 0 V, the central inner electrode offset Uie < 0 V,
and potential depression Upd > 0 V. The simulated retarding voltage in the ana-
lyzing plane as used in KNM1 and KNM2 (see also table B.3) is shown in figure
5.1.

5.1.2. Magnetic Field Settings and Interplay with Main
Spectrometer Background

The magnetic field in the analyzing plane is together with the source magnetic field
responsible for the magnetic-adiabatic collimation in the Main Spectrometer and
plays a key role in the MAC-E filter’s energy resolution (see equation 3.11). As
described in the following paragraphs, a sophisticated air-coil system allows to tune
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Figure 5.1.: Simulated retarding voltage Uret (left plot) and magnetic field Bana
(right plot) in the analyzing plane for the setting of KNM1 and KNM2,
visualized in the FPD projection. The potential depression causes an
offset of 1.96 V on the retarding voltage at the center of the analyzing
plane for Uv = −18.4 kV and Uie = −200 V, that decreases to 1.8 V with
increasing radius in the Main Spectrometer. The 6 G magnetic field
setting in the analyzing plane, used in KNM1 and KNM2, also reaches its
maximum at the radial center of the analyzing plane. It features a good
field homogeneity with peak-to-peak amplitude of 2.8µT. Simulation
taken from period summaries, provided by J. Behrens.

the field setting in the Main Spectrometer to meet certain requirements, based on
the measurement goal.

Strength and Shape of the Magnetic Field in the Analyzing Plane

The magnetic field in the analyzing plane is a superposition of the beam line solenoids’
fields, background fields like the earth magnetic field, and as dominating contribu-
tion the field by the large-volume air-coil system.
The large-volume air-coil system (see figure 5.4) consists of the Low Field Correction
System (LFCS) and the Earth Magnetic Field Compensation System (EMCS). The
basic principle, technical realization, and the dimensions of the LFCS as well as the
EMCS described in the following paragraph is based on reference [Erh+18].
The goal of the EMCS is to compensate contributions of the earth magnetic field
perpendicular to the beam axis to avoid collisions of the magnetic flux tube with
the Main Spectrometer vessel. It is designed as a cylindrical geometry surround-
ing the Main Spectrometer vessel with length of approximately 23 m and diameter
12.6 m [Glü+13]. It is mounted on an aluminum holding structure. Several layers
of wire loops along the vertical and horizontal axis with adjustable current consti-
tute the EMCS. Each wire loop is made up of two current segments parallel to
the spectrometer that are connected at the EMCS endrings. The wire loops are
arranged according to a cos θ-distribution, the applied current on the EMCS thus
causes a homogeneous magnetic field inside the Main Spectrometer. The vertical
earth magnetic field component is compensated by the horizontal loops, and the
horizontal component by the vertical loops. [Erh+18]
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100 5. Characterization of the Nominal Analyzing Plane

The goals of the LFCS is to fine-shape the magnetic field inside the Main Spectro-
meter to provide optimal magnetic-adiabatic collimation for β-decay electrons as well
as to reduce the spectrometer’s background via magnetic shielding [Ake+21d]. Dur-
ing KNM1 and KNM2, the LFCS comprised 14 air coils, that are coaxially aligned
with the spectrometer axis [Ake+21d]. The air coils are mounted on ring-shaped
aluminum support frames [Ake+21d]. In the first quarter of 2020, before the third
neutrino mass measurement campaign KNM3, the LFCS was modified to enable an
additional operational mode, namely the shifted analyzing plane (see chapter 6).
Therefore, six additional coils were added to the LFCS and further windings were
attached to some of the existing coils. This updated system is called Extended Low
Field Correction System (eLFCS). We will mainly focus on the characterization
of the analyzing plane with the eLFCS in the following, as it is the relevant one
for future neutrino mass campaigns. Each of the 20 air coils has a diameter of ap-
proximately 12.6 m and can be controlled via its own power supply. This allows to
precisely set the magnetic field strength and shape in the Main Spectrometer to fulfill
the requirements on magnetic-adiabatic collimation. The largest possible magnetic
field strength that can be maintained at the center of the Main Spectrometer with
the eLFCS is approximately 2 mT.

Small magnetic fields in the analyzing plane are in principle desirable for neutrino
mass measurements, as they result in a better energy resolution (see equation 3.11).
The dimension of the Main Spectrometer vessel sets a lower boundary on the minimal
possible magnetic field strength in the analyzing plane. The magnetic flux, guiding
the β-decay electrons from the source to the spectrometer, is

Φ = Bsrc · Asrc (5.1)

≈ 133 T · cm2

in the current operational setting. The maximal inner radius at the center of the
Main Spectrometer is given by the radius of the Main Spectrometer vessel minus
the offset of the inner electrode system to 4.85 m. The minimal possible magnetic
field in the analyzing plane, that transports the complete flux tube through the
Main Spectrometer, is therefore 1.8× 10−4 T. This calculation unrealistically as-
sumes that the magnetic flux tube is perfectly aligned with the Main Spectrometer
vessel. That is not the case, as discussed in section 4.1.2. In reality, the minimal
magnetic field, that transports the whole flux tube through the Main Spectrometer,
is roughly 2.7× 10−4 T in the current setup. In the following, we follow the KATRIN
terminology to name the setting of the magnetic field in the analyzing plane in the
unit Gauss (1 G = 10−4 T).
The magnetic field settings, that are of interest for the thesis at hand, are the 6 G,
2.7 G, and 1 G settings. The shape of the flux tube in the Main Spectrometer and
the transmission function for the respective settings is visualized in figure 5.2. Al-
though the 1 G setting features high energy resolution, as shown by the transmission
function, it cannot be used for neutrino mass measurements as large parts of the
β-decay electrons in the flux tube collide with the Main Spectrometer vessel be-
fore reaching the FPD. Only that part of the flux tube that corresponds to the
four inner-most pixel rings of the FPD is transmitted through the spectrometer.
Consequently, the 1 G setting can only be considered for measurements in which an
excellent energy resolution is favored over the guidance of the whole flux tube to the
FPD. The 6 G and the 2.7 G setting can both in principle be used for neutrino mass

100



5.1. Analyzing Plane Properties 101

measurements. The 2.7 G setting is favorable due to the better energy resolution
of 1.2 eV, in comparison to the 2.8 eV resolution of the 6 G setting for an isotropic
source. However, the 6 G setting has one significant advantage relevant for neutrino
mass measurements in comparison to the 2.7 G setting, as discussed in the following
paragraphs.

Main Spectrometer Background

The final KATRIN sensitivity goal of mν = 0.2 eV (90 % C.L.) is derived by as-
suming a background rate on the order of Rbg = 10 mcps during neutrino mass
measurements [KAT05]. Commissioning measurements in 2013 and 2014 yield a to-
tal Main Spectrometer background rate of (565± 8) mcps, making it the dominant
background contribution in neutrino mass measurements [Har15; Ake+21b]. This
more than a factor 50 increased background rate is a limiting factor for the KATRIN
neutrino mass sensitivity and needs to be reduced. In the following, we briefly review
the two dominant Main Spectrometer background components to provide a basis for
discussing the interplay of the spectrometer background rate, measured by the FPD,
with the magnetic field setting in the analyzing plane.

The first main background component originates from α decays of 219Rn, as found
and described inter alia in references [Frä+11; Har15; Ake+21b]. The non-evaporable
getter pumps used in the Main Spectrometer emanate single 219Rn atoms in the
spectrometer volume, where the α decay generates several electrons. If the decay
happens to be in the magnetic flux tube, these primary electrons are usually stored in
the Main Spectrometer due to the magnetic mirror effect, caused by the strong mag-
netic fields of the PCH and PS2, in combination with the electrons’ kinetic energy
up to the keV scale. The trapped primary electrons scatter off residual gas in a cool-
down process, until they lose enough energy to escape the magnetic trap. During the
scattering processes, secondary electrons are produced. Both, the primary as well
as the secondary electrons, contribute to the Main Spectrometer background. The
electrons stemming from 219Rn decays are correlated and therefore non-Poissonian
distributed [Mer+13]. Consequently, a systematic uncertainty on the neutrino mass
arises [Ake+21a; Mer+13]. Liquid nitrogen cooled copper baffles are installed as a
countermeasure in the Main Spectrometer pump ports to prevent a direct line of
sight from the getter pumps to the spectrometer’s volume to suppress the number of
219Rn decays in the Main Spectrometer. [Har15] The background component related
to radon decay can further be reduced by a radical change of the Main Spectrometer
storing conditions, for example via the shifted analyzing plane (see section 6.1.2).
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Figure 5.2.: Simulated spatial evolution of the 6 G, 2.7 G, and 1 G magnetic field
setting in the analyzing plane of the Main Spectrometer (left column)
and calculated transmission function T (E,U) for the respective set-
ting for β-decay electrons near the tritium endpoint (right column).
The analyzing plane is located at z = 0 m for all settings. The top
graph shows the 6 G setting. The β-decay flux tube expands to ap-
proximately 5 m diameter in the analyzing plane. The blue-shaded area
represents the volume that contributes to the Main Spectrometer back-
ground seen by the FPD. The plot in the right column shows the trans-
mission function, the spectrometer energy resolution for the 6 G setting
is approximately 2.8 eV. The graphs in the middle panels present the
same features for the 2.7 G configuration. The flux tube expands to
a diameter of nearly 8 m in the analyzing plane, the energy resolution
increases to 1.2 eV due to the lower magnetic field strength. The spa-
tial evolution of the 1 G setting causes a collision of the outer part of
the flux tube with the Main Spectrometer vessel, the transmission func-
tion is narrower compared to the other two settings due to the excellent
energy resolution. The eLFCS currents for the individual settings are
stated in table B.2, the simulation input parameters for the beamline
magnets are given in table B.1.
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The second main background source is an ionization process of hydrogen Rydberg
atoms in the Main Spectrometer volume. The following description is based on the
work by Fränkle et al., for details see reference [Frä+20].
The Main Spectrometer is exposed to ambient air during the five year installation
period of the inner electrode system in the Main Spectrometer vessel. Thereby, its
surface comes in contact with 222Rn as part of ambient air, starting a decay chain
at the inner surface. The half-lives of following decay products are at maximum on
the orders of several minutes up to the long-lived daughter product 210Pb with half-
life 22.3 years. As the decay chain from 222Rn to 210Pb contains several α decays,
the isotope 210Pb is implanted in the Main Spectrometer surface by recoil energies.
The total activity due to 210Pb on the Main Spectrometer surface is estimated to
1 Bq/m2. Subsequently, 210Po arises via the intermediate 210Bi in the decay chain of
210Pb. 210Po decays via α decay into the stable 206Pb. Due to its high nuclear recoil
energy, 206Pb can sputter off hydrogen atoms from the Main Spectrometer surface
and cause excitation of the atoms to Rydberg states. Neutral Rydberg atoms are
not directly affected by the electric and magnetic shielding of the Main Spectro-
meter and can thus propagate into the spectrometer volume and the magnetic flux
tube. Due to their low ionization energy in the range of meV to eV, black body
radiation of the spectrometer can stimulate photo-emission of the Rydberg atoms,
leading to low-energetic background electrons (E < 2 eV) in the Main Spectrometer
volume [Sch20a]. Since β-decay electrons are decelerated in the MAC-E filter by
the retarding potential, the background electrons from Rydberg atoms as well as
the β-decay electrons have similar kinetic energies in the analyzing plane. As both
categories of electrons, the transmitted ones from β decay as well as the background
electrons, are accelerated after the analyzing plane towards the FPD, it is not possi-
ble to kinematically distinguish between the signal and background electrons at the
FPD. [Frä+20]
The electric potential barrier at the analyzing plane is an insurmountable obstacle
for the low-energetic electrons stemming from Rydberg ionization. Thus, only those
background electrons are measured at the FPD, that are created at the downstream
side of the analyzing plane in the magnetic flux tube, in the so-called downstream
volume (marked in blue in figure 5.2). Consequently, the background rate originat-
ing from Rydberg ionization can be reduced by decreasing the volume of the flux
tube between analyzing plane and FPD.

Magnetic Field Configuration in the Analyzing Plane for Neutrino Mass
Measurements

The larger background rate compared to the design report due to Rydberg elec-
trons increases the statistical uncertainty at constant measurement time. As the
total background rate at the FPD is volume dependent due to the Rydberg electron
component, it can be reduced by reducing the downstream flux tube volume in the
Main Spectrometer. One approach to lower the downstream volume is to increase
the magnetic field strength in the analyzing plane and thereby reducing the radial
expansion of the flux tube, according to equation 5.1 and as visualized in figure 5.2.
The downstream volume of the 2.7 G setting yields approximately 320 m3, while the
6 G volume only amounts to 160 m3. The disadvantage of this procedure is that the
Main Spectrometer resolution becomes worse (see equation 3.11). Additionally, an
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104 5. Characterization of the Nominal Analyzing Plane

increase of the magnetic field strength in the analyzing plane comes at the necessity
to better know the magnetic field to keep the systematic uncertainty at constant
level (as investigated in section 5.1.3).
Dedicated magnetic field measurements allow to estimate the accuracy of the field
model in the analyzing plane for a certain setting (as presented in section 5.2.3).
Based on a model for the volume-dependent background [Tro19] and magnetic field
measurements before KNM1 [BBG18], an optimization between statistical and sys-
tematic uncertainty contributions is performed. This study leads to an optimal
magnetic field setting of 6 G for KATRIN neutrino mass measurements. The 6 G
setting was used in KNM1 and KNM2, and also partially in KNM3 (see table C.4).
The simulated 6 G magnetic field setting is visualized in the FPD projection in figure
5.1.

5.1.3. Requirements for Neutrino Mass Measurements

The electric retardation and the magnetic field in the Main Spectrometer vessel as
important quantities of the analyzing plane cannot directly be accessed via model-
independent field measurements due to the experimental environment (see also ref-
erence [Erh16]). It is therefore necessary to rely on simulations or model-dependent
measurements for neutrino mass analysis with KATRIN. The following paragraphs
investigate the allowed model uncertainties on the electric retardation and the mag-
netic field that simultaneously also set stringent requirements on the hardware, pro-
ducing these fields.

Requirement on Retarding Voltage Hardware and Model

The requirements on the retarding voltage hardware and model in the KATRIN
experiment was extensively discussed by Kašpar et al. in reference [Kaš+04]. We
briefly summarize in the following the main effects from the electric retardation on
the neutrino mass based on this article and add another effect that is not taken into
account in the work by Kašpar et al.
The systematic contributions on the neutrino mass discussed in the following are
time instabilities, a constant offset between simulation and reality, and deviations
in the shape of the analyzing plane potential between simulation and reality.

Time instabilities of the electric retardation can either occur as short-term fluctu-
ations within one scan step as well as long-term drifts over a whole measurement
campaign.
Kašpar et al. investigated the short-term fluctuations by blurring the energy scale
with a Gaussian kernel. The systematic neutrino mass shifts due to the fluctuations
seem to be independent of the measurement time but depend on the width σ of the
applied Gaussian probability function for blurring. The systematic neutrino mass
shift δm2

ν,sys follows the approximate equality δm2
ν,sys ≈ −2σ2 [RK88], hence the

width of short-term retarding voltage fluctuations should be on the order or below
50 mV for the final KATRIN sensitivity [Kaš+04]. This stability is accomplished by
inter alia the high-voltage post-regulation [Ake+21d].
Possible long-term drifts in a whole measurement campaign are examined as sudden
unrecognized changes of the calibration during the campaign as well as continuously
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changing calibrations. The performed studies show that a retardation monitoring on
the ppm-level is necessary to achieve the final neutrino mass uncertainty. Addition-
ally, calibrations should be performed on a regular basis to exclude the possibility
of unrecognized time variations in the calibration line. [Kaš+04] The requirements
are met with the two high voltage dividers and the regular calibrations of the digital
voltmeters [Ake+21d].

Kašpar et al. examined also the effect of a retardation offset between calculation
and reality. It is thereby assumed that the offset is constant for all pixels in the
FPD projection into the analyzing plane. The shape of the retarding voltage is thus
the same in simulation and reality. Since the tritium endpoint as well as the signal
normalization are free fit parameters in the KATRIN neutrino mass analysis, they
absorb a constantly biased energy scale. Consequently, a constant offset does not
cause any systematic bias on the measured neutrino mass. [Kaš+04]

Another possible effect that can bias the neutrino mass measurement is the shape
deviation of modeled retarding potential versus the real shape. S. Groh investigated
the impact of a radial potential inhomogeneity on the measured neutrino mass in
reference [Gro15]. In the following, we focus on the study of another possible effect,
namely shape deviations due to misalignment that is not correctly included in the
Kassiopeia model (see also section 5.5.1). Unrecognized misalignment, especially of
the PCH magnet or the FPD wafer, leads to a different true position of the FPD
projection in the analyzing plane compared to simulation expectation. This again
results in imperfections of the estimated electric retardation for the individual pixel
projections.
In the following study we investigate the effect of potential shape deviations on the
neutrino mass due to unrecognized misalignment. We therefore simulate an Asimov
dataset with vanishing neutrino mass based on a period summary, that is exactly
centered at the Main Spectrometer. Additionally, further period summaries are
produced for which the center of the FPD projection in the Main Spectrometer is
shifted for the calculation of the electric field in the analyzing plane. This causes a
sinusoidal-shaped difference in the shifted period summary potential relative to the
potential of the production period summary on the FPD. The magnetic field in the
analyzing plane is artificially kept constant despite the shift, so that the procedure
is only sensitive to deviations in the retarding potential. The Asimov dataset is
then analyzed in a uniform fit by using the shifted period summaries, representing
possible unrecognized shifts. A determined neutrino mass that deviates from zero
directly indicates the systematic shift due to the potential shape deviation. We test
unrecognized displacements of up to 1.5 m in the 6 G setting. Such large shifts are
rather unrealistic but useful as an upper limit.
Although the energy imperfection amounts up to σ = 65 meV, the neutrino mass shift
determined in a uniform fit is δm2

ν,sys < 10−5 eV2 for all tested shifts, and therefore
negligible for the targeted neutrino mass sensitivity of KATRIN. The free endpoint
parameter absorbs most of the bias by deviating from the Monte Carlo truth by
up to 20 meV. In summary, the neutrino mass measurements are not sensitive to
potential shape deviations due to unrecognized misalignment. Nonetheless, further
systematic studies relevant for the success of KATRIN need an accurate description
of the potential shape in the analyzing plane (see for example reference [Mac21]).
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Figure 5.3.: Systematic uncertainty contribution ∆m2
ν,sys to the measured neu-

trino mass due to uncertainties on the magnetic field ∆Bana in the
analyzing plane. The systematic uncertainty contribution is investi-
gated with the pull-term method for three field configurations, that can
be used for neutrino mass measurements. The blue-shaded area repre-
sents the KATRIN requirement on the systematic uncertainty contribu-
tion of ∆m2

ν,sys ≤ 7.5× 10−3 eV2 by a single systematic uncertainty.

Requirement on Magnetic Field Hardware and Model

In this works, the requirements on the magnetic field strength in the analyzing plane
have to be investigated for multiple mean magnetic field configurations, as the mag-
netic field setting can be subject to change, depending on the Main Spectrometer
background. Therefore, three settings are analyzed with regard to the systematic
neutrino mass uncertainty. We decide to investigate the 2.7 G setting as the one with
the best energy resolution that still transports the complete flux tube through the
Main Spectrometer. In addition, the 6 G setting as the KNM1 and KNM2 default
configuration is analyzed as well as a hypothetical 10 G setting. The 10 G setting
would, compared to the 6 G configuration, further reduce the downstream volume
and consequently the background rate.
The systematic uncertainty study is performed with the pull-term method. The
magnetic field strength in the analyzing plane is therefore added as a fifth fit pa-
rameter to the nominal four-parameter fit of the neutrino mass analysis. The fit
parameter describing the magnetic field is constrained by a Gauss-shaped penalty
term in the likelihood function with the analyzed field strength as mean value and
investigated uncertainty ∆Bana as width. The systematic contribution to the neu-
trino mass uncertainty is then obtained by the comparison of the neutrino mass
uncertainty in the four- and five-parameter fit.
The results of the sensitivity study are shown in figure 5.3. The uncertainty on the
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squared neutrino mass is plotted over the uncertainty of the magnetic field model.
The study shows that the squared neutrino mass uncertainty due to a fixed field
uncertainty is larger at stronger magnetic fields in the analyzing plane. As example,
we report the maximally allowed model uncertainty on the magnetic field in order
to satisfy the KATRIN requirement for a single systematic uncertainty contribution
of less than 7.5× 10−3 eV2. To fulfill the requirement, the field uncertainty on the
2.7 G model is not allowed to exceed ∆Bana ≤ 4.2µT. In the 6 G setting, the field
uncertainty in the analyzing plane has to be below ∆Bana ≤ 1.7µT, for the 10 G
setting even below ∆Bana ≤ 1.1µT.
Consequently, we need a thorough characterization of the magnetic field in the an-
alyzing plane to achieve the ambitious goal of percent or even permill relative pre-
cision.

In order to avoid significant biases on the measured neutrino mass, it is crucial that
the magnetic field in the analyzing plane is stable to the µT level or better over a
measurement campaign. This sets stringent requirements on the time stability of
the KATRIN magnets. Measurements with low-field magnetometers at the Main
Spectrometer vessel close to the analyzing plane (see section 5.2.1) show a field
stability of better than the permill-level for the 6 G setting during a neutrino mass
measurement campaign, satisfying the requirement on a stable field.

5.2. Magnetic Field Characterization with
Simulations and Sensor Measurements

As shown in the sensitivity studies above, the allowed tolerances on the electric retar-
dation model in the analyzing plane are rather large. Additionally, the simulations
on electric retardation produced by the Main Spectrometer have thoroughly been
investigated in the course of several works, see for example references [Cor14; Gro15;
Hil16; Bar17]. The critical part in terms of neutrino mass systematic uncertainties is
the monitoring and stability of the applied high voltage at the inner electrodes and
the Main Spectrometer vessel, for which we refer the interested reader to references
[Res+19; Ake+21d; Rod22].
We therefore focus in this section on the model for the magnetic field in the analyzing
plane based on simulations, and whether it is possible to reach with simulations the
sub-percent accuracy on the total magnetic field strength for neutrino mass measure-
ments. The goodness of the magnetic field simulation is quantified by comparison
to field measurements with low-field magnetometers close to the analyzing plane.

5.2.1. Magnetic Field Monitoring System

Due to the experimental environment, it is not possible to perform direct measure-
ments of the magnetic field inside the Main Spectrometer vessel. The monitoring
system for the magnetic field in the analyzing plane is therefore mounted outside
of the Main Spectrometer vessel (see figure 5.4). It consists of several sub-systems.
Some of the systems were installed in the course of previous works and are modified
as part of this work to provide the sensitivity necessary to test the magnetic field
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models at the level required for neutrino mass measurements. Additional systems are
added in the course of this thesis to allow a more detailed insight on individual con-
tributions and to address the modifications in operational parameters of KATRIN
(for example the shifted analyzing plane). We report in the following on the final
monitoring system setup as tool to quantify the goodness of magnetic field simula-
tions.
The monitoring system of the magnetic field near the nominal analyzing plane is split
up in two categories, the stationary monitoring system and the mobile monitoring
system.

The mobile monitoring system comprises robots with magnetometers, that move
automatically around the Main Spectrometer. This system allows measurements of
the environmental magnetic field over a larger area close to the Main Spectrometer.
The magnetic field monitoring can only be performed at specific times, a contin-
uous monitoring is currently not possible. In total, eight robots form the mobile
monitoring system. Four units are part of the Radial Magnetic Monitoring System
(RMMS), the remaining four units form the Vertical Magnetic Monitoring System
(VMMS).
The four units of the RMMS are called Mobile Sensor Units (MobSU). Each MobSU
is a “T”-shaped robot, that moves on the inner side of the eLFCS aluminum holding
structure, perpendicular to the beam axis (see figure 5.4). Toothed-gear wheels and
a toothed belt on the inner side of the aluminum structure allows the MobSU to
navigate mechanical discontinuities. Each wing of the “T”-shaped robot contains a
low-field flux gate sensor to measure the magnetic field. Each MobSU measures the
magnetic field at 144 predefined sampling positions with a step size of 2.5◦ in az-
imuthal direction close to the Main Spectrometer surface during one sweep around
the spectrometer’s vessel. A sophisticated inclinometer system allows the trans-
formation of the measurement positions to the global KATRIN coordinate system
[Gar17]. The four MobSU are mounted on the eLFCS holding structures that are
closest to the nominal analyzing plane. [Let+18; Let19; Ake+21d]
The VMMS measures the magnetic fields near the walls of the Main Spectrometer
hall, parallel to the beam axis. The walls’ and some of the pillars’ concrete in
the Main Spectrometer hall contain normal steel that is magnetized by the beam-
line fields and thus produces a background magnetic field. The VMMS is designed
to measure remnant and induced magnetization effects from the steel in the con-
crete, influencing the magnetic field in the analyzing plane (see section 5.2.2) [Erh16;
Rei13]. Similar to the RMMS, the VMMS is based on a movable construction that
is mounted on the hall pillars. Each VMMS unit carries a flux gate magnetometer.
The four units can measure the magnetic field at nearly the complete wall surface in
the area of the Main Spectrometer vessel in a measurement grid of 20 cm × 20 cm.
[Let+18; Ake+21d] Measurements with the VMMS carried out during this thesis
show that the motor moving the unit is too close to the magnetometer, resulting in
distorted magnetic field measurements [Bou19]. Measurements conducted with the
VMMS are therefore not analyzed within the scope of this work.
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The stationary magnetic monitoring system enables continuous monitoring of the
magnetic field, either directly on the Main Spectrometer vessel, as close as possible
to the flux tube, or at the walls of the Main Spectrometer hall. The stationary
magnetic monitoring system comprises in total four different sub-systems.
The first sub-system is formed by 24 magneto-resistance magnetic field sensors. The
sensor units are distributed on three rings, sharing the same axial position but differ
in azimuthal position. The magneto-resistance sensors can measure the magnetic
flux with 5 % relative systematic uncertainty. [Ake+21d] Compared to the neces-
sary permill-level accuracy on the magnetic field in the analyzing plane for neutrino
mass measurements, these sensors are not sensitive enough to test the magnetic field
simulations. Consequently, the sensors are not used for analysis in the following sec-
tions and are mentioned here only for completeness.
The second sub-system consists of 14 Bartington® three-axis fluxgate magnetic field
sensors with measurement range ±1 mT [Bar11]. The sensor units are mounted at
the outer vessel hull of the Main Spectrometer and arranged in three rings (see fig-
ure 5.4). Similar to the first sensor sub-system, magnetometers mounted on one
ring share the same axial position but differ in azimuthal position. The rings are
located at z ≈ −4.5 m, z ≈ 0 m and z ≈ +4.5 m [Ake+21d]. The sensor network is
commissioned and aligned by M. Antoni [Ant13]. As part of the present thesis, the
alignment routine of the sensor units with respect to the global KATRIN alignment
is improved by adapting the sensor units to enable precise Faro® Laser Tracker mea-
surements. Additionally, the systematic uncertainty of the Bartington® sensors is
improved from 0.5 % relative uncertainty [Bar11] to 0.2 % by applying a calibration
routine. Therefore, the Bartington® sensors are calibrated with a magnetometer
that was calibrated to 0.13 % relative precision at the “Physikalisch-Technische Bun-
desanstalt”, the German metrology institute. In addition, we also calibrate the data
acquisition system, which also reduces the systematic uncertainty of the measured
magnetic field.
The magnetic field system dedicated for magnetic monitoring near the shifted ana-
lyzing plane (see chapter 6) comprises nine sensor units. Each unit houses one SEN-
SYS three-axis fluxgate magnetometer with measurement range ±1 mT [SEN20].
The nine units are split on two rings, one at z-position 5.2 m and one at 6.4 m (see
figure 5.4). The exact position is determined, similar to the Bartington® units, with
Faro® Laser Tracker measurements. The relative measurement uncertainty on the
magnetic field yields 0.5 % with these magnetometers.
The fifth stationary magnetic monitoring system is a tool to compensate the outage
of the VMMS to certain extent. It is meant to measure the remnant and induced
magnetic field from the steel bars in the concrete of the Main Spectrometer hall.
The five magnetic field sensors are therefore mounted at the eastern wall of the
Main Spectrometer hall at different axial positions and also at different absolute
distances to the Main Spectrometer vessel. The used magnetometers are the same
as employed for the monitoring system of the shifted analyzing plane.

5.2.2. Impact of the Earth Magnetic Field and Beamline
Magnets

The calculated magnetic field contributions from the beamline solenoids and the
earth magnetic field at the center of the Main Spectrometer, as approximate center
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Figure 5.5.: Simulated contribution of the beamline solenoids and the earth mag-
netic field to the axial field component Bz of the magnetic field at
the approximate center of the nominal analyzing plane. Note that
the main magnetic field component Bz is oriented antiparallel to the
flight direction of the β-decay electrons and therefore antiparallel to
the KATRIN coordinate z-axis. The dominating contributions from the
beamline solenoids to the magnetic field in the analyzing plane are given
by the three SDS magnets PS2, PCH, and DET.

of the analyzing plane, is shown in figure 5.5. The field contributions are calculated
for the z-component, along the beam axis, since this is the leading component in the
field setting used for neutrino mass measurements. The leading field contributions
are the SDS solenoids due to their comparably small distance of less than 13 m to the
Main Spectrometer’s center. It is evident that all contributions need to be correctly
included in the simulation to reach a model accuracy on the µT-level.
The individual contributions are evaluated in the following paragraphs by compari-
son of measurement and simulation in the light of the allowed model uncertainty for
neutrino mass measurements. Similar efforts have been made by M. Erhard in 2016
(see reference [Erh16]). However, the beamline was not yet in full operational mode
in 2016 and the alignment was different compared to today. In the present thesis,
we therefore reevaluate the contribution of the individual components in the final
setup with the configuration used for neutrino mass measurements. Due to a lack of
measurement data, it is not possible to investigate all contributions shown in figure
5.5.

Earth Magnetic Field

The earth magnetic field has a total intensity of 24µT to 64µT at the earth’s surface
[Thé+15], depending on the measurement position. As input for the magnetic field
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model, we estimate the earth magnetic field at KATRIN with the field calculator
by the “National Centers for Environmental Information”1, using the geographic
coordinates of the KATRIN experiment. Additionally, the tilt of the coordinate
system versus the geographic North Pole by 15.4◦ is taken into account. This leads
to an expected earth magnetic field of ~Bearth = (4.6,−43.9, 20.1)µT in the KATRIN
coordinate system2, that can be compared to measurements.

The comparison of expected intensity of the earth magnetic field with measurements
is performed by using three different sensor networks. Firstly, the Bartington®

magnetometers at the Main Spectrometer vessel near the analyzing plane are used
as precise and accurate tools. Secondly, measurements with the MobSU allow a fine
spatial resolution around the vessel. As third system, the magnetometers mounted
at the eastern wall of the Main Spectrometer hall are employed. All magnetometer
systems have in common that the z-axis of the sensors is well aligned with the
z-axis of the coordinate system, in contrast to the x- and y-axis. We therefore
split the analysis in a radial component, that comprises the x- and y-axis, and into
the z-component, to avoid a bias in the comparison due to insufficient alignment
reconstruction of the individual sensors. The magnetic field difference δB for the
axial and the radial component is then calculated according to

δB = Bmeas −Bsim

where Bmeas denotes the measured and Bsim the simulated magnetic field.
All magnets were switched of during the performed measurement, we therefore ex-
pect to measure solely the earth magnetic field. The magnetic field difference for
the radial and axial component over the azimuth angle is shown in figure 5.6. The
data used for the plot was measured by MobSU-8 and MobSU-9 as units that are
closest to the analyzing plane, as well as by the Bartington® system.
Both difference components show significant deviations between measured and sim-
ulated magnetic field. The difference in radial direction is between 3µT and 6µT,
depending on the measurement position. The measurements with the Bartington®

sensors show a more constant field difference than the MobSU measurements. The
shape difference between Bartington® and MobSU measurements can be explained
by the different measurement positions, as the MobSU measure at larger radius
compared to the Bartington® sensors, and thus closer to sources of possible field
distortions (as discussed below). The comparison of the expected z-component with
the measurement yields an absolute difference of between −0.5µT and up to 1.3µT
for the Bartington® sensors, depending on the location. The deviation measured
with the MobSU is slightly larger, similar to the radial comparison.
The five magnetic field sensors, mounted at the eastern wall of the Main Spectro-
meter hall, confirm the deviation shown in figure 5.6. A sensor mounted at the front
side of the gallery, and therefore only at few meter distance to the Bartington® sensor
located at azimuth angle φ ≈ −145◦, measures δBrad = −6.5µT and δBz = −2.7µT.
Another sensor mounted directly at the wall of the Main Spectrometer hall shows
even further increased deviations.

The measured deviation from the expected intensity of the earth magnetic field is a
known feature in the KATRIN Main Spectrometer hall. Several investigations that

1
https://www.ngdc.noaa.gov/geomag/calculators/magcalc.shtml

2These values are obtained with the earth magnetic field model “WMM2015” at reference date
01.03.2019.
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Figure 5.6.: Deviation between simulated and measured magnetic field in radial
δBrad and axial δBz direction over the azimuth angle φ. Both com-
ponents are investigated with MobSU measurements and Bartington®

magnetometers close to the analyzing plane. The radial component
shows deviations between simulation and measurement of 3µT up to
6µT, the axial component up to 1.3µT.

are either summarized or carried out in reference [Erh16] prove that the reasons for
this deviation are two-fold. The following section, reporting on effects that cause
the measured deviation, is based on reference [Erh16].
The first contribution comprises effects from auxiliary devices installed in the Main
Spectrometer hall that generate magnetic fields, which causes a local distortions of
the field. However, a significant disturbance from these local field distortions inside
the analyzing plane can be excluded [Bar+14].
The second and major contribution to the deviation is the magnetization of steel
rods in the concrete of the Main Spectrometer hall. This background field due to
the ferromagnetic material was already expected during the KATRIN design phase,
but could not be avoided due to financial constraints. Normal steel is used in the
walls of the Main Spectrometer hall parallel to the beam axis. The orientation of
this ferromagnetic material in the y-z-plane gives the orientation of the remnant
magnetic field. The construction of a model to describe the resulting remnant mag-
netic field in the Main Spectrometer hall is complex and would need more than 2000
measurement positions [Rei13; Ada15], that is not feasible without the VMMS. An
industrial demagnetization was performed in 2014 to reduce the remnant field con-
tributions [Wol16]. Although the demagnetization was successful [Ada16; Erh16],
several measurement campaigns with magnetic field ramps before and after the cam-
paign have been conducted since then. It is therefore likely that the effects from the
demagnetization vanish with time. Erhard presents indications that the remnant
magnetic field contribution can change over the course of several measurement cam-
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114 5. Characterization of the Nominal Analyzing Plane

paigns by comparing field measurements over a one year long time period [Erh16].
The remnant magnetic field due to the steel rods explains why the magnetometers
mounted close to the walls of the Main Spectrometer hall see a larger deviation
compared to the MobSU and Bartington® measurement. However, we would also
expect to see a sinusoidal structure in figure 5.6. The floor of the Main Spectrometer
hall does only contain stainless steel and the roof is made out of wood, while the
concrete of the sidewalls is reinforced with normal steel. We therefore would expect
large deviations at Φ = 0◦, 180◦ (east, west side), and only little to no deviation at
Φ = 90◦, 270◦ (top, bottom). As this behavior is not shown, we have to conclude
that either the used model of the earth magnetic field as global model is not accurate
enough or that local distortions due to for example electrical devices locally overlay
the effects from the magnetization of the steel rods.

An additional effect, that does not contribute to this special setup here but is con-
nected to the remnant background field, is the induced magnetization by the fer-
romagnetism in the Main Spectrometer walls. The induced magnetization causes
an additional background field contribution that depends on the external magnetic
field strength at the position of the walls of the Main Spectrometer hall. Conse-
quently, it cannot directly be accessed in measurements but only in the comparison
of simulation and measurement (see also section 5.2.3).

STS Beamline Solenoids

The STS contains the Rear Section magnet, the WGTS solenoids, the DPS, and
CPS, as well as the PS1 magnet. The necessary maintenance between measurement
campaigns and the measurement schedule is optimized in the way that the STS
magnetic fields are rarely changed, as a ramp of the field is time-consuming. The
only exception to this is the CPS magnet system, that has to be ramped to zero
before the Argon frost layer can be exchanged. This routine is performed every 40
to 80 days during neutrino mass measurement campaigns.
We are interested in the comparison of the pure magnetic field contribution to the
simulation, especially in the analyzing plane. The Bartington® sensors mounted near
z = 0 m are therefore used for the comparison. To avoid a bias due to the remnant
magnetic field or its time-dependent changes, a relative measurement principle is
used. Therefore, the field before the ramp ~Boff and after the ramp of the investigated
solenoid to nominal field ~Bon is measured. If all other KATRIN magnetic field sources
stay constant, the difference ~Bmeas

~Bmeas = ~Bon − ~Boff

represents the measured pure contribution of the individual solenoid and can be
compared to simulation. However, this additionally assumes that the induced mag-
netization from the walls of the Main Spectrometer halls does not change significantly
by switching on an individual solenoid. This assumption is fulfilled to first-order ap-
proximation, as the magnetic field change by an individual STS solenoid at the wall
of the hall is small due to the large distance of the solenoid.
Since the STS magnetic field is only rarely changed, it is therefore also seldom that
the requirement for the relative measurement method is met, namely that all other
controlled magnetic field sources are constant before and after the ramp of the in-
dividual solenoid. The relative measurement is performed with the WGTS magnet
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system, the CPS solenoids, and the PS1. The uncertainty on the measured fields
is not stated for each analysis in the following for better readability, however, it is
smaller than 0.07µT for all measurements.

The pure field contribution by the WGTS was measured at the end of KNM5, it
was ramped down after the measurement campaign for maintenance. As described
above, the field was measured before and after the ramp of the WGTS magnet
system. The measured difference with and without the WGTS magnetic field at
the central Bartington® sensors is in average 1.5µT in radial and −6.8µT in z-
direction. The simulation mostly agrees with the measured values, the difference
between simulation and measurement is δBrad ∈ [−0.1, 0.5]µT for the radial and
δBz ∈ [−0.6, 0.1]µT for the z-component. As the deviation between measurement
and simulation is on the sub-µT level, we conclude that inaccuracies in the WGTS
field simulation do not significantly bias the calculated magnetic field strength in
the analyzing plane and therefore also not the measured neutrino mass.

The CPS magnetic field could not directly be investigated due to the lack of suit-
able data. The measurement time during CPS regeneration is usually used for Main
Spectrometer background measurements that differ in the magnetic field setting
from the setting before ramping down the CPS. The relative method can therefore
not easily be applied. However, we can use the data of an incident that occurred
towards the end of the KNM5 measurement campaign. An alarm triggered the
WGTS and CPS magnets to shut down simultaneously. This incident provides the
necessary data for the relative measurement as the other solenoids show stable con-
ditions before and afterwards. By subtracting the WGTS contributions as measured
above, we correct for the effect by the WGTS field and enable a comparison of
the pure CPS field to simulations. The deviations between measurement and sim-
ulation are in radial direction δBrad ∈ [−1.4, 0.0]µT and for the axial component
δBz ∈ [2.1, 3.1]µT. The comparably large difference between CPS measurement and
simulation in z-direction can significantly bias the determined neutrino mass, if the
field offset is the same in the analyzing plane. This would lead in a 6 G setting to a
systematic uncertainty on the order of ∆m2

ν,sys = 10−2 eV2.
One reason for this discrepancy between simulation and measurement could be that
the CPS position is not correctly included in the simulation. The z-component dif-
ference shows in azimuthal direction a sinusoidal-shaped structure with larger field
differences at the east side and smaller differences at the west side. A sinusoidal-
shaped structure in the difference between simulation and measurement is typically
a sign of inaccurate geometry in the model (see also section 4.1.2). A shift analysis
similar to the one performed in section 4.1.2 yields that the z-component difference
could be resolved by an effective CPS cryostat shift of approximately 80 cm. Al-
though such a large unrecognized shift between the Kassiopeia geometry model and
reality is rather unrealistic, it is recommended to perform a dedicated FaroARM®

measurement of the CPS cryostat to cross-check the real CPS alignment in the cur-
rent beamline setup. Another explanation for the z-component difference could be
an induced magnetic field that is not included in the Kassiopeia simulation. The
concrete of the floor below the CPS contains steel rods, an induced magnetic field
by the CPS stray field is thus possible. The hypothesis that the axial δBz difference
is caused by this induced magnetic field can be tested in a dedicated measurement.
Therefore we recommend to measure the magnetic field at well-defined locations be-
low the CPS with all other beamline magnets switched off. Close to the floor below
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116 5. Characterization of the Nominal Analyzing Plane

the CPS, the induced magnetic field must be few hundred mT to produce a deviation
of δBz ≈ 2.6µT at the Main Spectrometer. If the z-component difference at the
Main Spectrometer is produced by an induced magnetic field, a field deviation of
few hundred mT should be visible in the comparison of simulation to measurement
close to floor below the CPS.

The last STS solenoid that could be investigated with the relative method is the PS1
magnet. The PS1 causes a mean magnetic field of 5.0µT in radial and −10.0µT
in z-direction at the location of the Bartington® sensors. The simulation agrees
with the measured field change to the range of [−0.3, 0.8]µT for the radial and
[−0.7,−0.1]µT for the z-component. Due to the small deviation in axial direction,
the simulation of the PS1 field does not cause a significant neutrino mass bias.

SDS Beamline Solenoids

The SDS beamline solenoids PS2, PCH, and DET are the main contributors of the
beamline solenoid to the analyzing plane, as shown in figure 5.5. Their contribution
is investigated in the following with the same principle of relative measurements as
for the STS magnets. The advantage of the SDS solenoids over the STS magnets in
the aspect of these stray field measurements are that they are normally ramped in
each maintenance break, leading to enough data for the comparison of measurement
and simulation.

The PS2 magnet contributes to the Main Spectrometer field with 14.1µT in ra-
dial direction and −19.3µT in z-direction at the location of the field sensors. The
measurement mostly meets the expectation from simulation, the difference in radial
direction is δBrad ∈ [−0.8, 1.3]µT and in axial direction δBz ∈ [−0.3, 0.3]µT. The
difference in axial direction as leading component in neutrino mass measurements
is on the sub-µT level and thus does not significantly bias the simulation of the
magnetic field.

The PCH contains the strongest beamline field in KATRIN. Due to the combination
of strong field with relatively small distance to the analyzing plane, it is the leading
solenoid contribution. A proper description of the PCH field in the analyzing plane
is thus crucial. The measured magnetic field contributions of 19.7µT for the radial
component and −26.7µT in axial direction are reproduced by the simulation to the
µT level. The comparison yields δBrad ∈ [−1.6, 1.4]µT and δBz ∈ [−0.1, 1.1]µT.
The difference between measurement and simulation is acceptable for neutrino mass
measurements, as the maximally allowed magnetic field uncertainty for the 6 G set-
ting is 1.7µT and for the 2.7 G configuration even 4.2µT. Nevertheless, we recom-
mend to further investigate this deviation and to pursue an improvement.

The DET is the last beamline magnet of KATRIN in downstream direction. The
comparison of the simulated and measured field contributions at the Bartington®

sensors show similar results to the PCH analysis. The radial component differs by
δBrad ∈ [−1.0, 1.0]µT, the axial by δBz ∈ [−0.2, 0.5]µT.

Overview

A summary of the analyses performed above is given in table 5.1. The magnetic field
of six beamline solenoid systems are measured and compared to simulations. The
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Table 5.1.: Overview of the deviation between measured contributions by the
beamline solenoids and earth magnetic field to the respective simula-
tions close to the analyzing plane. Due to the lack of data, a comparison
of the Rear Section, the DPS, and Monitor Spectrometer magnetic fields
to simulation can not take place. The columns “Brad,meas” and “Bz,meas”
present the measured contribution in the respective direction. δBrad and
δBz show the lower and upper deviation between measurement and sim-
ulation, as measured by the six Bartington® magnetometers close to the
analyzing plane. Note that the row labeled as “Earth” contains all back-
ground fields, including contributions from remnant magnetization.

Field Brad,meas (µT) δBrad (µT) Bz,meas (µT) δBz (µT)

WGTS 1.5 [−0.1, 0.5] −6.8 [−0.6, 0.1]

CPS 8.4 [−1.4, 0.0] −19.2 [2.1, 3.1]

PS1 5.0 [−0.3, 0.8] −10.1 [−0.7, −0.1]

PS2 14.1 [−0.8, 1.3] −19.3 [−0.3, 0.3]

PCH 19.7 [−1.6, 1.4] −26.7 [−0.1, 1.1]

DET 13.7 [−1.0, 1.0] −22.0 [−0.2, 0.5]

Earth 40.2 [−4.5, −2.9] 20.7 [−0.5, 1.3]

missing components are the Rear Section and the Monitor Spectrometer that have
vanishing contribution to the magnetic field in the analyzing plane, as well as the
DPS. It is recommended to perform a dedicated DPS measurement the next time
the STS field is ramped.
The comparison of measurement to simulation leads to significant differences for
almost all sensors. The largest difference in radial direction exists if all magnets
are switched off, i.e. if we expect that only the earth magnetic field is measured.
The remnant magnetic field by the steel rods in the walls of the Main Spectrometer
hall is the most likely source of this deviation. The comparison of the CPS mea-
surement with simulation shows the largest difference in z-direction, the deviation
is more than a factor two larger than other differences. A possible explanation for
this discrepancy between measurement and simulation could be misalignment of the
CPS cryostat in the Kassiopeia model, or a strong induced magnetic field by the
steel rods in the floor below the CPS.
As the z-component is the leading magnetic field contribution in neutrino mass
measurements, we focus on this component in the following brief discussion. The
systematic KATRIN requirement demands for the magnetic field model of the 6 G
configuration, as used in KNM1 and KNM2, a precision and accuracy in magnetic
field strength of better than 1.7µT in the analyzing plane. This requirement is
fulfilled for the individual deviations, except for the CPS. It must be taken into
account that all beamline magnets are switched on for neutrino mass measurements,
leading to the superposition of all deviations between simulation and measurement
and thus surpassing the allowed KATRIN uncertainty. The simulation cannot easily
be improved, since either extremely detailed models and measurements (for descrip-
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tion of the remnant magnetic field) or time-consuming alignment measurements with
the FaroARM® and Hall probes (similar to section 4.1.2) are required. This is not
feasible in parallel to neutrino mass measurement campaigns, indicating that meth-
ods must be tested to directly measure the magnetic field strength in the analyzing
plane (see section 5.3.2 and 5.4.3).

5.2.3. Impact of Low-Field Correction System

The LFCS dominates the magnetic field strength in the analyzing plane. The me-
chanical layout and the geometry of the LFCS was accurately measured [GL13] and
implemented in the Kassiopeia framework [Erh16]. Due to the upgrade from the
LFCS to the eLFCS, the layout of the system was slightly changed in terms of addi-
tional coils and windings since the investigation by Erhard in 2016. However, we do
not expect significant magnetic field deviations due to this upgrade for the nominal
analyzing plane, since the individual eLFCS coil currents are scaled accordingly to
the increased number of coil windings.

Difference Between Measurement and Simulation for Various Settings

A measurement with various magnetic field strengths in the analyzing plane, and
therefore with different eLFCS currents, enables the comparison of the eLFCS sim-
ulation to measurement. Furthermore, this also allows the estimation of possible
effects by induced magnetization from the Main Spectrometer hall [Erh16]. The
measurement is conducted with all beamline solenoids at nominal magnetic field
after KNM3. Magnetic field measurements with the Bartington® sensors were per-
formed with four different settings, the 0 G, 1 G, 2.7 G, and 6 G setting. The 0 G
configuration indicates in that context, that the eLFCS is turned off and only the
contributions from EMCS, the beamline magnets, and background fields are mea-
sured.

The deviation between measurement and simulation in z-direction as function of the
absolute magnetic field strength at the magnetometers is shown in figure 5.7. The
difference increases with increasing field strength, pointing towards effects of induced
magnetization or inaccurate eLFCS field simulations. Of course, a combination of
both effects is also possible.
Based on the idea by M. Erhard [Erh16], we effectively describe this behavior by a
linear model of the shape

δBz = α ·B +B0.

The slope α represents effects from inaccurate eLFCS simulations or from induced
magnetization. The offset B0 estimates remnant and constant background magnetic
fields. It is thus also affected by inaccurate stray field simulations from beamline
magnets or induced magnetic fields by the beamline solenoids. The best fit estimates
the free model parameters to

α = (6± 2)× 10−3,

B0 = (2.0± 0.3)µT.
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Figure 5.7.: Deviation in axial direction δBz between measurement and simula-
tion as function of the absolute measured field strength B at the Main
Spectrometer vessel by the Bartington® magnetometers. The inves-
tigated settings are eLFCS switched off (labelled as “0 G”), 1 G, 2.7 G,
and 6 G. The colors corresponds to specific magnetometers, for example
the blue “BE” corresponds to the bottom east, while the green “TW” is
the top west magnetometer.

The found slope is consistent with the slope of α = (3.9 ± 0.3) × 10−3 found by
Erhard in [Erh16], even though the central value is higher in the recent measure-
ment. A discussion on the difficulty to disentangle the effects of possible inaccurate
eLFCS simulations and induced magnetization is given in the section below. The
observed offset of B0 = (2.0± 0.3)µT should agree with the field strength of the
remnant magnetic field and further background fields, if the simulation of the beam-
line solenoids and eLFCS is accurate, and if the beamline solenoids do not cause
any induced magnetization. However, the measurements with all magnets switched
off yields a background field strength of less than 1.3µT at the measurement posi-
tion of the Bartington® magnetometers (see section 5.2.2). With this method we
can conclude that at least 0.7µT of the deviation in figure 5.7 is caused by inaccu-
rate stray field simulations of the beamline solenoids or by non-considered induced
magnetization by the beamline magnets.

A similar measurement with various eLFCS settings but all beamline magnets switched
off enables us to investigate the impact of the beamline solenoids on the deviation.
The deviation of simulation and measurement for the z-component decreases by
roughly 2µT in the measurement without beamline field compared to the mea-
surement with beamline field for all eLFCS configurations. The fitted slope yields
α = (8 ± 4) × 10−3 in this measurement configuration. It is consistent with the
measurement with beamline solenoids at nominal field. This underlines the hypoth-
esis that the eLFCS either causes an induced magnetic field or that the deviation
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is caused by inaccurate eLFCS simulations. The fitted offset B0 = (0.2± 0.3)µT is
in good agreement with the earth magnetic field measurement performed in 5.2.2.
This shows that a non-negligible part of 2µT of the observed difference between
measurement and simulation in figure 5.7 exists only when the beamline magnets
are switched on. The difference can be caused by deviations between the Kassiopeia
model alignment and the true alignment for the beamline magnets, induced magne-
tization by the beamline fields, or both effects combined.

Another topic that needs to be discussed in this context is the reproducibility of the
measurement results after a certain elapsed time. Erhard presented a time-dependent
component of the remnant magnetic field in his work [Erh16]. This time dependence
could introduce time-dependent changes in the above-shown difference plot. We
thus compare measurements performed before KNM3 to the above-analyzed data,
measured after KNM3. The time difference between both measurements is three
months with different applied eLFCS field settings, especially with the shifted ana-
lyzing plane setting that yields comparably large field values at the walls with steel
rods. In the measurement before KNM3, the difference between simulation and mea-
surement for the 2.7 G setting is δBz ∈ [3.5, 5.2]µT, compared to δBz ∈ [3.1, 5.4]µT
in the post-KNM3 measurement. This difference is in agreement with fluctuations
by the magnetometer. A similar picture is drawn for the comparison of the 6 G
configuration. The pre-KNM3 measurement yields δBz ∈ [3.8, 5.8]µT versus the
post-KNM3 measurement of δBz ∈ [3.1, 6.4]µT. Consequently, the magnetic field
strength in the analyzing plane and the deviations between measurement and sim-
ulation appear to stay constant within one measurement campaign, despite several
field changes in between the magnetic field measurements.

Disentanglement of Induced Magnetization and Inaccurate eLFCS Simulation

The remnant magnetic field of an individual steel rod at position ~r relative to the
observer can be written as

~B(~r) = µ0

4π
3~r(~m~r)− ~mr2

r5

with the magnetic dipole moment ~m. For the ensemble of several steel rods it is
necessary to calculate the total magnetization in a volume V to

~M =
∑
~mi

V
.

The total magnetization comprises the dependence on an external applied magnetic
field, leading to the induced magnetization. An external magnetic field ~Bext in the
steel rod influences the magnetization as

~M = χ

µ0(1 + χ)
~Bext,

with the susceptibility χ = µr − 1 and the relative permeability µr. [Erh16] Conse-
quently, the induced magnetization by the steel rods is in first-order proportional to
the external magnetic field at the location of the steel rods.
Simulations with artificially introduced misalignment of the eLFCS versus the mag-
netometers show that misalignment causes a deviation between measurement and

120



5.2. Magnetic Field Characterization with Simulations 121

simulation that also increases to first-order approximation linearly with the applied
field strength by the eLFCS.
Both effects, induced field as well as misalignment, have thus the same imprint on
the difference between measurement and simulation. Both effects cause a linear
increase with increasing eLFCS field strength.

One approach to disentangle the imprints of misalignment and induced magneti-
zation would be to compare two field settings, that are expected to produce the
same field strength on one of the magnetometers but differ in field strength at the
Main Spectrometer walls. However, the finding of these two settings depends on
simulations and is therefore again vulnerable to inaccurate simulations or incorrect
alignment in the simulation.
Another approach is only possible with several thousand measurement positions.
By measuring the magnetic field at various distances to the eLFCS and the Main
Spectrometer walls in several eLFCS configurations it could in principle be possible
to disentangle the individual effects. In the analysis of the data, the alignment pa-
rameters of the magnets in the Kassiopeia model could be treated as free parameters
in an optimization problem. Similarly, the positions and the magnetization of the
steel rods would be treated as free fit parameters. However, the necessary measure-
ment infrastructure does not exist in the Main Spectrometer hall.
With the available methods it is thus currently not possible to disentangle the effects
of induced magnetization from inaccurate Kassiopeia simulations.

5.2.4. Conclusions for Neutrino Mass Measurements

The analyses presented in the sections above show that the Kassiopeia field simu-
lations provide good estimations of the magnetic field in the analyzing plane with
accuracy on the few µT level. The deviation between measurement and simulation
for the z-component of the magnetic field as function of the applied eLFCS setting
can be parameterized by a linear model, with the overall field strength as variable.
The determined slope is (6±2)×10−3, the offset (2.0± 0.3)µT. It is shown that the
offset is significantly reduced when beamline magnets are switched off. The offset is
therefore assumed to be mostly caused by either inaccurate magnetic field simula-
tions of the beamline solenoids, or that the solenoids induce a magnetic field. The
cause of the slope is likely related to inaccurate eLFCS simulations or to induced
magnetization in the Main Spectrometer hall. A correction or extension of the field
simulation and model is currently not possible, since the sources of the deviations
are not yet identified.

The maximal deviation between measurement by the Bartington® magnetometers
near the analyzing plane and simulation can be used as uncertainty estimation if
the Kassiopeia simulation is used for neutrino mass analysis. In the case of a 2.7 G
setting, the measured absolute field strength is at maximum 5.5µT smaller than the
expected total field, leading to a systematic uncertainty contribution on the neutrino
mass measurement of ∆m2

ν,sys = 9.9× 10−3 eV2. This is slightly larger than the max-
imally allowed single contribution of 7.5× 10−3 eV2. The uncertainty estimation for
the 6 G setting conservatively yields ∆Bana = 6µT and causes a systematic un-
certainty contribution of ∆m2

ν,sys = 2.6× 10−2 eV2, surpassing the overall KATRIN
systematic uncertainty budget.
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The comparison of magnetic field simulation and measurement shows, that the sim-
ulation provides reasonable field estimations. It can thus be used for neutrino mass
analysis at the cost of systematic uncertainty contributions that do not meet the
final KATRIN sensitivity requirements. The simulated 6 G magnetic field in the
analyzing plane is used for the analysis of KNM1 and KNM2. Although the sys-
tematic uncertainty caused by the inaccuracy of the simulated magnetic field in the
analyzing plane is relatively large, the simulation is still acceptable for the analysis
of KNM1 and KNM2 due to the vast magnitude of statistical uncertainty in these
campaigns [Ake+21b; Ake+21a]. Nevertheless, to meet the final KATRIN sensitivity
requirements we strongly recommend to measure the magnetic field in the analyzing
plane inside the Main Spectrometer vessel. Possible tools for a model-dependent
measurement inside the vessel are either the e-gun or the conversion electrons of
krypton-83m, as discussed in the following sections.

5.3. Characterization with the Rear Section E-Gun

The Rear Section e-gun is implemented in the KATRIN setup for systematic in-
vestigations, such as column density measurements (see section 7.3.1), but also for
high-precision measurements of the electric retardation and magnetic field in the
analyzing plane. A brief summary of the e-gun working principle and the theoretical
description of the e-gun transmission function is given in the following sections. Af-
terwards, a method to measure magnetic fields in the analyzing plane is presented.
In the final part of this section, detailed analyses of measurements in the 6 G and
2.7 G setting are performed to characterize the retarding potential in the analyzing
plane.

5.3.1. E-Gun Working Principle and Model

As basis for the following sections, it is necessary to firstly derive the e-gun working
principle and the kinetic energy of the produced electrons. This is done based
on the work by L. Schimpf [Sch21] and R. Sack [Sac20]. Subsequently, the e-gun
transmission model as implemented in Kasper is introduced.

E-Gun Working Principle

The working principle of the e-gun is schematically visualized in figure 5.8. The
central element of the e-gun setup is a plate capacitor, made of stainless steel. An
optical fibre with a goal-coated end produces the photoelectrons. The emission elec-
trode is formed by the back plate of the capacitor, in which the optical fiber is
embedded. The back plate is set to a negative potential and thereby defines the
starting potential of the photoelectrons. The front plate of the capacitor is set to
4 kV more positive potential, causing a collimation of the electrons’ pitch angles to a
narrow angular distribution. The collimated electrons leave the capacitor through a
hole in the front plate towards the post-acceleration system. The post-acceleration
system consists of three cylinder electrodes, which are connected via voltage dividers
to the front plate potential. The design of the post-acceleration system is optimized
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Figure 5.8.: Sketch of the experimental e-gun setup. The light produced by the
LDLS is guided via optical fibres towards a photodiode to monitor the
light intensity and towards the back plate of the e-gun capacitor (drawn
in blue) inside the beamline. The gold-coated end of the optical fibre
is embedded in the back plate of the e-gun capacitor that is set to a
negative voltage U0. The emerging electrons (orange) are accelerated
by a 4 kV potential difference towards a hole in the front plate and
afterwards magnetically guided to the WGTS. The post-acceleration
system (black) produces an homogeneous electric field inside the setup.
The e-gun capacitor can be tilted by angle α with a stepper motor to
set the mean pitch angle of the e-gun electrons.

to feature good electric field homogeneity to ensure keeping the collimated state
and simultaneously enable adiabatic acceleration of the electron beam towards the
WGTS. The e-gun plate capacitor can be tilted by up to ±15◦ around an axis at
the front plate with a stepper motor, allowing to adjust the mean pitch angle of
the e-gun electrons with respect to the magnetic field lines. [Sch21] In the zero-
angle setting, the electric field in the plate capacitor is parallel to the magnetic field
lines. This setting is the default configuration for the measurements described below.
Measurements with non-vanishing plate angle allow us for example to determine the
magnetic fields in the analyzing plane (see section 5.3.2). For a non-zero plate angle,
the electric field in the capacitor is not parallel to the magnetic field lines therefore a
worse collimation is expected, resulting in a wider angular distribution of the e-gun
electrons [Beh21]. The tilting range of the e-gun of ±15◦ allows probing the full
pitch angle space in KATRIN up to more than 90◦ in the PCH [Sch21].
The primary voltage source of the e-gun high-voltage system is the Main Spectro-
meter vessel [Sch21]. The advantage of this connection is that no high-voltage dif-
ferences between vessel and e-gun potential exists and thus the surplus energy of
the electron beam in the Main Spectrometer is independent of vessel voltage fluc-
tuations or drifts. The starting energy Es relative to the grounded beam tube is
thus approximately given by the vessel voltage Uv of the Main Spectrometer and a
tunable offset Uem to [Sac20; Sch21]

Es = q(Uv + Uem).

As shown in section 5.1.1, the retarding voltage Uret of the Main Spectrometer is
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124 5. Characterization of the Nominal Analyzing Plane

given by the vessel voltage Uv, the inner electrode offset Uie, and the potential
depression Upd to

Uret = Uv + Uie + Upd.

The surplus energy for e-gun electrons is therefore approximately given by the dif-
ference of the starting energy Es and the retarding voltage Uret of the Main Spectro-
meter. As the vessel voltage is distributed to the back plate, the surplus energy is
defined mostly by the difference of inner electrode voltage offset Uie and emission
electrode voltage Uem. The emission electrode voltage is limited by the power supply
unit to |Uem| ≤ 500 V. Taking into account the inner electrode offset of Uie = −200 V
in nominal configuration, the maximal possible surplus energy of the e-gun beam is
approximately 300 eV in the Main Spectrometer. The voltage stability of the e-gun
setup is shown to be better than 10 mV. [Sac20; Sch21]
Besides the difference of inner electrode offset and emission electrode voltage, the sur-
plus energy depends on three further effects each one with few eV size. The potential
depression Upd causes a positive offset on the retarding voltage of the Main Spectro-
meter, that is on the order of 1.96 eV at the center of the analyzing plane (see figure
5.1). Additionally, the starting potential of the e-gun electron depends on a work
function, introduced by the golden photocathode. The e-gun work function Φe-gun

can be thought of as the minimum energy required to move an electron from inside
the metal to the vacuum. R. Sack measured this value to Φe-gun = (4.43± 0.01) eV,
but it should be noted that it can change with varying environmental parameters,
especially changing vacuum conditions [Sac20]. Similar to the e-gun work function,
the work function of the Main Spectrometer surface causes a modification of the
retarding potential and was estimated to Φms = 3.87 eV in 2016 [Beh16; Beh21].
The estimated value depends on potential simulations in the Main Spectrometer, its
absolute value cannot be measured model-independently [Beh21]. Additionally, the
work function has a time dependence of few hundred meV, as it varies due to surface-
and vacuum-changing processes, for example out-baking of the Main Spectrometer
[Beh16; Beh21]. The absolute work function of the Main Spectrometer is currently
not known precisely, but it is estimated to be on the order of Φms ≈ 4 eV [Beh21].
Simulations indicate that the work function of the Main Spectrometer causes a con-
stant potential offset for all positions in the analyzing plane on the sensitivity limit
of the e-gun measurement [Beh21]. The calculated radial variations are on the order
of few hundred µeV [Beh21]. Summarizing all these effects, the surplus energy of
the e-gun electron beam relative to the Main Spectrometer is [Sch21]

Esurplus = q
(
Uem − Uie − Upd

)
+ Φe-gun − Φms. (5.2)

During measurements with the e-gun, we obtain a readback value of the emission
electrode voltage Uem and of the inner electrode offset Uie. The remaining terms
in equation 5.2 are not known precisely (work function of the Main Spectrometer),
depend on external measurements (e-gun work function), or can only be accessed
in simulations (potential depression, work function of Main Spectrometer). These
three terms are therefore summarized in the so-called potential edge term in the
following

Φpe = −qUpd + Φe-gun − Φms. (5.3)

The potential edge is different for individual positions in the analyzing plane due to
the spatial dependence of the potential depression.
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E-Gun Transmission Function

The transmission function of an ideal e-gun in the Main Spectrometer would be a
step function. The term “perfect e-gun” in this context indicates an e-gun that only
emits mono-energetic and mono-angular electrons. However, the KATRIN e-gun has
several characteristics, that cause a deviation of this step-like behavior. A model
describing the realistic e-gun transmission function was thoroughly developed in sev-
eral works. In the following, a summary of the model for the transmission function
of the KATRIN e-gun is given, based on references [Erh16; Beh16; Beh+17].
A transmission function measurement with the e-gun in KATRIN at the FPD com-
prises e-gun properties, such as the electron’s starting energy, as well as MAC-E filter
properties, for example the electromagnetic fields in the analyzing plane. In section
3.1 the transmission function for the KATRIN Main Spectrometer is derived for an
angular isotropic source. However, the e-gun is not an angular isotropic source, the
angular distribution ω(θ) of emitted electrons by the e-gun is more Gaussian shaped.
Additionally, broadening from the photoelectric effect occurs, leading to an initial ki-
netic energy distribution η(E) of the electrons. Taking these properties into account,
we can derive the theoretical description for the measured transmission function T
as function of the electron starting potential E and the electric retardation Uret in
the analyzing plane as

T (E,Uret) = Ae-gun ·
∫ ∞
E

η(E ′)
∫ θmax(E′,Uret)

0
ω(θ)dθdE ′ + ABkg, (5.4)

with Ae-gun being the total electron rate emitted by the e-gun, and ABkg being a
constant background rate. The term θmax denotes the largest pitch angle that can
surpass the retarding potential of the Main Spectrometer for given electron energy
and retarding potential (see equation 3.7). The analytical description T (E,Uret)
summarizes the relevant KATRIN principles for e-gun electrons, for example the
pitch angle transformation due to magnetic-adiabatic collimation. Furthermore,
it allows us to determine η(E) and ω(θ) from transmission function measurements
with the e-gun, if we have an empirical model for these distributions. [Erh16; Beh16;
Beh+17]

The single electron is emitted with individual surplus energy from the e-gun photo-
cathode, that is defined by its individual binding energy in the conduction band of
the metallic cathode [Sch21]. The resulting initial kinetic energy distribution η(E)
for all emitted electrons can be described by a generalized normal distribution

η(E) = 1√
2π
·


1
αE
· exp

(
−1

2
(E−Ê)2

α
2
E

)
, if κ = 0

1
αE−κ(E−Ê) · exp

(
− 1

2κ2 ln
(
1− κE−Ê

αE

)2)
, if κ 6= 0

with the mean energy Ê, energy width αE and skewness κ. The energy distribution
is a symmetric normal distribution for κ = 0. It is evaluated for the analysis of
transmission function measurements in the range E = [0, ∞). [Beh+17]
The angular distribution ω(θ) describes the frequency of e-gun electrons emitted
with certain pitch angle relative to the magnetic field. The model describes this
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distribution as the sum of two normal distributions

ω (θ) = 1√
2πσ2

θ

exp

−
(
θ − θ̂

)2

2σ2
θ

+ exp

−
(
θ + θ̂

)2

2σ2
θ


 , (5.5)

with mean pitch angle θ̂ and angular spread σθ. The sum of the two normal distri-
bution accounts for the deformation in the case of θ̂ < σθ, since the pitch angle is
only defined for θ > 0. [Beh+17]

The model of the e-gun transmission function is implemented in the post-analysis
framework Peaberry [Beh16]. Each e-gun transmission function is in total described
by ten parameters. Three parameters describe the initial kinetic energy distribution,
two parameters characterize the angular distribution. Two further parameters are
necessary to describe the magnetic field configuration in KATRIN to include the
MAC-E filter properties. The total e-gun electron rate Ae-gun is a free parameter,
as well as the background rate Abg. The remaining parameter is the potential edge
Φpe, as defined in equation 5.3.
The individual imprints of the e-gun angular and energy distribution on the e-gun
transmission function are shown in figure 5.9 as a function of the surplus energy of
the e-gun beam. For simplicity, the e-gun work function is set equal to the Main
Spectrometer work function in this example, the potential edge is thus located at
Φpe = 0 eV in this representation. The plots a.1) and a.2) in figure 5.9 illustrate
the impact of three angular distributions for a vanishing initial kinetic energy of the
e-gun electrons after emission. Angular distributions with mean pitch angle θ̂ = 0◦
affect the transmission function as a smoothing of the upper edge of the step-shaped
transmission function for the ideal e-gun. A non-vanishing mean pitch angle results
in a shift of the whole transmission function above the potential edge. Both effects
are caused by the finite energy resolution of the Main Spectrometer since electrons
with larger pitch angles are not analyzed with respect to their full kinetic energy.
A non-vanishing angular distribution of the e-gun electrons consequently affects the
transmission function above the potential edge, in contrast to non-vanishing initial
kinetic energy distribution. The initial kinetic energy distribution influences the area
below the potential edge, as shown in the graphs b.1) and b.2) of figure 5.9. For
these exemplary calculations, we set the e-gun angular distribution to only produce
electrons with pitch angle θ̂ = 0◦. Consequently, the finite energy resolution of the
Main Spectrometer does not affect the transmission function measurement. A non-
vanishing e-gun angular distribution produces electrons with larger kinetic energy in
the Main Spectrometer than the expectation from the starting potential of the e-gun
back plate. The electrons therefore can overcome the applied electric retardation at
lower starting potentials than expected, consequently the area below the potential
edge is affected in the scenario of non-vanishing initial energy distribution. The
plot c) of figure 5.9 presents an e-gun transmission function if angular and initial
energy distribution are both not vanishing, as it is the case for the KATRIN e-gun.
It is not possible to discriminate by eye between effects of the energy and angular
distribution, thus also the potential edge is difficult to estimate by eye.

To infer a robust estimate on the potential edge, it is consequently necessary to
employ the model summarized in equation 5.4 to describe all relevant effects of the
e-gun and the experimental KATRIN setup. However, using the model to estimate

126



5.3. Characterization with the Rear Section E-Gun 127

Figure 5.9.: Calculated e-gun transmission functions T (E,Uret) over the surplus
energy E − qUret of the e-gun beam in the Main Spectrometer.
a.1) Non-vanishing e-gun angular distributions ω(θ). a.2) Effect of non-
vanishing angular distribution on transmission function, calculated with
Peaberry. b.1) Non-vanishing starting energy distributions η(E) of the
e-gun electrons, b.2) impact of these distributions on the e-gun transmis-
sion function. c) Combined effect of non-vanishing angular and starting
energy distribution on the transmission function. The potential edge
Φpe is fixed to zero for all calculations (dotted vertical line).
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128 5. Characterization of the Nominal Analyzing Plane

the ten free transmission parameters from a single transmission function measure-
ment leads to ambiguous results, since the parameters show strong correlations to
each other. One opportunity to break these correlations is to combine several trans-
mission function measurements, each with slightly different properties (see section
5.3.3).

5.3.2. Magnetic Field Measurements

The e-gun allows one to determine the magnetic field strength of the analyzing plane
in the Main Spectrometer, as described in reference [Erh16]. The e-gun key feature
for magnetic field measurements in the analyzing plane is the possibility to set the
mean pitch angle of the electron beam relative to the magnetic field.
The Main Spectrometer as MAC-E filter analyzes only the electron energy compo-
nent parallel to the magnetic field lines E‖ in the analyzing plane. According to
section 3.1.1, this longitudinal energy component can be written as

E‖ = E − E⊥
= E − E sin2 θ, (5.6)

with θ being the pitch angle of the electron in the cyclotron motion. Assuming
magnetic-adiabatic transformation, the transformation of pitch angles due to differ-
ent magnetic field strengths is

sin2 θ0

sin2 θ1
= B0

B1
. (5.7)

Combining equation 5.6 and 5.7, we can derive the longitudinal energy component
of an electron in the analyzing plane to

E‖ = E
(
1− sin2 θana

)
= E

(
1− sin2 θsrc ·

Bana

Bsrc

)
(5.8)

where θsrc denotes the electron’s pitch angle in the source. The principle of mag-
netic field measurements in the analyzing plane with the e-gun becomes visible by
comparing the longitudinal energy component for two different mean pitch angles θ0
and θ1 in the source. Exploiting equation 5.8, the difference δE in necessary energy
for transmission of e-gun electrons starting with pitch angle θ0 and θ1 yields

δE = E‖,0 − E‖,1

= E · Bana

Bsrc

(
sin2 θ1 − sin2 θ0

)
. (5.9)

Measuring the shift of necessary electron energy for transmission at two different
angles allows us to infer the magnetic field strength in the analyzing plane. [Erh16]
However, it must be noted that equation 5.9 is only valid for mono-energetic and
mono-angular electron beams. For magnetic field measurements with the KATRIN
e-gun, the relation needs to be adapted for non-zero energy and angular electron
beams. This is numerically included in the Peaberry model. For simplified discus-
sions in the following, we stick to the relation as described in equation 5.9.
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The electron energy, source magnetic field, and the two pitch angles as nuisance
parameters in equation 5.9 must be determined beforehand to obtain precise and
accurate results on the magnetic field in the analyzing plane. The energy shift δE is
given by the shift between the two measured transmission functions and is thus the
experimental observable. The electron starting energy E is mostly defined by the
e-gun back plate potential. The two pitch angles θ0 and θ1 are defined in the context
of the source magnetic field in equation 5.9. However, due to magnetic-adiabatic
collimation we can use any magnetic field as reference as long as the pitch angles
are transformed correctly, as shown in equation 5.7. We therefore propose to use the
PCH magnetic field Bpch as currently best-known magnetic field (see section 4.1.1).
The knowledge on the mean pitch angles in the measurements is crucial for the de-
termination of the magnetic field in the analyzing plane with the e-gun. Deviations
between assumption and reality result in a biased measured magnetic field strength.
The different pitch angles, necessary for this type of measurement, are mechanically
produced at the e-gun by tilting the e-gun capacitor with the stepper motor. The
translation of motor step positions to pitch angles is not trivial. J. Behrens proposes
a translation model from motor step positions to pitch angles in reference [Beh16],
however, reproducibility problems of the motor positions (see reference [Sac20]) pre-
vent the model’s application. Without the possibility to accurately determine the
pitch angle of the e-gun electrons, an accurate and precise measurement of the mag-
netic field strength in the analyzing plane with the e-gun is not possible for the
nominal analyzing plane.
Nevertheless, by using the nominal analyzing plane as reference, it is still possible
to perform measurements of the magnetic field strength with the e-gun. This mea-
surement principle is demonstrated for the shifted analyzing plane in section 6.2.2.
Additionally, there are plans to exchange the e-gun in the future. The new e-gun
currently performs commissioning measurements at the Monitor Spectrometer and
seems to provide reproducible motor positions (see reference [Sch23]).

5.3.3. Retarding Potential Measurements

In this work, we will show that transmission function measurements with the e-gun
enable potential edge determinations that allow us to cross-check the simulated elec-
tric retarding potential. However, a test of the absolute applied electric retardation
inside the Main Spectrometer is not possible due to the not precisely known work
function of the Main Spectrometer. Nevertheless, a cross-check of the shape of the
simulated potential depression is possible with the experimental results.
The measurement procedure and data pre-processing for potential edge determi-
nation with the e-gun is described in the following paragraphs. Subsequently, the
analysis chain and experimental results are presented by example of measurements
with a 6 G and a 2.7 G setting in the analyzing plane of the Main Spectrometer. The
eLFCS currents for these magnetic field configurations are given in table B.2.

Measurement Procedure and Data Pre-Processing

Transmission function measurements using the e-gun are performed with evacuated
WGTS since otherwise inelastic scattering processes of the e-gun electron beam with
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tritium reduce the electron rate at the FPD. The measurements are performed with
mean electron energies of 18.6 keV and thus above the tritium endpoint to avoid
energy-dependent background from residual tritium in the WGTS, especially from
the rear wall.
An incorrect assumption on the mean pitch angle in the analysis causes a bias on
the determined potential edge since the mean pitch angle can shift the transmission
function (see equation 5.9). The method proposed by R. Sack allows to accurately
set the mean zero pitch angle with 0.5◦ uncertainty [Sac20] despite the reproducibil-
ity problems of the stepper motor. We therefore measure the e-gun transmission
function at mean zero pitch angle.
We decide to use the LDLS as light source for transmission function measurements,
although it produces a significantly smaller e-gun rate of approximately 1.5 kcps
compared to the pulsed laser with more than 5 kcps. The reason for using the LDLS
is two-fold. Firstly, the LDLS features a better rate stability [Sac20], that is impor-
tant as one transmission function measurement takes around 40 minutes. Secondly,
the pile-up correction for the pulsed laser is not fully understood [Sch21] which leads
to systematic uncertainties on the determined potential edge.
The rear WGTS dipole magnets can shift the the e-gun electron beam to different
FPD pixels. This enables the measurement of the potential edge at several FPD
pixels and thus at several positions in the analyzing plane. The exact position of
the 0.12 mm-thick electron beam [Sac20] at the individual FPD pixel is not known
for the measurements presented below.
The Main Spectrometer retarding voltage is kept constant at Uv = −18.4 kV and
Uie = −0.2 kV during transmission function measurements with the e-gun. The
e-gun electron energy, and thus the beam surplus energy, is varied with the emission
electrode voltage of the e-gun. The surplus energy of the e-gun beam is only varied
in a narrow few eV range for transmission function measurements.

Using equation 5.2 and 5.3, we derive the surplus energy of the e-gun electron beam
to be

Esurplus = q (Uem − Uie) + Φpe (5.10)

in the analyzing plane. The potential edge Φpe is the parameter of interest in retard-
ing potential measurements. As stated in equation 5.3, the potential edge comprises
the sum of potential depression, e-gun work function, and work function of the Main
Spectrometer. As the last one is not precisely known, it is not possible to make
conclusions on the absolute value of the potential depression and to compare it to
simulations. Consequently, the e-gun potential measurements cannot be used for
absolute comparison. Instead, these measurements can be used as a cross-check of
the potential shape by measuring the potential at several pixels.

The measured e-gun rates at the FPD have to be pre-processed and all possible
sources of uncertainties have to be taken into account to obtain a robust estimate
of the potential edges with accurately calculated uncertainties. The major uncer-
tainties are given by the uncertainty on the electron surplus energy, the statistical
uncertainty, uncertainties caused by drifts of the beam intensity, and FPD pile-up
corrections. These contributions are discussed in detail in the following.
It is crucial to measure the difference between emission voltage and inner electrode
voltage offset as this defines the surplus energy of the electron beam. The voltage of
the emission electrode and inner electrode during measurement either be obtained
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by high-precision and high-accuracy digital voltmeters or by the voltage readback of
the power supplies. Of course, the values of the digital voltmeters are the method
by choice. Unfortunately, they are not always available during the performed mea-
surements, in that case the readback of the power supply is used. We take the
same voltage measurement devices if measurements at various pixels are combined
or compared. The uncertainty estimation for the difference Uem − Uie comprises in
theory two contributions. The first contribution is the absolute calibration of the
used readback voltages. According to equation 5.10, incorrect calibrations give a
bias on the determined potential edge. As discussed above, e-gun potential mea-
surements in the analyzing plane are used to cross-check the potential shape, and
are not suitable to determine the absolute retarding potential. As incorrect abso-
lute calibrations of the voltmeter influence the measurements at different pixels in
the same way, and bias thus the determined potential edge the same manner, we
do not have to consider these uncertainties in the analysis. The second source of
uncertainty is the stability of the emission electrode voltage of the e-gun and the
stability of the inner electrode system in the Main Spectrometer. Fluctuations of
both voltage readbacks at constant set point are taken into account in the analysis,
as voltage fluctuations influence the measured rates at the individual scan steps.
For the sake of readability, we change the notation for the following paragraphs.
The emission electrode voltage of the e-gun defines the energy of the e-gun electron
beam, therefore we will label the product of electron charge and emission electrode
voltage as the electron energy E. The voltage offset of the central inner electrodes
in the Main Spectrometer produces the retarding potential for the e-gun electron
beam, and is therefore labeled as qU in the following.
The uncertainty on the measured rate would be given by Poissonian uncertainty
estimation in case of an ideal photoelectron source. However, the KATRIN e-gun
suffers from short- and long-term rate drifts, leading to increased uncertainties. We
can correct to a certain level for these e-gun rate fluctuations in the analysis by
normalizing the measured rates to the measured light intensity of the LDLS. Re-
maining rate fluctuations are quantified with a non-Poisson factor, which increases
the uncertainty on the measured rate. The size of the non-Poisson factor was de-
termined in dedicated measurements. The e-gun rate with the LDLS as light source
is measured for 8 hours with evacuated WGTS at constant surplus energy in full
transmission. The resulting rate distribution is described in one analysis by a Pois-
son density function, in another analysis by a Gauss function. In the absence of
any rate drifts or fluctuations, we would expect that the widths of the Poisson and
Gauss distributions are consistent. The experimental result yields that the width of
the Gauss function is larger by 1 % compared to the width of the Poisson function,
indicating rate fluctuations and drift. The resulting non-Poisson factor of 1.01 is
therefore used in the following analyses as correction factor on the Poissonian un-
certainty estimation.
The e-gun causes a rate of more than 1 kcps on one pixel in full transmission. This
results in pile-up effects, which need to be corrected for. Based on a two-fold ran-
dom coincidence model assuming incident electrons with Poissonian random time
distribution, S. Enomoto develops a pile-up correction model [Eno19]. This pile-up
correction model is applied in the data pre-processing. The relative uncertainty on
the correction is quantified to 18 % [Eno19], and is rather small compared to the
total statistical uncertainty.
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Potential Measurement in 6 G Setting

We performed an e-gun potential measurement in mid-2019, during KNM1. At
the time of the measurement, not all e-gun characteristics were as known as today,
especially the reproducibility problem of the e-gun stepper motor to tilt the e-gun
relative to the magnetic field lines was unknown. Additionally, a special ramping
configuration of the rear WGTS dipole magnets triggered an interlock, causing the
beamline valves to close. Therefore, we could only perform transmission function
measurements at 14 FPD pixels.

The measurement and data pre-processing is performed as described above. As men-
tioned in section 5.3.1, it is not possible to extract robust information on the potential
edge by fitting a single transmission function measurement due to strong correla-
tions of the Peaberry parameters with each other. In an attempt to break these
correlations, we describe the data of all 14 transmission function measurements with
one multi-pixel model. The multi-pixel model comprises global parameters (same
for all transmission function measurements) and local parameters (individual for a
single measurement). The best-fit parameters are determined in a minimization of
the negative likelihood function of the model to the measured data.
The initial energy distribution is a global feature of the e-gun and therefore influ-
ences all transmission function measurements at the various pixels the same way.
We therefore treat the three parameters describing this distribution as global pa-
rameters.
The same holds in principle for the two parameters of the angular distribution. Un-
fortunately, the stepper motor is moved between measurements at the several pixels.
Due to the reproducibility problems of the motor, it is consequently unclear whether
the same mean pitch angle is set for all pixels. We therefore decide to treat the mean
pitch angle as local fit parameter, that can vary for the individual transmission func-
tion measurements. Nevertheless, to avoid unrealistic large fluctuations of the mean
pitch angle due to statistical fluctuations of the measured e-gun rate, we introduce a
penalty term on all mean angles in the likelihood function with a conservative width
of 5◦ and mean 0◦. The angular width depends on the mean pitch angle due to
the changing electromagnetic field configuration inside the plate capacitor, however,
this dependence can be neglected in the region close to the zero pitch angle. Conse-
quently, the width of the angular distribution of the e-gun beam is treated globally
in the model.
Another global fit parameter in the model is a scaling factor to the PCH magnetic
field to account for systematic uncertainties. The simulation of the PCH magnetic
field is used as input parameter for the MAC-E filter setting. The systematic un-
certainty on the PCH field simulation is estimated to 0.2 % at the time of the mea-
surement [Ake+21b]. We introduce this systematic uncertainty with the pull-term
method leading to one global fit parameter that is constrained by a penalty term in
the likelihood.
The normalization of the e-gun rate as well as the background can be different for
individual pixels and are therefore locally treated in the analysis.
The necessary information on the magnetic field in the analyzing plane is obtained
from simulations. The simulations are accompanied by uncertainties on the order of
6µT (see section 5.2.3). As the uncertainties cannot be interpreted as an unknown
and common scaling factor to all pixels, it is necessary to treat the uncertainties
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Figure 5.10.: E-Gun transmission functions at 14 different FPD pixels in the 6 G
setting to investigate the retarding potential in the analyzing plane
of the Main Spectrometer. The upper graph shows the measured
e-gun rate in blue versus the surplus energy, as well as the best-fit
model based on a multi-pixel analysis. The lower graph presents the
fit residuals between measurement and best-fit model.

for each pixel individually, leading in the pull-term approach to additional local fit
parameters for each pixel.
The parameter of interest in this analysis is of course the potential edge, which is
also pixel-dependent and thus treated locally.

The 14 transmission function measurements comprise in total 518 scan steps at
various electron surplus energies and at various FPD pixels. The number of free
fit parameters is 75. The first minimization of the negative logarithmic likelihood
function is performed with an algorithm using the Trust Region Reflective method
as implemented in the LMFIT package [New+14]. For detailed correlation and
uncertainty analysis, we use as a follow-up a Markov Chain Monte Carlo algorithm
(MCMC) to sample from the likelihood probability distribution. The affine-invariant
ensemble sampler emcee [For+13] is used for this part of the analysis due to its excel-
lent performance. The walkers of the emcee sampler are initialized with the best-fit
estimates from the Trust Region Reflective method and their uncertainties.
The measured e-gun rate and the best-fit model for the multi-pixel analysis of the
14 transmission function measurements is shown in figure 5.10. The normalized
χ2 = 1.16 is reasonable, yet it indicates that the known uncertainties could slightly
be underestimated or it indicates the existence of systematic uncertainties that are
not considered in the analysis. A breakdown of the normalized χ2 to the individual
transmission function measurements dos not show any significant deviation from the
expectation value 1.0 . The overall structure of the fit residuals looks fine, implying
that the measured rate is well-described by the Peaberry model.
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Figure 5.11.: Measured potential edge Φpe by the e-gun for the 6 G setting in
the FPD projection. The uncertainty on the individual determined
potential edge is 7 meV. The measured potential edge is by eye in good
agreement with the expectation from simulation, it is maximal at the
center and decreases towards larger radius.

The determined potential edges for all transmission function measurements are vi-
sualized in the FPD projection in figure 5.11. The uncertainty on an individual
potential edge is on the order of 7 meV. The determined potential edge comprises
the sum of potential depression, e-gun work function, and work function of the Main
Spectrometer (see equation 5.3). As the latter two are approximately radially con-
stant, we expect that the measured potential edge follows the potential depression.
The potential depression simulation predicts the most positive values at the center
of the analyzing plane and decreases towards larger radii (see section 5.1.1). This
expectation on the shape is met by the e-gun measurement. A detailed compari-
son of the e-gun measurement to the simulation, and also to the analysis of 83mKr
conversion line positions, is given in section 5.5.1.

The emcee sampler is used to investigate the correlations and uncertainties of the
fit parameters. The distribution of sampled emcee steps near the best-fit result is
shown in figure 5.12 for the fit parameters related to the central FPD pixel 1.
The two-dimensional sample plots indicate the correlations among the fit parame-
ters. The approach with a multi-pixel model is mostly successful in breaking the
correlations among the Peaberry parameters by splitting up the parameters in global
and local parameter sets. Most parameters show only weak (absolute correlation co-
efficient below 0.3 [Rat09]) or moderate correlations (absolute correlation coefficient
below 0.7 [Rat09]) to other fit parameters. The only correlation stronger than 0.7
is the correlation between the mean of the e-gun energy distribution Ê and the po-
tential edge Φpe with correlation coefficient ρ = −0.94 .
The histogram at the top of each column in figure 5.12 represents the projection
of the sampler steps in one dimension and therefore allows us to estimate the cen-
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Figure 5.12.: Distribution of six million emcee sampler steps close to the best-fit
result of the e-gun potential edge analysis. Shown are the parameter
distributions related to the measurement at FPD pixel 1. The first
five columns of the corner plot show the distribution of the global
fit parameters in the analysis, namely the angular width, the three
parameters of the starting energy distribution, and the normalization
applied to the PCH magnetic field. The remaining four columns present
the pixel-specific local fit parameters: the e-gun mean angle, the total
e-gun electron rate, the background amplitude, the potential edge as
parameter of interest, and the magnetic field in the analyzing plane.

tral value as well as the uncertainty on the fit parameter. The uncertainty on the
potential edge as parameter of interest yields 7 meV at pixel 1 .

Besides the pure investigation of the potential in the analyzing plane, this analysis
also enables a deeper understanding of the e-gun characteristics.
The angular distribution is an important parameter in e-gun column density mea-
surements of the tritium gas in the WGTS, as outlined in section 7.3.1. The best-fit
value for the angular width close to the zero pitch angle in the PCH field yields
σθ = (6.3± 0.3)◦. This result is used as input for the column density measurements.
The e-gun angular width is assumed to be constant over time.
The energy distribution describes the distribution of initial starting energy of the
e-gun electrons. The best fit for the mean electron energy yields Ê = (266± 7) meV,
the width of the distribution is σE = (153± 1) meV. The energy skewness is close
to zero, consequently the shape of the energy distribution is similar to a Gaussian
probability distribution. The energy distribution depends on the electrons’ binding
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Figure 5.13.: E-Gun transmission functions measured in the 2.7 G setting at 16
different FPD pixels. In the upper graph, the measured e-gun rate
is shown in blue over the surplus energy together with the multi-pixel
best-fit model in orange. The fit residuals are shown in the lower graph.
The amplitude of the measured transmission function decreases for
measurements at larger surplus energies, this is related to a geometrical
cut-off of the e-gun electron beam at pixels with large radius in the
analyzing plane.

energy in the conduction band of the metallic cathode and the absolute value on
the e-gun work function. As this can change due to changes of the experimental
environment over time, a time-dependence of the starting energy distribution of the
e-gun on long time scales is possible.
We cannot draw any conclusions on the magnetic field in the analyzing plane from
e-gun measurements at only one angle, as shown by the fit result in figure 5.12. The
best-fit value follows mostly the input from the pull-term. The width of the best-fit
estimate for the magnetic field in the analyzing plane is exactly the same as the
width of the pull-term, the fit thus does not gain additional information from data.

Potential Measurement in 2.7 G Setting

The preparation for KNM3 included an extensive commissioning phase. In that
context, the retarding potential in the analyzing plane was measured in the 2.7 G
setting. The 2.7 G setting is regularly used for commissioning measurements with
83mKr conversion electrons. The e-gun potential measurement enables a cross-check
of certain effects appearing in the analysis of 83mKr conversion electrons. These
measurements help to disentangle if unexpected 83mKr analysis results are caused by
the electromagnetic field of the analyzing plane or by source effects (see also section
5.5.1).
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Figure 5.14.: Analysis result of the potential edge Φpe measurement with the e-gun
in the 2.7 G setting, visualized in the FPD projection. The uncer-
tainty on the individual determined potential edge is on the order of
3 meV. The determined potential edge is maximal at the center and
decreases towards larger radius, as expected from electrostatic simula-
tions.

In total 16 transmission functions with the e-gun at different FPD pixels are mea-
sured. The gained knowledge on the e-gun properties in the above-described KNM1
measurement permits an optimized execution of the KNM3 measurement, for exam-
ple the e-gun plate angle is set to a mean pitch angle of zero degree and not moved
throughout the whole measurement. A modification of the WGTS hardware enables
the WGTS dipole magnets to steer the e-gun electron beam over the whole flux tube
without triggering an interlock, allowing also transmission function measurements
at the lower right quarter of the FPD.
The data pre-processing is performed as described in the sections above, as we again
use the LDLS as light source and no major e-gun hardware modification is performed
between KNM1 and KNM3. To break the ambiguity between the Peaberry model
parameters for individual transmission function measurements, we again perform a
multi-pixel analysis with global and local parameter sets. The major differences to
the KNM1 analysis are the different input values from the simulation for the 2.7 G
83mKr setting and that the mean pitch angle of the e-gun is treated as a global
parameter in the fit, since it remains unchanged during the measurement. The un-
certainties on the used simulation input for the magnetic fields are again included
via the pull-term method, the rate fluctuations of the e-gun are included via the
non-Poisson factor.

The e-gun data and the best-fit model of the multi-pixel analysis for the 2.7 G poten-
tial measurement is shown in figure 5.13. The normalized χ2 = 0.92 of the best-fit
result indicates good agreement between measured data and applied model. The fit
residuals do not show any structure, emphasizing the good description of the e-gun
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measurement by the model.
The uncertainty and the correlations among the fit parameters are investigated with
the emcee sampler. Due to a modified measurement time distribution compared to
the KNM1 measurement, the uncertainty on the measured e-gun potential edge is
reduced to 3 meV. The measured potential edge positions for the individual pixels
are shown in the FPD projection in figure 5.14. Similar to the KNM1 analysis, the
potential edge parameter anti-correlates strongly with the e-gun energy distribution
mean Ê with correlation coefficient ρ = −0.8 . The overall correlation strength to
other fit parameters is reduced in the KNM3 2.7 G analysis compared to the KNM1
6 G analysis, given by two reasons. Firstly, the measurement time is larger in the
2.7 G setting in KNM3, reducing the statistical uncertainty, which allows the fit to
better disentangle the individual effects due to their shape impact on the transmis-
sion function. Secondly, the 2.7 G setting has a larger potential inhomogeneity in
the analyzing plane compared to the 6 G setting due to its larger radial extent. The
larger differences in potential edges between the pixels lead to a clearer separation
of the global parameters of the energy distribution and the local parameters for the
potential edges.
A comparison of the determined potential edges to simulations and 83mKr results
takes place in section 5.5.1.

5.4. Characterization with Krypton-83m

Krypton-83m (83mKr) decays by γ emission or internal conversion into the stable
83Kr. In case of internal conversion, free electrons are emitted. According to the sub-
shell from which the electrons are emitted, they form several quasi mono-energetic
conversion lines in the range of 7 keV to 32 keV. 83mKr features a short half-life of
1.8 hours. It is regularly used for characterizations of an experimental setup, for
example in neutrino mass experiments (see for example reference [Wil+87]), high-
energy physics (see for example reference [Dec+90c]), as well as in Dark Matter
experiments (see for example reference [Kas+09]).

5.4.1. Krypton-83m in KATRIN

83mKr is an excellent tool to characterize the KATRIN setup. Its energy scale is
comparable to the tritium endpoint. The short half-life combined with the stable
daughter isotope allows us to perform measurements with 83mKr without any dan-
ger of long-term contamination. Based on the individual measurement goal, we can
choose between several conversion lines that feature electron energy widths in the
range from several eV to the few meV range [Vén+18b].
The KATRIN beamline can host three 83mKr sources in different places. Firstly,
83mKr can be injected in a gaseous state into the WGTS. Secondly, the CPS allows
us to install a condensed source in the flux tube, and thirdly an implanted source can
be used for measurements at the Monitor Spectrometer. We focus in the following
on the gaseous 83mKr source due to its importance for the thesis at hand.
The basic idea of the gaseous 83mKr source is to inject 83mKr into the WGTS similar
to tritium gas during neutrino mass measurements. Therefore, the parent radionu-
clide of 83mKr, rubidium-83 (83Rb), is deposited in zeolite and stored in a dedicated
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Figure 5.15.: Schematic decay scheme of 83Rb into the isomeric 83mKr and its sub-
sequent decay into the stable ground state 83Kr via an intermediate
state. The decay of 83Rb takes place via electron capture (EC), the
transition of 83mKr into 83Kr via two γ transitions. The transition of
interest for the following investigations is the 32 kev transition from
JP = 1/2− to JP = 7/2+. Values taken from [Vén+18b].

generator setup. 83Rb decays with a half-life of 86.2 days and thus ensures contin-
uous 83mKr supply for a measurement phase over several weeks. [Alt+20] A carrier
gas transports the produced 83mKr into the WGTS, while 83Rb is trapped inside the
generator. The WGTS is operated at 80 K beam tube temperature during 83mKr
measurements to avoid freeze-out of the gaseous 83mKr in the source pipes. As car-
rier gas of 83mKr to the beamline, we use a non-radioactive gas mixture consisting of
hydrogen, methane, and air, that outgasses from the turbo molecular pumps in the
WGTS [Mar20b]. The overall column density in this measurement configuration is
estimated via a pressure sensor in the loop system to be on the order of 5 % nominal
column density [Mar20b].

To understand how decay electrons from 83mKr can help to characterize electro-
magnetic fields in the analyzing plane of the Main Spectrometer, it is necessary to
discuss the production mechanism of the decay electrons and the resulting shape of
the spectrum.
83Rb decays via electron capture to the isomeric 83mKr (see figure 5.15). Subse-
quently, it deexcitates to the 41 keV lower ground state via a cascade of two γ

transitions. The decay energy splits up in a E32
exc ≈ 32.15 keV and a E9.4

exc ≈ 9.4 keV
transition. The decay occurs either via direct γ emission or by internal conversion,
in which the decay energy Et

exc is transferred to a shell electron via Coulomb in-
teraction. If the binding energy Es

b of the electron in shell s is smaller than the
transferred energy, the electron is emitted with a net kinetic energy of

Et,s
kin = Et

exc − Es
b ,

neglecting the recoil energies of γ and electron emission. Resulting from this behav-
ior, line groups corresponding to the respective transition with energies according
to the electrons’ emission shell form the 83mKr decay spectrum. [Vén+18b; Mac21]
The typical terminology is Shellsubshell-Transition, for example L1-9.4.
The 9.4 keV transition is energetically significantly below the tritium endpoint, resid-
ual tritium contamination in the WGTS leads therefore to large background rates
during the measurements. We thus focus on the 32 keV transition in the following
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scope of the work. For better readability, we skip the transition in the line termi-
nology from now on, for example the K-32 conversion line is simply denoted as K
conversion line in the following.

The differential line shape of the conversion electrons is a Lorentzian energy distri-
bution

L(E,A,E0,Γ) = A

π

Γ/2
(E − E0)2 + Γ2/4

,

with normalization A, line position E0 and line width Γ [Alt+20]. To account for
distortion or inhomogeneities of the energy scale, for example the thermal Doppler
broadening, the Lorentzian can be convolved with a Gaussian kernel G with width
σg and centroid of zero [Alt+20; Mac21]

G(E, σg) = 1√
2πσ2

g

e
− E

2

2σ2
g .

The resulting line shape is a so-called Voigt profile V (E,A,E0,Γ) [Alt+20]. The
integral 83mKr spectrum of a single conversion line at the FPD is calculated as the
convolution of the transmission function T (E, qU) of the Main Spectrometer (see
equation 3.9) with the Voigt profile, leading to [Alt+20]

I(qU,A,E0,Γ) =
∫ ∞
qU

V (E,A,E0,Γ) · T (E, qU) dE. (5.11)

All following 83mKr analyses are based on the 83mKr implementation in the SSC
software package as described in references [Mac16; Mac21]. The calculated differ-
ential and integral line shape of the K line is shown in figure 5.16. The input line
parameters for the calculation are the line position E0 = 17 821.2 eV and line width
Γ = 2.71 eV, based on the values stated in reference [Vén+18b]. We choose the
beam line magnets to be at nominal field, the magnetic field in the analyzing plane
to Bana = 200µT, and included the thermal Doppler broadening via the Gaussian
kernel with width 41 meV (according to the formula stated in reference [Alt+20])
for the calculation of the integral spectrum.

In the thesis at hand, we use the properties of the 83mKr conversion electron lines in
combination with the 83mKr SSC implementation to measure the retarding potential
shape and the magnetic field in the analyzing plane.

5.4.2. Retarding Potential Measurements

Using the applied Main Spectrometer vessel voltage qU = q(Uv + Uie) as energy
scale, the measured 83mKr line position is

E0 = Et,s
kin + (Φsrc + Vstart − Φms)− qUpd, (5.12)

with the source and Main Spectrometer work functions Φsrc and Φms, the electron
starting potential Vstart in the source, and the potential depression qUpd.
The density of non-radioactive carrier gas inside the WGTS beam tube during the
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Figure 5.16.: Differential 83mKr K line spectrum L (upper graph) and integral
spectrum I (lower graph) over the electron energy E. The calcula-
tion for the differential spectrum uses as line position E0 = 17.824 keV,
and for the natural line width Γ = 2.7 eV. For the calculation of the in-
tegral spectrum, a Gaussian energy smearing according to the expected
thermal Doppler broadening and a magnetic field in the analyzing plane
of 200µT are assumed.

measurement was only 5 % of nominal tritium density in neutrino mass measure-
ments. As the column density of the carrier gas was comparably small, also the
overall 83mKr decay activity was small in the WGTS beam tube. The nominal
configuration for neutrino mass measurements leads to a tritium decay activity on
the order of 1011 Bq, during the 83mKr measurement the activity was limited to
(2.3± 0.3)× 105 Bq [Mar20b]. By the choice of gas mixture and the limited activity
in the beam tube, we reduced the risk of WGTS starting potential inhomogeneities
due to plasma effects, as the amount of ions and electrons in the WGTS beam tube
was rather small. We therefore expect, that the the electron starting potential is to
first-order approximation radially constant.
The work function of the Main Spectrometer has the same impact for all positions
in the analyzing plane on the sensitivity level that is reached with 83mKr measure-
ments (see section 5.3.1). Similarly, we also expect that the impact of the source
work function on the potential inside the WGTS is homogeneous for all positions on
the given sensitivity level.
The absolute values of both work functions at the time of the measurements as
well as the electron starting potential are not precisely known. Similar to the e-gun
potential measurements, 83mKr measurements can consequently only provide a cross-
check of the shape of the retarding potential in the analyzing plane. A determination
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of the absolute retarding potential is thus not possible with 83mKr measurements.
We choose to use the 83mKr K conversion line for retarding potential measurements,
as it features strong intensity and therefore enables a pixel-wise analysis. Addition-
ally, it is located only 750 eV below the tritium endpoint which is obviously the
energy range of interest. A measurement of the magnetic field strength in the ana-
lyzing plane is not trivially possible with K line decay electrons, as the line width
of Γ ≈ 2.7 eV is similar to the energy resolution of the Main Spectrometer of 1 eV
or larger. Without exact knowledge on the line width, we cannot draw conclusions
on the magnetic field strength. As the line width as measured at the FPD depends
on several experimental properties that are not precisely known for the WGTS con-
ditions, we cannot just use the literature value as stated for example in reference
[Vén+18b] as input for the analysis.

The retarding potential was varied in the range from 17819 eV to 17850 eV for the
retarding potential measurement in the analyzing plane with the K line. The scan
steps near the line position were 0.5 eV apart. Further away from the line position,
the distance increased up to 1 eV. Additionally, one scan step with 10 eV distance
to the next step was added at larger retarding potential for energy-dependent back-
ground investigations (see also figure 5.17). Although the integral spectrum was also
measured at energies smaller than 17819 eV, they are excluded from the analysis due
to the appearance of satellite lines [Mac21].
We do not take any scattering of 83mKr conversion electrons with carrier gas into
account in the following analysis. Measurements with the e-gun [Rod20] indicate,
that roughly 90 % of the 83mKr conversion electrons leave the source without under-
going inelastic scattering. Inelastically scattered electrons lose at least 8 eV energy
[Rod20] and consequently do not contribute to the investigated analysis window.
The beamline magnets operate at nominal field during the 83mKr measurement.
The Main Spectrometer is configured to a magnetic field in the analyzing plane of
Bana = 270µT, as this setting features the best energy resolution of possible field
setups that guide the complete magnetic flux tube through the spectrometer without
collisions. The elevated Main Spectrometer background due to the chosen setting is
of no concern in this measurement, as the gaseous 83mKr source produces high rates
per pixel. Furthermore, the β-decay electrons from the rear wall are as background
many orders of magnitude larger than the spectrometer background.
To calculate the integral 83mKr spectrum, the magnetic field settings relevant for the
MAC-E filter properties need to be considered in the calculation. As input, we use
the simulated fields as stated in the period summary, knowing that they are subject
to uncertainties. We therefore include the parameters for analyzing plane, PCH,
and source magnetic field in the fit with the pull-term method to account for their
uncertainties. The width of the penalty term for the magnetic field in the analyzing
plane is 5µT according to section 5.2.3, the one for the PCH field is 4 mT (see sec-
tion 4.1.1), and the one for the source field 6 mT (see section 4.2.5). As consequence
of the pull-term method, the transmission function depends now on the magnetic
fields as fit parameters T (E,U)→ T ′(E,U,Bana, Bpch, Bsrc). Consequently, also the
integral spectrum changes to I(qU,A,E0,Γ)→ I ′(qU,A,E0,Γ, Bana, Bpch, Bsrc).
As the 83mKr measurement takes place below the tritium endpoint, we face energy-
dependent background by the β-decay electrons from the rear wall. Therefore, an
energy-dependent background Rbg(E) is included in the fit model. Dedicated mea-
surements without 83mKr in the source show that the energy dependence of the
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Figure 5.17.: Measured integral spectrum (blue) of the 83mKr K line and the best-
fit model (orange) over the applied retarding potential qU . The
best-fit residuals are shown in the lower graph. The shown spectrum is
recorded at a central bulls-eye pixel, the total net-measurement time
is 12 hours.

background at E = 17.8 keV is well described with a linear model for the 30 eV-wide
analysis window. The slope of the background model as well as the constant offset
are treated as free fit parameters in the likelihood optimization.
The uncertainty on the measured rate in each scan step is estimated by assuming
that the count rates follow a normal distribution. We perform a pixel-wise analy-
sis for each of the 125 active FPD pixels which means that the data measured on
each pixel is analyzed independently of the other pixels. The calculated potential
depression from the period summary is not included into the analysis to facilitate
the direct comparison to the simulation. The presented measured line positions in
the following therefore correspond to the line position as defined in equation 5.12.

The measured count rates and the best-fit model for a central FPD pixel is shown
in figure 5.17. The normalized χ2 = 1.1 corresponds to a good p-value of 33.7 %,
the best-fit model describes the measured rate without residual structure. The line
position is determined to E0 = (17 826.43± 0.01) eV.
The same fit is repeated for each of the active 125 FPD pixels. The overall fit statistic
seems to be good. Only six of the 125 performed fits show a p-value of less than 5 %,
indicating that the model generally describes well the data at the present uncertainty
level. The measured K line positions for all active FPD pixels are visualized in figure
5.18 in the FPD projection. The uncertainty on the determined line position is on the
order of 12 meV for an individual pixel. The line position varies over the whole FPD
by 0.5 eV. The measured line position is larger at the center of the detector. This
indicates a stronger potential depression at the Main Spectrometer center compared
to larger flux tube radii, assuming a radially constant source work function (see
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Figure 5.18.: Measured K line position E0 minus the literature value E0,lit at the
125 active FPD pixels, shown in the FPD projection. We use as
literature value E0,lit = 17 824.2 eV [Vén+18b], the uncertainty on the
measured line position is 12 meV. The measured line positions nicely
reproduce the expected shape from the simulation for the retarding
potential in the analyzing plane.

equation 5.12). A detailed comparison and discussion of the line position shape to
e-gun measurements and Kassiopeia simulations is given in section 5.5.1.

5.4.3. Magnetic Field Measurements

The N shell is the outer-most occupied shell in the electric configuration of neutral
83mKr atoms. The vacancy caused by electron emission from the N shell can there-
fore only be resolved by neutralization via scattering processes. As the gas density
in the WGTS is small, the process of electron N line emission in combination with
a scattering process is not likely. We therefore expect the vacancy of the N shell
to be long-lived, leading to a narrow natural line width. In the analysis of former
KATRIN characterization measurements, it was sufficient to approximate the N con-
version line by a δ-function. [Alt+20]
This narrow natural line width makes the line doublet N2,3 an excellent tool for mag-
netic field investigations. As shown in figure 5.19, the width of the integral spectrum
is dominated by the spectrometer resolution, given by the magnetic field strength
in the analyzing plane. Additionally, further effects can easily be investigated with
the line doublet, for example the energy scale smearing, as it smears out the sharp
transmission function (also shown in figure 5.19). In this work, we therefore use
measurements with conversion electrons of the N2,3 line doublet to investigate the
magnetic field strength in the analyzing plane.
One disadvantage of N2,3 line doublet measurements is their line position of around
32 keV. The line position is significantly larger than the tritium endpoint, the re-
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Figure 5.19.: Calculated differential N2,3 line double spectrum L (upper graph)
and integral spectrum I (lower graph) over the electron energy E.
As shown by the calculations for the integral spectrum with different
settings, it is evident that the width of the integral spectrum is dom-
inated by the magnetic field strength Bana in the analyzing plane and
the shape by the energy broadening σg.

tarding potential in the Main Spectrometer therefore also needs to be significantly
stronger than in neutrino mass measurements. Effects that are not that precisely
investigated for this energy scale, for example non-adiabatic transport in the Main
Spectrometer, could hinder the direct comparison of the potential shape measured in
the N2,3 analysis to the retarding potential shape applied in neutrino mass measure-
ments. Another disadvantage is the small line intensity, given by the fact that the N
shell is the outer-most shell. Internal conversion with subsequent electron emission
from the K shell happens 30 times more frequently than the emission from the N2
or N3 line [Vén+18b]. Therefore, N line measurements either require a strong 83mKr
source or a longer measurement time.

However, the intensity of the 83mKr source for the following study did not signifi-
cantly differ from the above-described K line measurements to investigate the shape
of the retarding potential. The measurement time was limited to eight hours for this
measurement. A pixel-wise fit is therefore not possible, due to the small acquired
statistics. A. Lokhov and C. Weinheimer propose to combine the data via a stacking
approach. The 125 active FPD pixels are grouped in segments, so-called patches.
All pixels in a patch feature similar transmission function properties [LW20], for ex-
ample the same retarding potential in the Main Spectrometer. In a perfectly aligned
KATRIN experiment, the patches would be equal to the concentric FPD wafer rings.
Due to the realistic complex alignment of the experiment, the FPD pixels are sorted
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Figure 5.20.: Grouping of the active 125 FPD pixels into 14 patches for the N2,3 line
doublet analysis, based on similar transmission properties measured
with the 83mKr K line. The patches 0 to 12 contain nine pixels each,
patch 13 contains eight pixels. Patch 0 is located at the center of the
FPD.

according to the fitted K line position (see figure 5.18), assuming that there are no
radial starting potentials in the source for the 83mKr conversion electrons.
The 125 active pixels are grouped in 14 patches, each patch containing eight to nine
pixels. The locations of the individual patches on the FPD are shown in figure 5.20.
The K line position spread within one patch as indicator for the patch-wise potential
spread is between 11 and 30 meV for the 2.7 G setting.

A new strategy was tested for the N2,3 line doublet measurement to reduce the dead
time during high voltage changes. In the nominal operational mode of KATRIN, the
high voltage in the Main Spectrometer is changed by adapting the vessel voltage,
while keeping the potential difference between inner electrodes and vessel constant.
However, the vessel power supply needs several seconds to accurately set and stabilize
the voltage after a change. This causes up to 40 % dead time in 83mKr measurements.
An idea to bypass this problem is to use the inner electrode system to adapt the
retarding potential. The difference between the electrodes and the vessel is fixed at
200 V in the nominal setting. 83mKr measurements normally require only a narrow
energy range on the order of ten eV. The inner electrodes can also produce this po-
tential change, while the vessel voltage stays constant. To further maximize the live
time in the measurement, the typical scan steps in the measurements are replaced by
a continuous ramp. The inner electrodes continuously change their potential with a
ramping speed of 0.03 V/s in the range from 195 to 205 V during the measurement
analyzed in the following. The continuous ramp is then binned for the analysis in
bins of one second acquisition time. [Rod21b] The applied retarding potential, as
well as the measured rate, is averaged over this one second and translated into a
pseudo scan step-wise run summary for analysis [Eno21b]. This procedure enables
nearly 100 % live time during the measurement. The inner electrode ramping in-
troduces systematic effects that differ from the ones of the nominal vessel-ramping
mode, as discussed in the following. Although we correct for the systematic effects,
it is possible that unknown systematic effects bias the measurement results. There-
fore, the following results should be understood as a test of principle until they are
confirmed by measurements with the vessel ramping mode. Measurements of the
N2,3 line doublet with the vessel ramping mode have been conducted in the second
half of 2021, first analysis results of these measurements are expected for early 2022.
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The continuously changing inner electrode offset continuously alters the potential
depression in the Main Spectrometer during the measurement [Fen21]. This is not
the case for the nominal vessel ramping, in that case the potential depression stays
constant. An unrecognized potential depression change leads to an effective stretch-
ing of the energy axis between true and assumed retarding potential in the Main
Spectrometer. Unrecognized stretching effects of the energy axis are in particular for
this analysis dangerous, as the measurement goal is to determine the width of the
integral spectrum for the analysis of the magnetic field in the analyzing plane. To in-
vestigate the effect of the changing potential depression, three period summaries are
calculated [Beh21]. The vessel voltage is fixed at −31 938 V for the calculation, the
retarding potential in the analyzing plane is calculated for 195 V, 200 V, and 205 V
difference between inner electrode and vessel. The simulation predicts a change of
4.96 eV in the retarding potential if the inner electrode potential is varied by 5 V.
This change is constant for all pixels to first-order approximation. We therefore scale
the energy axis to correct for this value with respect to the central inner electrode
offset of 200 V by using the linear model as implemented in the KaFit framework by
M. Machatschek.

The model to describe the measured data in each patch comprises two Lorentzian
distributions, an energy smearing, the magnetic field strengths as part of the trans-
mission function and a constant background.
The two Lorentzian distributions describe the differential shape of the two N lines.
The limited measurement statistics in combination with the finite Main Spectro-
meter resolution does not allow extracting the N line widths from the fit. Therefore,
a penalty term, based on our best knowledge, is applied in the likelihood. Vénos et
al. state, that the N2 and N3 line widths are 30 meV [Vén+18b], based on measure-
ments of the M4,5N2,3 Auger spectrum of 83mKr [Aks+77]. However, the conversion
line width of the N2,3 line doublet is influenced by the deexcitation mechanism of
the ionized 83mKr atom, and thus by the atom’s surroundings. Since the 83mKr is in
a gaseous state and very dilute during the measurement, deexcitation of the atom
is infrequent. We therefore expect smaller line widths than 30 meV, leading to a
conservative Gaussian-shaped penalty term with mean and width of 15 meV in the
likelihood function. Performed studies indicate that the chosen penalty term does
not significantly influence the determined magnetic field strength in the analyzing
plane as parameter of interest in this study. The normalization and position of the
Lorentzian describing the N3 conversion line are expressed in the model relative to
the N2 Lorentzian to facilitate the comparison to external measurements, for exam-
ple the one from optical spectroscopy [Vén+18a].
Several effects disturb the energy scale in this measurement, on which the N line is
sensitive due to its small line width. By summarizing several pixels into patches, an
energy broadening of up to 30 meV is introduced due to the potential inhomogeneity
in the Main Spectrometer. The thermal Doppler broadening is expected to be on the
order of 55 meV for the N line and 80 K source temperature [Alt+20]. Additionally,
a time synchronization problem between the detector and the high-voltage system
caused a time delay on the second-level between the timestamps of the measured rate
and the timestamps of the voltage readback of the inner electrode system [Rod21b].
This leads to a slightly shifted energy scale for up-scans with respect to down-scans
in the continuous ramping mode. By applying the stacking procedure to combine
the up- and down-scans, the time delay causes another energy smearing. Due to the
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several effects that can only roughly be estimated, we decide to treat the width of
the Gaussian kernel σ2

g as free fit parameter in the study.
The three magnetic fields in the transmission function are the one in the analyzing
plane, the source, and the PCH field. The source and PCH magnetic field are well-
known from simulations, we therefore include them with the pull-term method as
systematic uncertainties in the fit. The magnetic field in the analyzing plane is as
parameter of interest a free fit parameter. The eLFCS is set to the 2.7 G configura-
tion for this measurement, since one of the measurement’s goals is a high-resolution
spectroscopy of the N2,3 line doublet without collision of the flux tube with the Main
Spectrometer vessel.
The model comprises in addition to the integral line spectrum a constant back-
ground. It is motivated by the Main Spectrometer background as well as the rare
direct 83mKr decay directly to the ground state, without the intermediate state. This
direct decay produces electrons with energies of around 41 keV.

The model fit to the measured data in the likelihood optimization comprises in total
eleven free fit parameters, four of them are constrained by a penalty term. The fit is
performed individually for each patch. Due to the low count rate in the individual
scan steps in the background region, we assume that the observed number of counts
follows a Poisson distribution. Similar to the 83mKr potential measurements, it is
not necessary to consider the scattering of 83mKr conversion electrons off carrier gas
in the WGTS in the analysis due to the small WGTS column density and the narrow
analysis window.
The first minimization is performed with Minuit2 as implemented in the KaFit
framework. Afterwards, we use the MCMC affine-invariant ensemble sampler emcee
for detailed uncertainty and correlation analysis.

The data of the N2,3 measurement as well as the best-fit model for patch 0 is shown
in figure 5.21. Patch 0 is located at the center of the analyzing plane. The best-fit
model describes well the measured rates at the individual scan steps, as indicated
by the decent normalized χ2 = 1.1 and no visible structure in the residual plot.
The best-fit estimates on the line widths are approximately (15± 15) meV and thus
do follow the penalty term. The measured line position distance between N2 and
N3 is (0.65± 0.01) eV and in agreement with the results from optical spectroscopy
measurements, that determined a line distance of (0.6701± 0.0001) eV [Vén+18a].
The best-fit energy broadening yields σg = (129± 13) meV and is larger than the
thermal broadening or the stacking procedure of pixels into patches. The energy
broadening is significantly reduced if only up- or down-scans are analyzed, in that
case the analysis results in (69± 9) meV. This estimate is consistent with the ex-
pected broadening due to the thermal Doppler effect and potential variations in the
analyzing plane within one patch. The major part of the energy broadening in the
stacked analysis is consequently caused by stacking the up- and down-scans with the
shifted energy scales due to the time synchronization problems of the high-voltage
system.
The best-fit model yields for the parameter of interest, the magnetic field strength in
the analyzing plane, a precise result of Bana = (262± 1)µT in patch 0. The obtained
uncertainty is dominated by the limited statistics, the systematic contributions due
to source and PCH magnetic field are minor. However, the fit uncertainty does not
yet contain an uncertainty estimation on the changing potential depression due to
the non-constant inner electrode offset. The effect, that stretches the energy scale, is
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Figure 5.21.: Measured integral spectrum of the 83mKr N2,3 line doublet and the
best-fit model as function of the applied retarding potential qU .
Shown is the measured spectrum at the central patch 0. Results of
best fit and discussion of findings given in main text.

estimated by simulations to 80 meV for the whole analysis range. We conservatively
estimate the error on this effect by assuming a 10 % systematic uncertainty. The
impact on the uncertainty of the magnetic field strength in the analyzing plane is
then calculated by employing the equation for the energy resolution of the MAC-E
filter

∆E = Bana

Bpch
· E, (5.13)

with ∆E being the energy resolution and E the kinetic energy of the decay elec-
trons. The 80 meV uncertainty on the energy scale is interpreted as an uncertainty
on the energy resolution. By transforming equation 5.13, this uncertainty can be
propagated to the analyzing plane, leading to ∆Bana,sys = 1µT. Consequently,
the experimental result for the magnetic field in the analyzing plane for patch 0 is
Bana = (262± 2)µT.
The correlation matrix of the free fit parameters in the N2,3 analysis is shown for
patch 0 in figure 5.22. The correlation between the magnetic field in the analyzing
plane and the source as well as the PCH field is weak with |ρ| < 0.3 as correlation
coefficient. The correlation of the magnetic field with the squared energy broad-
ening yields ρ = −0.25 and is therefore also rather weak. The only fit parameters
that have a strong correlation with the magnetic field in the analyzing plane are the
position of the N2 line and the distance between N2 and N3.

An overview of the relevant fit results for all patches in the 2.7 G measurement
is given in the upper part of table 5.2. The normalized χ2 for each minimization
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Figure 5.22.: Correlation matrix of the N2,3 line doublet analysis for patch 0, as
found by the emcee sampler. The magnetic field in the analyzing plane
as parameter of interest shows only little absolute correlations to the
other fit parameters, except for the absolute N2 line position E0,N2 and
the distance dN2N3 between N2 and N3 line.

is well distributed around the expectation value 1, indicating a good agreement
between data and best-fit model. The fit results for the magnetic field strength
in the analyzing plane show precise values with uncertainties on the 2µT level. If
these results were used for neutrino mass analyses in a 2.7 G setting, the resulting
systematic neutrino mass uncertainty contribution due to the uncertainty on the
magnetic field in the analyzing plane was ∆m2

ν,sys = 4× 10−3 eV2. The spatial
evolution of the field indicates a larger field at the central patch 0, that decreases
towards patch 5 and then increases again to the outer-most patch 14. A detailed
comparison to the simulated magnetic field takes place in section 5.5.2. The fit
result for the squared energy broadening seems to be rather constant with a slight
increase towards the outer patches. We expect the behavior to be constant because
the energy broadening is dominated by the stacking of the up- and down scans.
The measured line position decreases from the inner- to the outer-most patch by
approximately 450 meV. This decrease is expected as it follows the shape of the
potential depression in the analyzing plane, that is not corrected for in the analysis.

The measurement of the N2,3 line doublet is repeated with the 1 G configuration
of the magnetic field in the analyzing plane, which features an even better energy
resolution than the 2.7 G configuration. As the analysis procedure is exactly the same
as for the 2.7 G measurement, we directly discuss the results. The 1 G setting only
allows us to analyze the four inner-most patches, as the outer part of the magnetic
flux tube collides in this setting with the Main Spectrometer vessel, leading to a
shadowing of the outer FPD pixels. The relevant best-fit parameters of the 1 G
analysis are summarized in the lower part of table 5.2. The normalized χ2 of the
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Table 5.2.: Best-fit results for the N2,3 line doublet measurements in the 2.7 G
and 1 G settings. In the 2.7 G setting, the whole cross section of the
flux tube of decay electrons is transported to the FPD and therefore all
14 patches are illuminated. Due to collisions of the flux tube with the
vessel as consequence of the radial expansion in the 1 G setting, only the
four inner-most patches can be used for the analysis of 83mKr conversion
electrons.

Setting Patch norm. χ2 Bana (µT) σ2
g

(
×10−3 eV2

)
E0,N2 (eV)

2.7 G

0 1.08 262± 2 17± 1 32138.87± 0.02
1 1.01 261± 2 13± 1 32138.81± 0.02
2 1.03 259± 2 15± 1 32138.77± 0.02
3 1.06 260± 2 16± 1 32138.75± 0.02
4 1.18 258± 2 16± 1 32138.69± 0.02
5 0.92 255± 2 18± 1 32138.63± 0.02
6 1.03 261± 2 15± 1 32138.64± 0.02
7 0.87 259± 2 17± 1 32138.59± 0.02
8 1.03 260± 2 17± 2 32138.57± 0.02
9 0.97 260± 2 15± 2 32138.54± 0.02
10 1.03 263± 2 18± 2 32138.54± 0.02
11 1.05 263± 1 20± 2 32138.48± 0.02
12 1.07 262± 2 23± 2 32138.45± 0.02
13 1.08 265± 1 19± 2 32138.41± 0.02

1 G

0 1.07 98± 2 15± 1 32138.823± 0.007
1 0.89 96± 2 16± 1 32138.705± 0.007
2 1.04 92± 2 20± 1 32138.584± 0.006
3 1.04 96± 2 18± 1 32138.514± 0.007

fits is distributed around the expectation value of 1, and the fit residuals do not
show any structure indicating good agreement between model and data. Similarly
to the 2.7 G measurement, also the 1 G analysis yields a precise estimate on the
magnetic field strength in the analyzing plane with uncertainties on the 2µT-level.
This uncertainty comprises the statistical uncertainty from the fit result as well as
the systematic contribution from the ramping mode from the inner electrode system.
A detailed comparison of the measured magnetic field in the analyzing plane to the
simulation expectation for the 1 G setting is stated in 5.5.2. We expect the energy
broadening to be constant and similar to the 2.7 G result, as it is dominated by the
stacking of the up- and down scans with the time synchronization problem of the
high-voltage readback. The expectations are met, the broadening is on the same level
and it tends to increase towards the outer patches, similar to the 2.7 G result. The
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152 5. Characterization of the Nominal Analyzing Plane

best-fit for the N2 line position features a significantly smaller uncertainty compared
to the 2.7 G measurement. This is related to the improved energy resolution of the
1 G setting compared to the 2.7 G setting. The line position decreases from the
central to the outer patch because of the shape of the potential depression in the
analyzing plane.

In summary, a high-precision measurement of the magnetic field strength in the an-
alyzing plane of the 1 G and the 2.7 G setting was achieved in this thesis using decay
electrons from the N2,3 line doublet. Furthermore, the results can be considered to
be robust, since correlations to other free fit parameters in the analysis are moderate.
Measurements with a high-intensity 83mKr source have been performed in the second
half of 2021, first analysis results are expected in early 2022. These measurements
will enable us a pixel-wise determination of the magnetic field strength of the 1 G,
2.7 G, and 6 G setting. Additionally, these measurements have been performed with
the nominal vessel ramping mode to avoid the high-voltage time synchronization
problem as well as further unknown systematic effects of the ramping mode with the
inner electrode system. It is expect that these measurements significantly reduce the
systematic neutrino mass uncertainty due to the uncertainty of the magnetic field
in the analyzing plane on the 6 G setting.

5.5. Comparison and Summary

In this thesis, we have characterized the electromagnetic fields of the nominal analyz-
ing plane via three complementary approaches: via numerical simulations as default
input for neutrino mass analyses, with the e-gun, and with 83mKr measurements.
Each of the three methods is influenced by different systematic uncertainties. The
following sections contain a comparison of the methods’ results with regard to the
retarding potential and the magnetic field.

5.5.1. Retarding Potential

The retarding potential simulation qUsim with Kassiopeia takes into account the
vessel voltage, inner electrode offset, as well as the potential depression

qUsim = q(Uv + Uie + Upd). (5.14)

The work function Φms of the Main Spectrometer is not taken into account in the
simulation, as its absolute value and its time evolution are not precisely known. It
is important to add that the simulation depends on the accuracy of the magnetic
field simulation and the global alignment of beamline elements between FPD and
analyzing plane, since the FPD projection into the analyzing plane depends on these
parameters.
The potential edge Φpe measured in transmission function measurements with the
e-gun comprises the potential depression, the work function of the Main Spectro-
meter, and the e-gun work function Φe-gun

Φpe = −qUpd + Φe-gun − Φms. (5.15)
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Figure 5.23.: Comparison of the measured e-gun potential edge Φpe with the simu-
lated potential depression qUpd. The comparison for the 6 G measure-
ment is shown in the left plot, the comparison for the measurement in
the 2.7 G configuration in the right plot. The uncertainty on the com-
parison is 7 meV (central pixels) to 8 meV (outer pixels) for the 6 G
measurement and 10 meV to 20 meV for the 2.7 G.

Similarly, the 83mKr line position measurement E0 is also sensitive on the potential
depression and the Main Spectrometer work function, but also to the source work
function Φsrc and the starting potential Vstart in the WGTS

E0 = Et,s
kin + (Φsrc + Vstart − Φms)− qUpd, (5.16)

with Et,s
kin being the constant offset given by the net kinetic energy of the electron

after the emission in the 83mKr decay.

Despite the sensitivity to different quantities of the three approaches, we try to put
them into context in the following section.

Comparison of Simulation, E-Gun, and Krypton K Line Measurements

As a first step, we compare the simulated potential depression with the measured
potential edge by the e-gun. The e-gun work function is independent of the location
in the analyzing plane and therefore also independent of the FPD pixel at which
the transmission function is measured. R. Sack measured the absolute value of the
e-gun work function to Φe-gun = (4.43± 0.01) eV [Sac20]. The Main Spectrometer
work function was estimated to Φms ≈ 4 eV [Beh21], and is also the same for all
detector pixels. However, it has to be noted that the absolute determination of the
work function of the Main Spectrometer is strongly dependent on potential simula-
tions [Beh16]. Based on these assumptions, a subtraction of the simulated potential
depression from the measured potential edges at the individual FPD pixels should
result in a constant offset, if the potential depression in the analyzing plane is cal-
culated correctly for each pixel. The constant offset should then be on the order of
Φe-gun − Φms ≈ 0.4 eV.
The comparison of the 6 G and 2.7 G potential edge measurement with the e-gun
(see section 5.3.3) to the simulation is shown in figure 5.23, visualized in the FPD
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154 5. Characterization of the Nominal Analyzing Plane

projection. Two components constitute the total uncertainty of the comparison.
The first component is given by the uncertainty of the e-gun measurement, com-
prising the statistical uncertainty as well as the systematic uncertainty stemming,
inter alia, from the uncertainty on the mean pitch angle of the e-gun electrons. The
second component is given by the simulated potential variation over the investigated
pixel in the analyzing plane, as the exact position of the e-gun electron beam within
the pixel is not known in the measurement. This results in a total uncertainty of
7 meV for the central pixels and 8 meV for the outer-most measured pixels in the
6 G setting, the uncertainty from the e-gun measurement is the dominant error. For
the comparison in the 2.7 G setting, the uncertainty from intra-pixel inhomogeneity
is dominant due to the large radius of the analyzing plane in the Main Spectro-
meter. The statistical uncertainty on the measured potential edge is only 3 meV,
the intra-pixel variations of the potential are between 9 meV for the central pixels
up to 20 meV for the outer-most pixels. The total uncertainty in the comparison of
e-gun measurement to simulation in the 2.7 G setting is thus in the range of 10 meV
to 20 meV, depending on the investigated pixel.
The first remarkable property revealed in the comparison of simulation to measure-
ment is that neither the 6 G nor the 2.7 G measurement have a constant offset to
the simulation. The spread of the determined differences between simulation and
potential edge for the 14 measured transmission functions in the 6 G setting are
11 meV. This is larger than expected for the estimated uncertainty of 7 meV. This
discrepancy is even more pronounced for the 2.7 G measurement. The spread for
the 16 determined potential edges is 74 meV, while the spread expectation value
is 10 meV to 20 meV. Comparing the FPD projection of both settings, it becomes
evident that the difference between simulation and potential edge is not randomly
distributed over the detector, as we would expect it from statistical fluctuations.
Moreover, both settings tend to show a more positive difference on the lower half of
the detector compared to the upper half. We can therefore conclude that the dif-
ference between simulated potential depression and measured e-gun edge position is
not constant, but hints at a pattern that is not expected for an accurate simulation
of the potential depression.
The second remarkable feature in the comparison is the mean offset between sim-
ulated potential depression and e-gun edge position. The difference is in average
+183 meV for the 6 G measurement, compared to −175 meV for the 2.7 G configura-
tion. Firstly, both measurements deviate from the expectation value of 0.4 eV, point-
ing towards complications in the model-dependent estimation of the work function
of the Main Spectrometer. Secondly, the averaged difference significantly deviates
between both measurements. The time difference in between the two measurements
is roughly one year. The 6 G measurements were performed during KNM1 in June
2019, while the 2.7 G measurements were conducted before the start of KNM3 in
May 2020. Considering the definition of the e-gun potential edge (see equation 5.15),
the e-gun work function and the work function of the Main Spectrometer are possible
sources for the unequal average difference. The e-gun work function is regularly in-
vestigated in dedicated measurements and shows time-dependent effects of less than
50 meV [Sac20; Sac21a]. Thus, the major change is likely related to changes in the
work function of the Main Spectrometer. Commissioning measurements indicated
that a change in the work function of the Main Spectrometer on the order of few
hundred meV is possible due to changing vacuum conditions [Beh16]. During the 6 G
measurement the pressure in the vacuum pump port 1 was 1.0× 10−11 mbar, com-

154



5.5. Comparison and Summary 155

01

2 3

4
5

6
7

8

9
10

11

12
13

14

15

16

17

1819

20

21
22

23

24 25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

4243

44

45
46

47

48 49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

6667

68

69
70

71

72 73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

9091

92

93
94

95

96 97

98
99

100

101

102

103

104

10
5

10
6

10
7

108

109

110

111

112

113

114115

11
6

11
7

11
8

11
9

120 121

122

123

124

125

126

127

128

12
9

13
0

13
1

132

133

134

135

136

137

138139

14
0

14
1

14
2

14
3

144 145

146

147

−100

−50

0

50

100

E
0
−
|qU

p
d
|+

C
(m

eV
)

Figure 5.24.: Comparison of the measured line position E0 to the simulated po-
tential depression qUpd plus a constant offset C. The constant offset
comprises C = Et,s

kin + Φsrc −Φms = 17 824.1 keV and is close to the lit-
erature value for the K line position of (17 824.2± 0.1) keV [Vén+18b].
The uncertainty on the comparison is 12 meV on an individual pixel.

pared to 7.1× 10−11 mbar during the 2.7 G measurement. Additionally, the Main
Spectrometer was baked-out between both measurements, causing a desorption of
hydrogen from the inner walls of the Main Spectrometer and thus a change of the
surface properties. Consequently, the different pressures and deviating surface prop-
erties between both measurements are likely reasons to cause the discrepancy in the
mean difference between the two measurements. Another reason for the discrepancy
in the averaged differences could be an inaccuracy in the potential simulation. The
6 G measurement was performed with the goal to investigate the neutrino mass con-
figuration. Therefore, the offset of the steep cones of the inner electrode system near
the entrance and exit of the Main Spectrometer was set to +40 V (see also table
B.3). The goal of the 2.7 G measurement was to validate the simulation input for
83mKr measurements, the offset of the steep cones was consequently set to the 83mKr
value of +130 V during the measurement. The steep cones influence the retarding
potential in the analyzing plane on the order of 400 meV. An inaccurate considera-
tion of the steep cones in the simulation could partly contribute to the discrepancy
in the averaged differences of the 2.7 G and 6 G comparison.

83mKr conversion line position measurements enable a comparison of the measured
to the simulated potential with high spatial resolution, since all FPD pixels are
illuminated at once. The K line is an appropriate tool for this comparison, due to
its kinetic energy of 17.8 keV close to the molecular tritium endpoint. As shown in
the pixel-wise analysis in section 5.4.2, the uncertainty on the measured line position
in an individual pixel is 12 meV if all systematic uncertainties are taken into account.
The line position on the pixels in the analyzing plane depends on the work function
of the Main Spectrometer (see equation 5.16). A constant offset for all pixels is
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156 5. Characterization of the Nominal Analyzing Plane

introduced relative to the simulated potential by the net kinetic energy Et,s
kin of the

electrons after the emission in the 83mKr decay. We expect that the impact of the
source work function is constant over the whole cross section of the flux tube, similar
to the work function of the Main Spectrometer. Additionally, we assume that the
electron starting potential in the WGTS is also homogeneous in radial direction at
the 83mKr sensitivity level due to the choice of non-radioactive carrier gas for 83mKr
(see section 5.4.2.) Based on these assumptions, the simulated retarding potential
can be compared to the 83mKr measurements.
The comparison of the simulated retarding potential and the pixel-wise 83mKr K line
is shown in figure 5.24. The uncertainty of this comparison is solely given by the
12 meV uncertainty on the line position from the measurement. The uncertainty by
inner-pixel potential variations does not need to be considered in this comparison.
The 83mKr conversion electrons traverse the entire cross section of the area in the
analyzing plane corresponding to a certain FPD pixel and therefore average the
variations. The comparison of the line position to simulation indicates a dipole-like
structure in the FPD visualization with a significant peak-to-peak amplitude of more
than 200 meV. Pixels in the lower left quarter have a more positive reconstructed
line position compared to the ones in the upper right quarter. Source-related effects,
for example a radially and azimuthally dependent source work function or source
starting potential can be excluded as causes of this effect, as the e-gun 2.7 G potential
edge measurement reveals a similar dipole-like structure with a comparable peak-to-
peak amplitude. The most likely reason for this dipole-like structure is a misaligned
projection of the FPD in the analyzing plane in the Kassiopeia simulation compared
to reality, as discussed in the following section.

Implications for Kassiopeia Geometry Model

Simulations can reproduce a dipole-like structure, as found in the comparison of
measured 83mKr K line positions to simulated retarding potential in the analyzing
plane, by shifting the center of the analyzing plane in the Main Spectrometer versus
the simulation truth. As the dipole structure is shown by two complementary mea-
surement tools, namely e-gun and 83mKr measurements, it is likely that the found
dipole structure is caused by an inaccurate geometry in the Kassiopeia model. We
therefore attempt to use the results of the 83mKr and e-gun measurements to get a
hint on the source and size of the inaccurate misalignment in the Kassiopeia geom-
etry.
The calculation of the FPD projection in the analyzing plane depends basically on
the alignment of all beamline elements between the Main Spectrometer and the
FPD. Of course, the absolute position of the FPD is elementary for the correct ge-
ometry. Tilts and misalignments of the PCH and DET cryostats and coils as guiding
magnets can shift the FPD projection in radial direction. The Main Spectrometer
vessel produces the retarding potential, a radial misalignment of the spectrometer
with respect to the PCH, DET, and FPD can consequently also alter the calculated
retarding potential for the FPD projection.
The following analysis introduces a shift in radial direction on the position of the
simulated FPD projection in the Main Spectrometer to reduce the dipole structure
in the comparison of simulation to e-gun and 83mKr measurement. For this analysis,
we use the results of the K line as well as of the 2.7 G e-gun measurement, as they
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were taken with the same hardware setup. The 6 G measurement is not comparable
due to major hardware changes after KNM1 that affect the alignment, for example
the exchange of the FPD wafer. Additionally, the high-precision alignment result
from the Hall probe measurements of the PCH and DET alignment are used here
(see section 4.1.2), since it provides the best knowledge on these two crucial beamline
elements.

As a first step of the analysis, the retarding potential is simulated on more than 7000
positions in the analyzing plane, leading to a fine-grained potential map of the an-
alyzing plane [Beh21]. Exploring the FPD projection simulation (see section 3.3.9),
the central positions of the FPD pixels measured with the e-gun are determined in
the analyzing plane. Via linear interpolation of the potential map, we can calculate
the simulation expectation and compare it to the result of the e-gun potential edge.
This leads to a similar behavior as shown in the right plot of figure 5.23. We now
employ the potential map to introduce shifts in horizontal and vertical direction to
reduce the dipole structure.
We perform a χ2 minimization

S(δx, δy, C) =
∑
i

(Di −Mi(δx, δy, C))2

σ2
i

to infer the optimal shift of the potential map to suppress the dipole-like structure.
The results of the potential edge measurement with the e-gun is denoted as Di.
The model Mi(δx, δy, C) is given by the interpolation of the potential map to the
simulated location of the e-gun electron beam in the analyzing plane. The uncer-
tainty σi for the comparison is given by the uncertainty of the e-gun potential edge
measurement and the inner-pixel potential variations. The model contains as free
fit parameter a shift in horizontal direction δx, in vertical direction δy, and a con-
stant offset C that represents the difference between e-gun work function and work
function of the Main Spectrometer. The minimization of S(δx, δy, C) leads to the
best-fit values for the shifts

δx = (−66± 4) cm,
δy = (−22± 3) cm. (5.17)

According to the comparison of the potential map with the potential edge measure-
ment by the e-gun, the real FPD projection is shifted by 22 cm in horizontal and
66 cm in vertical direction compared to the Kassiopeia simulation.
The same method can be repeated for the comparison of the 83mKr K line positions
with the simulated potential map in the Main Spectrometer. This leads to consistent
results of the FPD projection shift in the analyzing plane of

δx = (−60± 1) cm,
δy = (−22.5± 0.9) cm.

To avoid circular arguments, we use in the following the central shift values from
the e-gun results, since the alignment correction shall be applied in future 83mKr
measurements. Another approach would be of course to derive the effective shift
parameters in a global analysis of 83mKr and e-gun data, assuming that the effective
shift is caused in both approaches by the same effect.
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158 5. Characterization of the Nominal Analyzing Plane

Based on the effective shift parameters derived with the e-gun (see equation 5.17), a
new period summary for the retarding potential and magnetic field strength in the
analyzing plane is calculated. This new period summary is compared to the e-gun
potential and 83mKr K line measurements in figure 5.25. Both plots indicate that the
peak-to-peak amplitude of the difference is markedly reduced with respect to figures
5.23 and 5.24. In the e-gun comparison (see left graph in figure 5.25), the spread of
the difference is reduced by more than a factor of two, from 74 meV to 30 meV, with
an average difference of −179 meV. Nevertheless, the spread is still larger than the
expectation value for statistical fluctuations in the range from 10 meV to 20 meV.
The dipole-like structure vanishes in the e-gun plot. Instead two pixels in the upper
right quarter of the projection with close spacial vicinity show largely different val-
ues. This effect could be a residue of the difference analysis, in which it is assumed
that the e-gun beam strikes the pixel in the center. However, it is possible that the
e-gun beam strikes in individual measurements the pixel not at the center but at
deviating position. The probability for this effect to happen increases towards larger
radii in the analyzing plane, as the pixels become more narrow in radial direction
with increasing radius. If the effect occurs that two pixels at large radii with close
vicinity are not struck in the center by the e-gun, an imprint similar to the one
observed is possible.
The dipole structure is also significantly reduced in the comparison of the 83mKr K
line position with the potential simulation based on the shifted period summary (see
right graph in figure 5.25). The overall difference spread is reduced from 67 meV
in the non-shifted simulations to 16 meV, and thus still slightly larger than the ex-
pectation value of 12 meV from statistical fluctuations. A small dipole structure
remains with positive differences on the right side of the FPD and negative dif-
ferences on the left side. However, so far we have not yet taken into account the
uncertainties on the effective shift parameters from the e-gun. To demonstrate the
impact of the uncertainties on the difference distribution on the FPD, the shift
procedure is also repeated for the 83mKr shift parameters that are compatible with
the e-gun parameters within the uncertainties. With the period summary based on
the 83mKr measurement, the dipole structure in the 83mKr K line position on the
FPD completely vanishes. The spread of line positions is with 13 meV in agreement
with the assumption of statistical fluctuations of 12 meV. We therefore recommend
to repeat the 2.7 G e-gun measurement with more measurement points to reduce
the uncertainty on the effective shift parameters. Another option would be the al-
ready mentioned combined analysis of 83mKr and e-gun measurements to improve
the precision, assuming that the reason for the effective shift is the same in both
measurements.
Nevertheless, we can conclude that the dipole structure is mostly caused by a shift
of the simulated FPD projection versus the true position in the Main Spectrometer.
After an effective correction, the dipole structure vanishes or is significantly sup-
pressed in both comparisons of simulated retarding potential to e-gun as well as
83mKr measurements. As a next step, it is important to assign this effective shift,
which is only valid for a 2.7 G setting in the analyzing plane, to the beamline element
that is most likely causing it.

As mentioned above, a shift of the simulated FPD projection versus the real position
in the analyzing plane can be caused by an inaccurate FPD position in the model.
Further sources for the simulation shift can be unrecognized shifts or tilts of the
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Figure 5.25.: Comparison of e-gun potential edge Φpe and 83mKr K line position
E0 to the simulated potential depression qUpd, after including the
effective shift in the Kassiopeia simulation. The dipole structure van-
ishes for the e-gun comparison and is significantly reduced for the 83mKr
comparison due to the applied effective shift on the simulation. Nev-
ertheless, deviations from the expected homogeneity remain.

PCH and DET cryostats and coils, as well as the position of the Main Spectrometer
vessel in the Kassiopeia geometry model.
The Main Spectrometer vessel is per definition well aligned with the KATRIN co-
ordinate system, as its center is the coordinate origin. A shift of the simulated
retarding potential versus the vessel is not realistic, as the well-known spectrometer
vessel produces the potential, and all vessel deformations are taken into account
in the simulation (see also reference [Cor14]). A non-accounted Main Spectrometer
misalignment in the simulation can therefore be excluded as reason for an inaccurate
simulated position of the FPD projection in the Main Spectrometer.
The alignment of the PCH and DET cryostat relative to the coordinate system
is thoroughly investigated with FaroARM® measurements. Additionally, the coil
alignments within the cryostats are precisely measured with the Hall probe method
(see section 4.1.2). We therefore expect, that the PCH and DET cryostat are cor-
rectly included in the Kassiopeia geometry model.
As discussed in section 4.1.2 based on the work by M. Deffert [Def17], the FPD
wafer position is the most-likely source for inaccurate alignment in the Kassiopeia
geometry model. Currently, there are no tools to precisely and accurately investi-
gate the FPD wafer position, as soon as the wafer is integrated into the beamline.
Additionally, further misalignment can come from the inhomogeneous cooling of
the post-acceleration electrode surrounding the wafer [Def17]. A translation of the
determined effective shift in equation 5.17 in the analyzing plane translates to an
effective shift at the FPD of approximately 6.5 mm, as investigated by J. Behrens
[BBM21]. A non-recognized misalignment on this order of magnitude is realistic for
the FPD wafer position in the final beamline setup. We therefore draw as a conclu-
sion, that the absolute FPD wafer position is the most-likely source of this wrong
FPD projection position in the analyzing plane.
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Based on a period summary in which the corrected FPD wafer position is included,
an analysis of 83mKr measurements in the 6 G setting is performed. The dipole struc-
ture in the line position vanishes with the updated 6 G period summary [BBM21].
This indicates that the correction of the FPD position in the simulation is correct, as
we can apply the 2.7 G-specific effective shift from equation 5.17 to a 6 G measure-
ment. Nevertheless, it is necessary to find methods to directly review the FPD wafer
position in the final beamline setup to test the findings of this alignment study.

Summary

In this thesis, we have shown that the complementary methods of e-gun potential
edge and 83mKr K line measurements to investigate the retarding potential in the
analyzing plane yield consistent results in the comparison to the Kassiopeia simula-
tion. Both methods show a dipole-like structure in the shape comparison in contrast
to the expectation of a constant offset.
We did find that the dipole-shaped structure can mostly be resolved by applying an
effective shift in radial direction on the simulated position of the FPD projection in
the analyzing plane. This indicates that the dipole structure is likely related to an
inaccurate geometry model used for Kassiopeia simulations. By combining results of
the work at hand, the effective shift can be traced back to the most-likely case of an
inaccurate FPD wafer position in the geometry model, leading to an improved un-
derstanding of the alignment in the KATRIN beamline. However, further methods
have to be applied to test the wafer alignment in the final KATRIN setup, indepen-
dently of the e-gun and 83mKr measurement.
Having applied the effective correction in the simulation, the mean offset between
simulated potential depression and measured e-gun edge yields −179 meV, which
does not agree with the expected difference of 400 meV due to the differences in e-gun
and Main Spectrometer work function. The deviation between the measured and
expected offset is likely related to the absolute determination of the work function
of the Main Spectrometer, since this depends on electrostatic simulations. Further
studies with the updated FPD position are recommended to test the impact of this
new geometry model on the estimated absolute value of the work function.

5.5.2. Magnetic Field

We presented in this chapter three tools that allow in principle to access the mag-
netic field strength in the analyzing plane inside the Main Spectrometer, namely
Kassiopeia simulations, the e-gun, and the 83mKr N2,3 line doublet. The e-gun can-
not be used in the current setup due to the non-reproducibility of the motor stepper
positions (see section 5.3.2), we therefore compare the findings of the 83mKr mea-
surements with the Kassiopeia simulation in the following. An additional possibility
to cross-check the Kassiopeia simulation is given by the comparison of simulation to
measurements with magnetic field sensors close to the analyzing plane.

Measurements of the absolute magnetic field strength with the 83mKr N2,3 line dou-
blet are performed for the 1 G and 2.7 G configuration in this work. The analysis
procedure is stated in section 5.4.3.
Due to the short measurement time of only few hours and the low intensity of the
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83mKr N2,3 line doublet, a pixel-wise analysis of the magnetic field strength in the an-
alyzing plane is not possible. The statistics are therefore combined by summarizing
the active FPD pixels in 14 segments based on similar transmission properties, the
so-called patches. With this analysis strategy, high-precision results of the magnetic
field strength in the analyzing plane with uncertainties on the order of 2µT are
achieved in the thesis at hand, improving the understanding of the Main Spectro-
meter transmission function.

The Kassiopeia simulation results for the analyzing plane are introduced and com-
pared to measurements with magnetic field sensors at the Main Spectrometer vessel
close to the analyzing plane in section 5.2.
As shown in section 5.2.3, the simulations deviate from the magnetic field measure-
ments. The source for this deviation is mainly caused by single inaccurately aligned
beamline solenoids in the Kassiopeia model (see section 5.2.2), non-accounted back-
ground fields, or possible misalignment of the large eLFCS coils (see section 5.2). As
discussed in section 5.2.4, we use as uncertainty estimation for the simulated mag-
netic field strength in the analyzing plane the maximal deviation between measured
absolute field by the magnetometers at the vessel and simulated absolute field. For
the 1 G setting, this uncertainty estimation yields 4.5µT, for the 2.7 G configuration
5.5µT. It has to be noted that for both settings the measured absolute magnetic
field at all six low-field magnetometers near the analyzing plane is smaller than the
expectation from simulation.
Due to the patch-wise analysis of the 83mKr N2,3 line doublet measurement, it is
necessary to provide the simulated magnetic field strength for each patch for the
following comparison. By exploiting the simulated pixel-wise period summary for
the respective setting, we calculate the mean magnetic field in the analyzing plane
of each patch by averaging over the pixels that form the respective patch.

The comparison of measured and simulated magnetic field for the 1 G (upper graph)
and 2.7 G setting (lower graph) is shown in figure 5.26.
The simulated magnetic field in the analyzing plane and the 83mKr measurements
agree within their uncertainties for the 1 G setting. The deviation between measure-
ment and simulation is for all patches smaller than twice the combined uncertainty
of both methods. The measured magnetic field is in average 4.7µT smaller than
the simulated field. This deviations is consistent with the comparison of simulated
field and magnetometer measurements on the Main Spectrometer vessel. The dif-
ference between magnetic field simulation and measurement with 83mKr seems to
be constant for all patches at the current sensitivity. If the deviation between mea-
surement and simulation is mostly caused by remnant and induced magnetization
from magnetic material in the Main Spectrometer hall (see section 5.2.2), we expect
that the deviation increases from the central patch 0 to the outer patch 4 due to the
decreasing distance to the possible sources.
The comparison of simulation and measurement for the 2.7 G configuration yields
similar results as the analysis of the 1 G setting. The absolute measured magnetic
field is smaller for all patches than the expectation from simulation, although both
methods agree within their uncertainties. The measured magnetic field is on aver-
age 5.8µT smaller than the simulation prediction for all patches. Similar to the 1 G
comparison, this indicates that the method of comparing magnetometer measure-
ments on the vessel to simulation is a valid approach to estimate the uncertainty
on the simulated magnetic field inside the vessel. The difference of 5.5µT, found in
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2.7 G setting

1 G setting

Figure 5.26.: Comparison of simulated magnetic field strength in the analyzing
plane with the results of 83mKr N2,3 line doublet measurements for
the 1 G setting (upper graph) and 2.7 G setting (lower graph) as func-
tion of the patch number. Simulation and measurement are consistent
within their uncertainties. The simulation tends to overestimate the
magnetic field compared to the 83mKr results, as also indicated by the
comparison of simulation with magnetometer measurements.

the comparison of magnetometer measurement with simulation, is consistent with
the average difference of 5.8µT. Also in the 2.7 G comparison, the difference be-
tween simulated magnetic field and 83mKr measurement seems to be constant over
the patch number at the current sensitivity level. Due to the absence of this trend
in the 1 G and 2.7 G comparison, we can therefore conclude that the deviation be-
tween simulation and measurement does not seem to be influenced by remnant and
induced magnetization in the Main Spectrometer hall.

In summary, the comparison of magnetic field measurements in the analyzing plane
and simulations show consistent results, within their uncertainties. The simulation
tends to overestimate the absolute magnetic field strength close to the Main Spectro-
meter (see section 5.2.3). This behavior is confirmed for the magnetic field inside
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the Main Spectrometer by high-precision 83mKr measurements, improving the un-
derstanding of the Main Spectrometer transmission function as consequence of the
thesis at hand. Measurements with a high-intensity 83mKr source have been con-
ducted in the second half of 2021, and their analysis is not yet complete. These
measurements allow us to pixel-wise measure the magnetic field strength in the an-
alyzing plane in various settings, including the 6 G setting, that can be used as
input for neutrino mass analyses. Furthermore, these measurements enable one to
refine the Kassiopeia simulations for the analyzing plane, in combination with the
measurements of the low-field magnetometers at the Main Spectrometer vessel.
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6. Characterization of the Shifted
Analyzing Plane

In the neutrino mass measurement campaigns conducted with the 6 G setting, the
background rate is 0.22 cps [Ake+21a], mainly caused by the volume-dependent Main
Spectrometer contribution. As this background rate is a factor 20 larger than that
planned for the final sensitivity [KAT05], a reduction of the Main Spectrometer
background is crucial to achieve the KATRIN sensitivity goal with the same mea-
surement time. A promising approach for strong background reduction is the Shifted
Analyzing Plane (SAP, see also section 5.1.2). To benefit from the reduced back-
ground of the Main Spectrometer in neutrino mass sensitivity, it is necessary to
precisely and accurately characterize the SAP transmission function properties to
avoid large SAP-related systematic uncertainties. The goal of this chapter is there-
fore to characterize the SAP transmission function to a precision and accuracy that
meets the final KATRIN requirement on a single systematic uncertainty contribu-
tion of ∆m2

ν,sys ≤ 7.5× 10−3 eV2.
In section 6.1, we introduce the working principle of the SAP, present first back-
ground measurements, and discuss expected characteristics from simulations. Sub-
sequently, e-gun measurements are employed to perform a first characterization of
the potential depression and the magnetic field in the SAP on selected FPD pix-
els in section 6.2. In section 6.3.3, the transmission properties of the whole SAP
are characterized by analyzing measurements of the 83mKr K line. In the following
section 6.4, a similar procedure is repeated by measuring the integral shape of the
83mKr N2,3 line doublet. In section 6.5, the SAP transmission function properties
determined through the various methods are compared and analyzed with respect
to the systematic uncertainty contributions to the neutrino mass analysis.

6.1. Basic Idea

As described in section 5.1.2, a large part of the Main Spectrometer background
component stems from the ionization of Rydberg atoms in the flux tube volume be-
tween analyzing plane and the FPD. A reduction of this volume leads to a reduced
background rate at the FPD. One approach, shown in section 5.1.2, makes use of the
fact that an increase of the magnetic field strength in the Main Spectrometer reduces
the radial extent of the flux tube. However, this approach worsens the spectrometer
energy resolution. The SAP principle, based on an idea by C. Weinheimer, is to
shift the analyzing plane closer to the FPD (see figure 6.1). This reduces the volume
between analyzing plane and the FPD, and thus the background rate, without loss
of energy resolution [Dyb19; Sch20a]. An additional advantage of shifting the ana-
lyzing plane closer to the FPD is a significant change of the storage conditions for
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background electrons from 219Rn decays (see section 5.1.2), leading to non-adiabatic
losses of stored electrons [Bie20]. In the symmetric Nominal Analyzing Plane (NAP)
configuration, used in KNM1 and KNM2, stored background electrons from 219Rn
decays cause a non-Poissonian background component [Ake+21a; Ake+21b]. This
results in a major systematic uncertainty contribution of ∆m2

ν,sys = 0.11 eV2 in
KNM2 [Ake+21a]. It is expected that this systematic uncertainty contribution van-
ishes, or is at least significantly reduced, in the SAP setting due to unfavorable
storage conditions [Kir20].

6.1.1. Design of the Shifted Analyzing Plane

Two aspects need to be considered for an optimal design of the SAP, namely the
MAC-E filter principle as well as hardware limitations.
As described in section 3.1.1, the magnetic field change along one cyclotron motion
has to become sufficiently small to achieve an adiabatic transformation of transver-
sal to longitudinal energy, allowing for proper energy analysis of electrons with large
incident angles. Lower magnetic fields in the analyzing plane are in principle pre-
ferred due to better energy resolution, however, the extent of the flux tube in the
Main Spectrometer has to be considered. The radial extension of the SAP, and thus
also the minimally allowed magnetic field in the analyzing plane, is limited by the
available space at the cone-shaped downstream end of the Main Spectrometer. For
further details on the magnetic field design of the SAP, see reference [Bie20].
The high-voltage setup of the Main Spectrometer is optimized for electron energy
analysis in the NAP. Its retarding potential is mainly given by the applied voltage
on the vessel as well as the configuration of the inner electrode system. Since the
inner electrode setup cannot be easily modified, it is necessary to find a possibil-
ity to produce a retarding potential maximum at the downstream end of the Main
Spectrometer in the existing system. Simulations show that the upstream flat cones
(ring 12-14, see figure 3.9) of the inner electron system can be employed to produce
a potential barrier around the axial position of z ∈ [5, 7] m (see table B.3) [Dyb19].
To avoid effects of early or late retardation, the interplay of magnetic and electric
field has to be optimized. In particular, the minimum of the magnetic field strength
and the maximum of the retarding potential should be at the same axial position
for optimal electron energy resolution. However, simulations show that the LFCS
is not able to produce a magnetic field minimum at the position of maximum re-
tarding potential [Dyb19]. As consequence, the LFCS was modified to the extended
LFCS (eLFCS). The eLFCS has a larger number of windings for nine LFCS coils
[Thü20], leading to stronger sustainable magnetic fields in the Main Spectrometer.
Additionally, five new coils were added mostly at the downstream side of the Main
Spectrometer, allowing for more dedicated fine-shaping of the SAP magnetic field
[Thü20].

With the new electric and magnetic field configuration, the analysis points of the
SAP form a surface in the shape of an elliptical paraboloid (see upper graph of figure
6.1). In contrast to the NAP, the SAP is thus not a flat plane. The analyzing points
for β-decay electrons are located at z ≈ 5.2 m at the SAP radial center and around
z ≈ 6.6 m for electrons at the outer rim, according to the Kassiopeia simulation. In
the NAP configuration, all electrons are analyzed at z ≈ 0 m. The strong axial shift
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Figure 6.1.: Simulated spatial coordinates of the flux tube in the SAP setting (up-
per graph), the axial strength of the magnetic field (central graph),
and the retarding potential (lower graph) in the Main Spectrometer.
The volume between analyzing plane and FPD, that contributes to the
Main Spectrometer background rate on the FPD, is visualized in the
upper graph as blue-shaded area. The central graph presents the mag-
netic field in the Main Spectrometer for the central FPD pixel 0 and the
outer pixel 145. A large radial dependence close to the analyzing point
at z ≈ 6 m is visible. The simulated retarding potential is shown in the
lower graph. Also here, a large radial dependence of few eV exists be-
tween the central and the outer FPD pixel close to the analyzing point.
Used settings for the simulation given in tables B.2 and B.3.

of the SAP analyzing points, in combination with the location in the area of the
conical spectrometer segments, introduces severe retarding potential and magnetic
field inhomogeneities within the analyzing plane that need to be considered in the
analysis.
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6.1.2. SAP Background Measurements and Simulations

Various background measurements were performed after the LFCS hardware mod-
ifications to the eLFCS in April 2020 to characterize the individual background
components in the Main Spectrometer SAP configuration.
Measurements with warm copper baffles reveal the impact of different storage con-
ditions of background electrons stemming from 219Rn decays [Har15] in SAP and
NAP on the overall background rate. The nominal 6 G analyzing plane yielded a
Main Spectrometer background rate of 0.445 cps at the 117 active FPD pixels, while
the SAP showed a background rate of only 0.156 cps [LB20; Hin22]. The overall
rate reduction of nearly a factor of three in the SAP setup confirms the simula-
tion expectation of unfavorable storage conditions for background electrons in this
configuration [Kir20]. We can therefore expect that the non-Poisson background
component, caused by the electrons from 219Rn decays, decreases, leading to better
sensitivity on the neutrino mass.
Measurements with cold baffles reproduce the experimental setup of tritium β scans.
The Main Spectrometer background rate was 190 mcps in the 6 G setting for the 117
active FPD pixels in April 2020 [LB20]. The change to SAP configuration reduced
the background by a factor of two to 95 mcps [LB20; Hin22]. This improvement
directly affects the statistical neutrino mass uncertainty (see also reference [Kle14]).

The Main Spectrometer in the NAP configuration has good axial and radial ho-
mogeneity for the electromagnetic fields close to the analyzing plane. This avoids
significant systematic biases if simulations with minor inaccuracies in the geometry
model are used as input for neutrino mass analysis. Additionally, the retarding po-
tential and magnetic field can be assumed to be constant within one pixel or even
over the whole FPD projection [Ake+21b]. The peak-to-peak variation over the
FPD projection in the 6 G NAP configuration is on the order of δBana = 2.7µT for
the magnetic field strength, and on the order of δqUret = 169 meV for the retarding
potential, according to the Kassiopeia simulations. The areas with maximal differ-
ence in electromagnetic field strengths within the NAP thereby have a distance of
2.7 m.
The homogeneity conditions are fundamentally different for the SAP. The Kassiopeia
simulation yields an inhomogeneity of δBana = 273.3µT for the SAP magnetic field
strength (see right graph of figure 6.2), a factor 100 larger than the NAP. The dif-
ference of the magnetic field shape close to the SAP between two pixels is shown in
the central graph of figure 6.1, the spatial distance between the analyzing points of
these two pixel projections is 3.9 m. Similarly, the retarding potential inhomogene-
ity of the SAP is a factor 25 larger compared to the nominal 6 G setting, namely
δqUret = 4.76 eV (see left graph of figure 6.2). Consequently, the electric and mag-
netic field spread within one FPD pixel projection into the SAP can be larger than
for the whole FPD projection to the NAP. This needs to be considered in the
neutrino mass analysis, as discussed further below. Additionally, the comparably
large electromagnetic field inhomogeneity also influences the usage of Kassiopeia
field simulations as accurate input for neutrino mass analysis. Sensitivity studies
indicate that the SAP magnetic field needs to be known to the 1 % level or better in
order to not counteract the smaller SAP statistical neutrino mass uncertainty with
additional systematic uncertainties [Sch20a]. As shown in section 5.5.1, Kassiopeia
model misalignment on the mm-scale is possible. In the SAP configuration, this
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Figure 6.2.: Simulated retarding voltage Uret (left plot) and magnetic field Bana
(right plot) in the SAP. According to the simulation, the potential
depression causes an offset at the center of the analyzing plane of 8.6 V,
which decreases at larger radii to 3.9 eV. Similarly, the magnetic field
strength in the analyzing plane reaches its maximum at the center of the
analyzing plane with estimated 625µT and decreases down to 351µT
at the outer-most FPD ring. Simulation taken from period summaries,
provided by J. Behrens.

inaccurate alignment can cause magnetic field biases on the order of 10µT or larger
due to the field inhomogeneity, especially at the outer FPD pixels. This possible
bias in simulated fields exceeds the 1 % accuracy requirement, consequently it is
not appropriate to use simulated electromagnetic fields as input for neutrino mass
analysis. We therefore do not discuss SAP field simulation results in detail in the
following, but only mention it as comparison.

The goal of the following sections is thus to experimentally determine the SAP trans-
mission properties. A. Schaller presents first test measurements of the transmission
function of a preliminary SAP setting in reference [Sch20a]. In the thesis at hand,
we focus on the detailed SAP characterization with comparably high-statistics 83mKr
measurements in the SAP configuration which is used for neutrino mass β scans.
Additionally, electric and magnetic field measurements with the e-gun are performed
in this work and compared to 83mKr results to cross-check for possible biases in the
83mKr analysis.

6.2. E-Gun Characterization Measurements

The e-gun working and measurement principle, as well as the analysis tools to in-
vestigate the analyzing plane fields, are described in detail in section 5.3. Here, we
focus on the discussion of results and the SAP-specific properties that must be taken
into account when putting the findings in context.
It is important to mention that the cross section of the e-gun beam is significantly
smaller than the area of an FPD pixel projection in the analyzing plane. Based on
the characterization measurements of the e-gun beam in reference [Sac20], we esti-
mate the extent of the e-gun beam in the SAP. The mean beam radius is expected
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to be smaller than 4.6 mm leading to a cross section of smaller than 6.6× 10−5 m2.
The maximal cyclotron radius for electrons that are not reflected by the magnetic
mirror in the PCH is roughly 10.5 mm. The projected area of a bulls-eye pixel to
the SAP is 0.16 m2 with an estimated distance of pixel center to boundary of 0.45 m
[Beh21]. The size of the e-gun beam in the SAP is vanishingly small compared to the
dimension of a pixel projection. The transmission function measurement with the
e-gun thus describes only a narrow part of the overall pixel’s transmission function.
This is not a problem in NAP characterization measurements, but this property
must be considered in the comparison of the measurement results to other methods
due to the larger intra-pixel variations of the SAP electromagnetic fields.
In the following, we report on the analysis results of e-gun potential measurements
in section 6.2.1. Subsequently, measurements of the SAP magnetic field with the
e-gun are discussed in section 6.2.2. In both sections, we will directly compare the
measurement results to expectations from simulation.

6.2.1. Retarding Potential Measurements

We measured the e-gun potential edge at several pixels. The measurement setup,
procedure, and pre-processing of the data is the same as described in section 5.3.3.
To enable, in principle, a detailed comparison of e-gun measurement results with
simulations despite the larger intra-pixel field inhomogeneity, we attempted to mea-
sure the e-gun transmission at well-defined locations in each pixel. The on-axis
pixels were measured at the pixels’ center, the off-axis pixels close to boundaries
to neighboring pixels. The determination of the exact e-gun beam position on the
pixel was time consuming, as the WGTS magnetic dipoles to steer the e-gun beam
in azimuthal and radial direction need several minutes to change the magnetic field.
Additionally, they are slightly misaligned with respect to the horizontal and vertical
axis of the FPD. It was therefore, especially for the off-diagonal pixels, cumbersome
to find the best measurement position at each pixel. During a nominal measurement
day of 8 hours, it was only possible to find the best measurement position at five to
seven off-diagonal pixels. In total, transmission functions at 28 different FPD pixels
in the SAP configuration were measured.
We try to break the strong correlations between the parameters of the Peaberry
e-gun model by describing all transmission function measurements with one multi-
pixel model with global and local fit parameters, similar to section 5.3.3. The sep-
aration in local and global parameters is the same as for the analysis of the 2.7 G
setting measurement in section 5.3.3. As first step of the minimization process, the
minimization of the negative logarithmic likelihood function is performed with an
algorithm using the Trust Region Reflective method [New+14], before the uncer-
tainties and correlations are investigated by the emcee sampler.

All transmission function measurements comprise 1010 rate measurements with the
e-gun. The Peaberry model describing the measured data has 118 free fit parameters.
The best-fit model to the data is shown in figure 6.3. The overall normalized χ2 =
1.05 is in good agreement with the expectation from statistical fluctuations of the
measured rates. The residuals do not show any structure, which indicates that the
Peaberry model correctly describes the measured data.
The measured SAP potential edge positions in the FPD projection are shown in the
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Figure 6.3.: E-gun transmission function measurements at 28 FPD pixels in the
SAP configuration to investigate the retarding potential shape. The
measured e-gun rate (blue) is shown as a function of the electron’s sur-
plus energy, the best-fit multi-pixel model (orange) is also shown in
the upper panel. The amplitudes of the transmission functions de-
crease for pixels at larger radii in the analyzing plane (measurements
at E − qU > −6.5 eV) due to a geometrical cut-off of the e-gun electron
beam in the rear section. The fit residuals are shown in the lower panel.

left plot of figure 6.4. The uncertainty on the individual potential edge measurement
is on the order of 3 meV. The shape of the edge positions on the individual pixels is
as expected. The maximum potential edge is measured at the center of the analyzing
plane, as expected from the simulation of the potential depression (see figure 6.2).
The central potential edge is situated approximately 3 eV higher than the one at the
outer rim of the flux tube, this also agrees with simulation results.
The difference between measured edge position and simulated potential depression
is presented in the right plot of figure 6.4. Similar to the findings in section 5.5.1,
the comparison of e-gun measurement and simulation has a dipole-shaped structure.
The difference is positive on the left side and negative one on the right side of the
detector. The peak-to-peak fluctuation is greater than 600 meV, the most-likely
reason for the dipole structure is inaccurate Kassiopeia model alignment.

6.2.2. Magnetic Field Measurements

The principle of magnetic field measurements in the analyzing plane with the e-gun
is explained in section 5.3.2. A transmission function measurement with tilted e-gun
plate angle θ1 leads to a shifted transmission function δE relative to measurement
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Figure 6.4.: Results of the potential edge Φpe measurement with the e-gun (left
plot) and comparison of analysis result to simulation (right plot), vi-
sualized in the FPD projection. The uncertainty on the measured po-
tential edge is approximately 3 meV. The decreasing edge position from
roughly 8.5 to 5.5 eV from center to outer pixels in the left plot reflects
the potential depression variation over the SAP. The comparison of the
measured potential edge to the simulated potential depression yields a
dipole-like structure with more positive differences on the left side and
negative ones on the right side of the detector. The measured potential
edge at FPD pixel 107 is not used for the comparison of simulation to
measurement.

with non-tilted plate angle θ0 of

δE = E · Bana

Bref

(
sin2 θ1 − sin2 θ0

)
with E being the electron energy, and Bana the magnetic field in the analyzing plane.
The reference magnetic field for the electron pitch angles is denoted as Bref . This
measurement principle requires good knowledge of the mean pitch angle set at the
e-gun to obtain accurate and precise results on the magnetic field in the analyzing
plane. Due to reproducibility problems of the e-gun plate angle, this measurement
could not be performed for the NAP. Nevertheless, we can perform magnetic field
measurements with the e-gun in the SAP in a relative measurement approach by
employing the NAP as reference.
In a first step of the relative measurement approach, transmission function mea-
surements were performed at one central bulls-eye pixel in the NAP configuration
and mean zero pitch angle θ0. Afterwards, we performed transmission function mea-
surements with the same pitch angle θ0 at several pixels of interest in the SAP
configuration. As next step, the e-gun plates was tilted once with the stepper motor
to a not-accurately known higher pitch angle θ1. The measurement procedure was
repeated with this pitch angle θ1. Transmission function measurements were per-
formed at the central bulls-eye pixel in the NAP configuration and afterwards at the
pixels of interest in the SAP setting. This procedure bypasses the reproducibility
problem of the stepper motor, as it does not need to be moved for each transmission
function measurement. The good knowledge on the NAP allows determination of
both pitch angles from the transmission function measurements in the NAP config-
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6.2. E-Gun Characterization Measurements 173

uration. The results on the pitch angles are then used as input parameters for the
SAP analysis.

Reference Measurement

The goal of the reference transmission function measurement is to determine the
angular distribution parameters for the zero and elevated pitch angle as input for the
SAP analysis. Therefore, the transmission function at each pitch angle is measured
twice, once in the 1 G setting and once in the 6 G setting. The 1 G configuration has
excellent energy resolution and is therefore sensitive to the initial electron energy
distribution. The energy resolution of the 6 G setting is worse compared to that of
the 1 G setting. The measurement in the 6 G configuration is thus more sensitive to
the combined effects of electron angular and energy distribution. By evaluating the
measurements at different settings, we try to break the strong correlations between
magnetic field and angular distribution.

Similar to the e-gun edge potential analysis above, we also use a multi-pixel model
to describe all four transmission functions at once to reach the best sensitivity and
to break the correlations. The parameters of the initial electron energy distribution
are treated globally, they are common for all four transmission functions. The mean
angle and angular width are shared parameters among the measurements at the
same pitch angle. Background and e-gun rate can be different for each transmission
function measurement and are thus introduced as local parameters. Simulated mag-
netic fields are used as input parameters for the model calculation, their systematic
uncertainties are included via the pull-term method. We use as reference for the
mean angle and angular width the PCH magnetic field, as it is the best-known field
in KATRIN beamline. According to section 4.1.1, we assume 0.1 % relative uncer-
tainty on the simulated PCH field. The errors on the 1 G and 6 G NAP magnetic
field are estimated to ∆Bana,1G = 4.5µT and ∆Bana,6G = 6µT, based on the prin-
ciple described in section 5.2.3. We additionally apply a penalty term on the zero
pitch angle θ0, as it is determined to be the mean zero pitch angle with the method
described in reference [Sac20]. The uncertainty on this method is conservatively
assumed to be 1◦. Since we have chosen the PCH field as reference field, the best-fit
results of the angular distribution parameters are given relative to the PCH field
strength.
Prior to the analysis, the measured data is pre-processed as described in section
5.3.3. Selected scan steps at large electron surplus energy have to be excluded from
analysis due to a geometric cut-off of the electron beam in the e-gun setup, leading
to significant e-gun rate drops at the FPD. Transmission functions at large pitch
angle suffer in general from geometric cut-off effects, leading to smaller electron rate
in full transmission.
Similar to former optimization problems involving the Peaberry model, the likeli-
hood optimization is performed in two steps. First, an algorithm based on the Trust
Region Reflective method minimizes the negative logarithmic likelihood function,
before the ensemble sampler emcee investigates the parameters’ uncertainties and
correlations.

The reference measurement as well as the best-fit model are shown in figure 6.5.
The blue data points are the measurements performed in the 6 G configuration, the
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Figure 6.5.: Reference measurement in the NAP configuration to determine the
elevated pitch angle of the e-gun for magnetic field measurements in
the analyzing plane. The orange data points are the measured rate in
the 1 G NAP setting at zero and elevated pitch angle, the blue ones
are those in the 6 G configuration. The best-fit model describing all
four transmission function parameters is drawn in gray. The orange
transmission function measurement at E − qU ≈ −2 eV is conducted at
zero mean angle, the shifted one at E− qU ≈ −1.7 eV at elevated mean
angle. The same principle holds for the 6 G measurement.

orange ones the 1 G setting. The transmission function shift within one measure-
ment configuration is given by the two different pitch angles θ0 and θ1, according
to equation 5.9. A small shift between the two e-gun measurements conducted at
θ0 (orange and blue measurement at E − qU ≈ −2 eV) exists, this is due to the
non-vanishing e-gun angular width and the difference in NAP magnetic field set-
tings. The gray lines represent the combined best-fit model with partially shared
parameters. The Peaberry model describes the measured data well, indicated by the
normalized χ2 = 1.35 and the well-distributed fit residuals.
The emcee sampler steps close to the best-fit minimum for the parameters of interest
as well as for the parameters describing the NAP magnetic fields are presented in
figure 6.6. The mean angle θ̂0 fulfills the expectation of zero pitch angle, the scatter
histograms indicating the correlations with the other free fit parameters show van-
ishing correlation, confirmed by the numerical result of the correlation coefficient.
The fit does not extract new significant information from the data in terms of the
mean angle θ̂0, it is dominated by the penalty term introduced in the likelihood
function. The angular width at zero pitch angle is σθ,0 = (6.1 ± 0.5)◦, which is in
good agreement with the results obtained in section 5.3.3. The best fit for elevated
pitch angle is θ̂1 = (71.4± 0.6)◦. The fit result is strongly correlated to the angular
width at this angle with correlation coefficient ρ = 0.95 . The angular width at
elevated pitch angle is estimated to be σθ,1 = (7.2 ± 0.3)◦ based on the likelihood
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Figure 6.6.: Emcee sampler steps in the best-fit minimum for the NAP reference
measurement to determine the elevated e-gun pitch angle. The ele-
vated pitch angle is determined to be θ̂1 = (71.4 ± 0.6)◦ and strongly
correlates with its angular width of σθ,1 = (7.2 ± 0.3)◦. Both parame-
ters also show strong correlations to the 6 G NAP magnetic field. The
parameters’ distributions to estimate the uncertainties and correlations
are based on 2× 105 emcee evaluations of the likelihood function.

optimization. The slightly larger angular width compared to the zero pitch width
meets the expectations from former e-gun commissioning measurements. Both angu-
lar parameters at elevated pitch angle show strong or moderate anti-correlations to
the NAP magnetic fields. For future measurements it is recommended to introduce
transmission function measurements at one additional configuration, for example in
the 2.7 G setting. This would further break the correlations and lead to larger ro-
bustness of the fit result.
The parameters that are introduced in the following SAP analysis as penalty terms
in the likelihood function, are thus

θ̂0 = (0± 1)◦,
σθ,0 = (6.1± 0.5)◦, (6.1)

θ̂1 = (71.4± 0.6)◦,
σθ,1 = (7.2± 0.3)◦.
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Figure 6.7.: SAP magnetic field measurement with the e-gun at pixel 28. The blue
data points in the upper graph are the transmission function measure-
ments at zero pitch angle, the orange ones at elevated pitch angle. The
best-fit model to describe the measurement is shown in gray, the mag-
netic field in the analyzing plane is estimated to be Bana = (610± 3)µT.
The fit residuals, shown in the lower graph, do not show any structure.

Magnetic Field Measurement in the SAP

The e-gun SAP magnetic field measurement is performed at ten pixels. We perform
a pixel-wise analysis. Each pixel is analyzed individually, independent of the analy-
sis result of other pixels.
The transmission function is measured at both pitch angles for each pixel. Within
one pixel-wise analysis, the two measured transmission functions share the same
potential edge, the same magnetic field settings, and the same energy distribution.
The absolute e-gun rate, the background as well as the angular distribution are in-
dividual fit parameters of the transmission functions. The results of the reference
measurement on the angular distributions (see equation 6.1) as well as their corre-
lations are included as penalty terms in the likelihood function.
The measured data of the magnetic field measurement and the best-fit model is
shown for FPD pixel 28 in figure 6.7. The normalized χ2 = 1.0 indicates good
compatibility of the data with the model. The shift between the two transmission
functions due to the pitch angle change provides information about the magnetic
field in the analyzing plane, according to equation 5.9. The magnetic field in the
analyzing plane at pixel 28 is estimated to be Bana = (610± 3)µT. This is a good
result in terms of precision for the systematic KATRIN uncertainty. The fit pa-
rameter describing the magnetic field has strong anti-correlations to the value of
the elevated pitch angle (ρ = −0.94), and the angular width at elevated pitch an-
gle (ρ = −0.72). This underlines the necessity of additional information about the
angular distribution from reference measurements. In future measurements, this
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6.2. E-Gun Characterization Measurements 177

Table 6.1.: Measured SAP magnetic field with the e-gun at ten investigated pixels.
The normalized χ2 is acceptable for all measurements. The magnetic
field measurement has uncertainties of 3µT to 4µT. Compared to the
measurement, the simulated magnetic field on the investigated pixels
tends to an average of 16µT smaller field strengths for all pixels.

Pixel χ2/ndof Measured Bana (µT) Simulated Bana (µT)

1 101.8/79 638± 4 622± 2
3 75.4/61 637± 4 625± 2
28 78.1/78 610± 3 601± 9
50 78.7/73 603± 3 592± 11
55 98.1/78 566± 3 555± 13
85 83.7/73 552± 2 545± 18
89 130.1/69 523± 3 521± 20
92 135.9/73 520± 4 482± 20
106 119.4/73 498± 3 461± 23
109 78.1/68 523± 2 512± 23

Mean difference: 16µT

strong correlation could be tackled by adding a second elevated pitch angle in the
SAP measurements to break the correlations and to foster the method’s robustness.
Further correlations of the SAP magnetic field to other fit parameters are negligibly
small with |ρ| < 0.35.

The results of the SAP magnetic field measurements with the e-gun for all ten in-
vestigated pixels are summarized in table 6.1. The normalized χ2 varies between
1.0 and 1.9 for the individual fits. This is slightly larger than the expectation value,
however, the best-fit residuals are well-distributed, without any pattern. We there-
fore expect that the analysis results for the SAP magnetic field are unbiased and
that the increased normalized χ2 stems from an underestimated systematic uncer-
tainty in the e-gun measurement. The expected magnetic fields from the Kassiopeia
simulation are also printed in table 6.1 as reference.
The e-gun measurements show excellent precision on the measured magnetic fields
in the analyzing plane with uncertainties at or below 4µT for all ten investigated
pixels. The simulation uncertainty is between 2µT to 23µT. It is obtained by an
interpolation approach to estimate the intra-pixel variations of the SAP magnetic
field. We decide to state this quantity as uncertainty on the simulation, as the exact
e-gun beam position in radial and azimuthal direction on the pixel is unknown. The
comparison of measurement and simulation indicates stronger measured magnetic
fields than expected from simulations for all investigated pixels. This difference is
significant for the inner-most pixels. Towards the outer rings, the simulation and
measurement agree within their uncertainties, as the simulation uncertainty grows
from the center to the outer rings. The discrepancy between simulation and mea-
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178 6. Characterization of the Shifted Analyzing Plane

surement emphasizes the importance of direct magnetic field measurements to enable
unbiased neutrino mass analysis in the SAP configuration.

Conclusion

We have shown that the e-gun enables high-precision magnetic field and electric po-
tential measurements of the SAP. Nevertheless, the e-gun measurements have two
disadvantages.
Firstly, the cross section of the e-gun electron beam is significantly smaller compared
to the dimension of one FPD pixel in the analyzing plane. Thus, e-gun measure-
ments represent the transmission function properties only at a narrow part of the
pixel. This would not be a problem in the NAP configuration, however, the SAP
configuration has non-negligible intra-pixel magnetic and electric field variations.
To account for this problem, several e-gun measurements must be performed at one
pixel to describe the averaged transmission parameters of one pixel, leading to the
second disadvantage.
E-gun measurements at several pixels require time-consuming operator-based prepa-
rations that cannot be trivially automatized. The necessary time for the SAP mag-
netic field measurement including preparation time is roughly two days for ten pix-
els, with one magnetic field measurement per pixel. Several e-gun measurements per
pixel on all 148 FPD pixels are not feasible without significant loss of measurement
time for tritium β scans.
Consequently, SAP electromagnetic field measurements with the e-gun cannot de-
scribe all SAP properties. However, the high-precision measurement results show
that the e-gun is a powerful tool to provide a pixel-wise cross-check for other determi-
nation methods of the SAP transmission function, for example 83mKr measurements.

6.3. Characterization with Krypton-83m K-32
Conversion Line

As shown in section 5.4, 83mKr conversion electrons are suitable probes to inves-
tigate the transmission properties of the Main Spectrometer. The decay electrons
from gaseous 83mKr in the WGTS illuminate the FPD pixels in the same way β-
decay electrons do. This is a huge advantage especially for the SAP characterization,
as intra-pixel variations of the electromagnetic fields in the analyzing plane are au-
tomatically correctly considered. This bypasses the necessity of performing several
measurements on the same pixel, as it is necessary with the e-gun. Similar to chapter
5.4, we employ the 83mKr K and N2,3 conversion lines for the characterization of the
SAP properties. The K line is chosen due to its vicinity to the tritium endpoint and
thus the natural measurement range of KATRIN, the N2,3 line doublet due to its
narrow line widths leading to excellent sensitivity on the analyzing plane fields. In
this section we focus on the characterization measurements with the K conversion
line, the N2,3 measurements are discussed in section 6.4.
In the following section 6.3.1, the parameters of interest to describe the SAP trans-
mission function, as well as the measurement and analysis principle to extract them,
are introduced. The experimental results of the 83mKr measurements and analyses
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6.3. Characterization with Krypton-83m K-32 Conversion Line 179

are presented in the sections 6.3.2 and 6.3.3. Finally, in in section 6.3.4, we calculate
the parameters of interest for the SAP characterization based on the analyses results
obtained in sections 6.3.2 and 6.3.3.

6.3.1. Procedure

The parameters that need to be extracted from the 83mKr measurements to describe
the transmission functions of the Main Spectrometer are the central values for the
SAP magnetic and electric fields that each FPD pixel projection experiences, as
well as the energy broadening that accounts for the electromagnetic field variations
within the individual pixels. The energy broadening parameter is introduced in the
SAP neutrino mass analysis of tritium data as a broadening of the transmission
function. For the 83mKr data analysis in the following, the energy broadening is
included in the model as the width of the Gaussian kernel σg that is used for the
convolution of the differential decay spectrum before the calculation of the integral
spectrum (see chapter 5.4 and figure 5.19).
The SAP magnetic field and the energy broadening define, together with the source
and PCH magnetic field, the shape of the transmission function. The retarding po-
tential depression links the applied high voltage on the Main Spectrometer vessel
and inner electrode system with the true retarding potential in the analyzing plane.
All three parameters, SAP magnetic field Bana, squared energy broadening σ2

g, and
retarding potential depression qUpd,SAP, can be extracted from 83mKr K line mea-
surements via a relative method, based on an idea by A. Fulst, A. Lokhov, and C.
Weinheimer (see also reference [Ful20]).

As discussed in section 5.4.2, it is not possible to directly derive the magnetic field or
the absolute electric retardation in the analyzing plane from K line measurements.
However, we can employ a relative measurement, similar to the above-described
e-gun magnetic field measurements. Also here, 83mKr K line measurements in the
NAP Main Spectrometer setting are used as reference measurements, the analysis
results are used as input for the analysis of measurements in the SAP configuration
[Ful20]. In the following, we explain the analysis procedure by example of a pixel-
wise analysis. A schematic visualization of the procedure is shown in figure 6.8. The
underlying idea of the relative measurement is that a certain flux tube part in the
WGTS is, to first-order approximation, always mapped onto the same FPD pixel,
despite the electromagnetic field configuration in the Main Spectrometer.

The K line position is an indicator for the electric retardation in the analyzing
plane. As derived in section 5.4.2, the measured 83mKr line position E0 is

E0 = Et,s
kin + (Φsrc + Vstart − Φms)− qUpd.

The source and Main Spectrometer work functions are denoted as Φsrc and Φms,
Vstart is the electron starting potential in the WGTS. The potential depression is
labeled as qUpd, the net kinetic emission energy of the 83mKr conversion electron is
Et,s

kin. The comparison of the measured line position at a certain pixel in the NAP
setting E0,NAP with the one in the SAP-configuration E0,SAP consequently yields

δE0 = E0,NAP − E0,SAP

= qUpd,SAP − qUpd,NAP
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180 6. Characterization of the Shifted Analyzing Plane

Figure 6.8.: Schematic visualization of the relative measurement method to derive
the SAP transmission function parameters from 83mKr K line mea-
surements. The reference squared K line width Γ2

ref is estimated by
measurements in the NAP and introduced as penalty-term in the SAP
analysis. Afterwards, the magnetic field Bana in the analyzing plane and
the squared energy broadening σ2

g are directly extracted from the SAP
analysis. The SAP potential depression Upd,SAP is calculated by com-
paring the K line positions in the NAP and SAP measurements, taking
into account the simulated NAP potential depression Upd,NAP.

where qUpd,NAP is the setting-specific potential depression for the NAP and qUpd,SAP
for the SAP configuration. The source work function as well as the electron starting
potential cancel due to the assumption that the same flux tube part in the WGTS is
always mapped to the same FPD pixel, independent of the NAP or SAP setting in the
Main Spectrometer. Additionally, we implicitly assume that the Main Spectrometer
work function is the same at the location of the NAP and SAP. Simulations estimate
the work function difference of NAP to SAP to be below O(10 meV) [Beh21], it is
therefore expected to be smaller than the 83mKr sensitivity. The potential depression
in the SAP setting is thus

qUpd,SAP = δE0 + qUpd,NAP

and therefore independent of any possible radial impacts of the source or Main
Spectrometer work functions as well as possible radial starting potentials. By using
the NAP electric field simulation, we can obtain the potential depression for the
NAP setting and thus determine the one for the SAP. However, 83mKr and e-gun
measurements in the NAP configuration showed, that the NAP electric field simula-
tion is accurate to a few hundred mV, but suffers from inaccurate model alignment
(see section 5.5.1). To avoid this problem, we use only one 83mKr line measurement
at one central pixel as reference measurement for the calculation of δE0 and the
derivation of the simulated potential depression. Using a central pixel has an advan-
tage over using a pixel at larger radii in the analyzing plane because its simulated
potential depression is more robust against model misalignment due to the elliptic
paraboloid shape of the potential depression. The SAP potential depression at FPD
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pixel i is consequently calculated as

qUpd,SAP,i = E0,ref − E0,SAP,i + qUpd,ref

= δE0,i + qUpd,ref ,

with the reference line position measured at a central pixel E0,ref and the simulated
potential depression qUpd,ref for this pixel in the NAP configuration. For this ap-
proach, we have to implicitly assume that the source and Main Spectrometer work
functions have a radially constant impact on the potential in the 83mKr sensitivity
limit to a few tens of meV. Additionally, the source starting potential also has to
be constant in the radial direction on a similar level. Simulations [Beh21] and mea-
surements indicate that these assumptions are valid to the necessary sensitivity.
The magnetic field strength Bana in the SAP as well as the squared energy broad-
ening σ2

g are simultaneously determined by the fit of the integral 83mKr spectrum
to the SAP K line measurement. As the relatively large natural K line width of
Γ ≈ 2.71 eV has a similar impact on the measured spectrum as the magnetic field
in the analyzing plane, it is necessary to disentangle both effects for the SAP anal-
ysis [Ful20]. Therefore, a reference line width Γref is measured in the NAP setting
[Ful20], similar to the reference line position for potential depression calculation.
The uncertainties on the NAP fields have to be taken into account in the determina-
tion of the reference line width, contributing to an uncertainty on the width ∆Γref ,
given by the statistical and systematic uncertainty. The reference line width and
its uncertainty are then introduced as a penalty term in the SAP analysis, allowing
us to disentangle the impact of the magnetic fields on the integral spectrum from
the line width. Due to the non-negligible natural K line width, the integral 83mKr
spectrum has a rather smeared shape, compared to the sharp one of the N2,3 line
doublet (see also figure 5.16 and 5.19). The shape effects of the expected pixel-wise
energy broadenings are tiny on the integral K line spectrum and strongly correlated
to the parameter describing the magnetic field in the analyzing plane. To get robust
fit results on the energy broadening, it is thus necessary to artificially increase the
measurement statistics in the analysis, as the measured rates on a single pixel are
too small to disentangle the SAP magnetic field from energy broadening.
Lokhov and Weinheimer therefore propose to summarize the 125 pixels in 14 groups
of pixels [LW20], the so-called patches, as presented in section 5.4.3 (see figure 5.20).
Eight to nine pixels with similar transmission function properties, as determined in
pixel-wise K line analyses, form one patch (see figure 5.20). Each patch is then an-
alyzed with respect to its SAP transmission function properties, given by potential
depression, magnetic field, and energy broadening. The grouping of the pixels into
patches introduces an additional energy broadening, however, it is kept at minimum
as pixels with similar transmission functions are within one patch. The main ad-
vantage of the patch-wise analysis is of course the increased statistics within one
patch compared to a single pixel that allows extracting the energy broadening from
the fit. Additionally, the calculation time is significantly shorter compared to the
pixel-wise analysis, as only 14 spectra instead of 125 have to be analyzed. Neverthe-
less, the period summary that summarizes the field setting in tritium measurements,
and is used as input for neutrino mass analysis, requires the field to be estimated
for each pixel individually. This is not feasible with the patch-wise determination
of the transmission function measurements. However, as it is planned to perform
the neutrino mass analysis with SAP setting also in the patch-wise approach, it is
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182 6. Characterization of the Shifted Analyzing Plane

sufficient to determine the potential depression, the magnetic field, and the energy
broadening for each patch.

Those systematic uncertainty contributions that are common between the analysis
of the reference and the SAP measurement do not have to be considered in the
relative method, as they cancel out. These uncertainties are separately included
in subsequent neutrino mass analysis, an inclusion here would lead to a double
consideration of these uncertainties. Systematic uncertainty contributions of this
kind are the source and the PCH magnetic fields, for example.

6.3.2. Reference Measurement in Nominal Analyzing Plane

The measurement data used for the reference analysis is the same as used for the
investigation of the potential depression in the NAP setting (see section 5.4.2). The
fit model applied to describe the data is also similar to the analysis performed in
section 5.4.2, but rather than a pixel-wise analysis we perform a patch-wise analysis
in the following. The parameters of interest in the analysis here are the line position
for the calculation of the SAP potential depression, and the line width as input for
the SAP analysis.
The 83mKr K line was measured with a 2.7 G magnetic field setting in the analyzing
plane over several scan steps of the retarding potential in the range from 17819 eV to
17850 eV. The beamline magnetic fields were at nominal operational field strength.
The total measurement time amounted to roughly 12.5 hours, distributed over several
scans. The data of the individual scans are combined with the stacking approach
(see also section 3.3.6). Specifically, the rates measured at the same scan steps of all
83mKr scans are added and the voltage reading for that scan step is averaged over
all scans.
The model fit to the data is the integral spectrum as calculated with the SSC software
package. A linear, energy-dependent background model (see also section 5.4.2) is
included since the measurement takes place below the tritium endpoint and is thus
influenced by β-decay electrons of residual tritium from the rear wall. Similar to
section 5.4.2, we use the simulated magnetic field strength of the analyzing plane
for each patch as input of the integral spectrum calculation. The same holds for
the source and the PCH magnetic fields. In the relative method, it is necessary
to only include the uncertainty on the analyzing plane field in the analysis of the
reference measurement, as it differs from the one in the SAP measurement. The
uncertainty on the analyzing plane field is considered with the pull-term method in
the fit of the model to the data. The mean of the Gauss-shaped penalty term in the
likelihood is the patch-wise simulated field, the width is 5µT as derived in section
5.2.3. Scattering of 83mKr conversion electron scattering off gas in the WGTS is not
considered in the analysis as the scattered electrons do not contribute to the rate
in the analysis window (see also section 5.4.2). Due to the large count rates in each
patch, we assume the count rates to be following a Gaussian.

Patch-Wise Analysis

The model described above is fit with the KaFit framework to the measured rates for
each of the 14 patches individually. The normalized χ2 for all the fits is distributed
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around the expectation value of one, indicating good agreement of model and data
within the measurement uncertainties. The averaged squared line width is Γ2 ≈
7.31 eV2, and the uncertainty on the individual value for one patch is on the order
of ∆Γ2 ≈ 0.04 eV2. The measured line widths do not show any patch-dependent
structure. The distribution of the 14 measured line widths is in good agreement
with statistical fluctuations and thus with a constant line width over all patches.
The patch-wise analysis has the advantage that it is computationally fast and can
easily be parallelized, since the patch-wise fits are independent. On the downside,
the patch-wise fits allow the magnetic field in the analyzing to assume unrealistic
values, as discussed in the following. The comparison between 83mKr magnetic field
measurements and simulations in the NAP configuration show that the simulation
overestimates the field strength for all patches for the 2.7 G setting (see section
5.5.2). However, the implementation in the patch-wise analysis allows the magnetic
field in the analyzing plane to be below the simulation in one patch and above in
the neighboring patch, which is not in agreement with the comparison result. In
a multi-patch analysis, we have the possibility to fix the offset in magnetic field
strength between neighboring patches while at the same time allowing for a global
shift in magnetic field strength for all patches.

Multi-Patch Analysis

The multi-patch analysis comprises a model that contains global fit parameters which
are shared for all patches, and local parameters which are treated individually for
each patch. The best-fit values for the parameters are then simultaneously deter-
mined in a global likelihood optimization.
The normalization of the 83mKr spectrum, the line position, and the background
model parameters are introduced as local variables in the likelihood optimization,
they are independent from the neighboring pixels. The K line width is a central in-
put parameter for the SAP analysis below. As described in the previous paragraph,
the estimated line width is constant over all patches. To reach the best sensitivity
on the line width, we thus decide to implement it as a global fit parameter. The
NAP magnetic field used in the fit shall now incorporate the behavior that the sim-
ulation tends to overestimate the field strength for all patches by a constant offset
(see figure 5.26). We therefore define the NAP field used in the fit for a certain patch
as the sum of the simulation for that patch plus an offset, which is the same for all
patches. This definition enforces that the shape of the magnetic field in the analyz-
ing plane stays as calculated by the simulations, while the overall field strength can
still be varied. To avoid an unrealistically large global field offset, it is constrained
by a Gauss-shaped penalty term in the likelihood with zero mean and width 5µT
(derived from section 5.2.3).

The comparison of measured spectrum to the best-fit multi-patch model is shown in
figure 6.9. The normalized χ2 = 1.01 is close to the expectation value and thus in-
dicates good agreement of data and model at the current level of sensitivity. The fit
residuals, also presented in figure 6.9, are mostly randomly distributed, confirming
the good agreement of model and measurement. The fit residuals tend to positive
values for the smallest retarding potential scan step, this is likely caused by high-
energetic tails of low-intensity satellite lines that are not included in the fit model.
The best-fit estimate for the global offset of the NAP magnetic field is (−5± 3)µT,
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Figure 6.9.: Multi-patch analysis of the NAP K line measurement to derive precise
results on the squared line width. The measured K line data at the 14
patches is shown in blue, and the best-fit model in orange in the upper
graph. The lower graph shows the fit residuals which are randomly
distributed, with the exception of a tendency at the smallest retarding
potential scan step to positive values.

the likelihood optimization consequently prefers an NAP magnetic field that is ap-
proximately 5µT smaller than the simulated field strength. This result is consistent
with the comparison of simulation and N2,3 line doublet measurements, where the
offset is estimated to roughly 5.8µT (see section 5.2.3). The best-fit model yields a
squared line width of

Γ2
ref = (7.33± 0.02) eV2.

This precise fit result is used as input for the SAP analysis performed below. Taking
the square root of the fit parameter, we obtain a width of Γref = (2.705± 0.004) eV.
This is in good agreement with the values stated in reference [Vén+18b], indicating
good accuracy of the analysis. The line position of patch 0 is also of interest, since we
use it for the calculation of the SAP potential depression as a reference line position.
The line position is determined to be

E0,ref = (17 826.395± 0.008) eV.

Taking into account the simulated potential depression for patch 0 of qUpd,ref =
−2.306 eV leads to E0 = (17 824.089± 0.008) eV, 0.16 eV smaller than the value in
reference [Vén+18b]. The offset can be explained by differences in the absolute
WGTS starting potential and the impact of the Main Spectrometer work function.
However, the offset is not a problem in the derivation of the SAP retarding potential,
as it is expected to cancel in the relative measurement approach.

184



6.3. Characterization with Krypton-83m K-32 Conversion Line 185

6.3.3. Measurement in Shifted Analyzing Plane

The K line was measured twice in the SAP configuration. It was first measured
before the start of the third neutrino mass measurement campaign KNM3, in May
2020. The second measurement took place two months later, after KNM3. As both
measurements were performed with the same 83mKr source generator and with similar
column density of the carrier gas in the WGTS, the post-KNM3 measurement had
20 % less electron rate due to the decay of the mother isotope 83Rb during KNM3.
The net measurement time for the pre-KNM3 scans is 36 hours, and for the post-
KNM3 scans 42 hours.
The reference squared line width, obtained from the measurements in the NAP
configuration is Γ2

ref = (7.33± 0.02) eV2. Including this as a penalty term in the
likelihood allows us to directly determine the energy broadening and the magnetic
field in the SAP by fitting the model for the integral spectrum to the data. The
model that is used for the fit to the data is similar to the one used for the analysis of
the patch-wise reference measurement in section 6.3.2, however, the magnetic field in
the analyzing plane is now treated as free fit parameter and a non-vanishing energy
broadening is taken into account.

Investigation of Inter-Patch Correlations

The reference line width is obtained by the multi-patch fit over all patches. It is
necessary to consider that an uncertainty on the magnetic field in the NAP config-
urations affects all pixels or patches the same way, leading to a correlation of the
best-fit parameters between various patches. A. Schwemmer discusses the impact
of correlations between the patches on the systematic neutrino mass uncertainty for
the SAP setting in reference [Sch20b]. The systematic uncertainty contributions due
to uncertainties of the SAP magnetic field and energy broadening are significantly
larger for maximal intra-patch correlations [Sch20b]. It is therefore necessary to
investigate and quantify these inter-patch correlations carefully.

The model that is used for the analysis of the inter-patch correlations has to be a
global, multi-patch model for all 14 patches in order to investigate the correlations
among the patches. The only global parameter in the model is the squared line
width, constrained by the penalty term from the reference measurement. All other
parameters describing the integral spectrum are local fit parameters, inter alia the
SAP magnetic field and the energy broadening. This leads to a total of 85 free fit
parameters for 14 patches.
In the following, we analyze the pre-KNM3 SAP measurement with the global model
with respect to the inter-patch correlations. A combined inter-patch analysis of the
pre- and post-KNM3 measurement is computationally currently not feasible, as this
would lead to 141 free fit parameters in the likelihood and significantly longer com-
putational optimization time. The Minuit2 algorithm, used in the KaFit framework,
has difficulty properly resolving the correlations among the parameters of the 83mKr
spectrum, especially between the SAP magnetic field strength and the energy broad-
ening. The inter-patch correlation study is thus performed with the KaFit emcee
binding to properly investigate the correlations and uncertainties. The necessary
time for emcee to converge and to explore the likelihood optimum takes more than
2× 104 CPU hours.
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Figure 6.10.: Correlation matrix of the SAP magnetic field B(PatchNumber)
and the squared energy broadening σ2(PatchNumber) parameters
in the analysis of the SAP K line measurement. The correlation
matrix is calculated using 5 × 105 emcee sample steps per parameter
close to the best-fit results. As expected, a strong anti-correlation
between magnetic field and energy broadening is shown within one
patch. The inter-patch correlations are weak and can be neglected in
neutrino mass analysis.

The determined best-fit parameters for the model result in a normalized χ2 = 1.2,
which is slightly larger than the expectation value from statistical fluctuations. One
reason for this deviation could again be the negligence of the satellite lines at the
lower end of the integral spectrum. The correlation matrix for the 14 patch-wise
SAP magnetic fields and the 14 squared energy broadenings as determined by the
emcee sampler close to the likelihood optimum is shown in figure 6.10. The fit pa-
rameter describing the SAP magnetic field strength Bana,i within a certain patch has
a strong anti-correlation to the energy broadening parameter σ2

g,i of the same patch.
This behavior is expected as both parameters have similar impact on the transmis-
sion function shape. The strong anti-correlation is also observed in a patch-wise
analysis of the pre-KNM3 measurement, similar to the one performed in reference
[Sch20b]. The determined correlation strength of the patch-wise analysis agrees with
the estimated one from this multi-patch analysis. Inter-patch correlations of type
ρ
(
Bana,i, Bana,j

)
, ρ

(
Bana,i, σ

2
g,j

)
, or ρ

(
σ2

g,i, σ
2
g,j

)
with i 6= j are weak with absolute

values of |ρ| < 0.15 . Since the impact of the small inter-patch correlations on the
systematic neutrino mass uncertainty are negligible, they are currently not included
in the neutrino mass analysis.
As a final test that the inter-patch correlations do not significantly affect the de-
termined SAP transmission function properties, we compare the central values of
the multi-patch analysis with the patch-wise analysis of the same data, in which
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the patches are analyzed independently. The line positions, SAP magnetic field
strengths, and energy broadening parameters obtained by the multi-patch analysis
are consistent with the patch-wise approach. We therefore use the computation-
ally fast patch-wise approach in the following, as it allows us to combine the pre-
and post-KNM3 measurements to increase the sensitivity on the fit parameters of
interest.

Multi-Period Patch-Wise Analysis

The K line was measured twice in the SAP configuration, once before and once after
KNM3. The time distance between these measurements was roughly two months.
The SAP magnetometers (see also section 5.2.1) show the same magnetic field at the
vessel close to the SAP in both measurements, the deviations are on the order of less
than 0.6µT. We can therefore approximate that the SAP magnetic field and energy
broadening is the same in both measurements. Consequently, the combination of the
data of the two measurements in one analysis is possible, leading to a more precise
result compared to a single analysis of only the pre- or post-KNM3 data.
In principle it should be possible to combine the data via the stacking approach,
as we do not expect changes of the integral 83mKr spectrum shape before and after
KNM3 besides the normalization and the magnitude of the energy-dependent back-
ground. However, there is an effect of apparently different K line positions in the pre-
and post-KNM3 measurements that forbids the stacking approach. The calibration
factor of the K35 voltage divider, used for the high-voltage monitoring of central
inner electrodes and vessel, is determined with a novel method with higher precision
directly before KNM3, resulting in a slightly different absolute high-voltage calibra-
tion factor between pre- and post-KNM3 measurements [Rod21a; Rod21c]. At the
time of the data analysis, the calibration factor before KNM3 is not yet adjusted
to the precise one after the campaign, leading to different high-voltage read-backs
and thus seemingly different K line positions. The expected shift between the pre-
and post-KNM3 measurement is roughly 117 meV [Rod21a]. A stacking of the two
measurements would therefore result in an additional energy broadening, that we
would wrongly classify as an SAP transmission property.

A work-around for this problem is the multi-period, patch-wise analysis. Each patch
group is investigated individually from neighboring patches, as the inter-patch cor-
relations are weak and the patch-wise optimization is computationally faster. Multi-
period analysis in this context means that measurements taken at different points in
time are analyzed using one model with common global and individual local param-
eters (see section 3.3.6). The global parameters in the analysis here are the K line
width, the SAP magnetic field, and the energy broadening. Local parameters, that
are individual in each measurement period, are the integral spectrum normalization,
the line position, and the background model parameters. This amounts to a total of
eleven free fit parameters for one patch-wise analysis.
The minimization of the negative logarithmic likelihood function is performed in
two steps. Firstly, the data is minimized using the Minuit2 implementation of the
KaFit framework. However, the fit parameters correlations within one patch are im-
portant for the uncertainty estimation on the measured SAP transmission function.
We therefore use the KaFit emcee binding to investigate the parameter correlations
around the likelihood optimum.
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Figure 6.11.: Multi-period analysis of the SAP K line measurement at patch 0
before and after KNM3. The blue data is the measurement before
KNM3, the orange one after KNM3. The difference in absolute 83mKr
electron rate is caused by the decay of the mother isotope 83Rb of 83mKr
in between those two measurements.

The normalized χ2 is distributed between 0.7 and 1.5 for all 14 multi-period, patch-
wise analyses, indicating good agreement between model and measurement. The
data obtained at patch 0 in the two measurements, as well as the best-fit model,
is shown in figure 6.11. The normalized χ2 = 1.24 is reasonable. The fit residuals
do not show any structure besides the familiar tendency to positive values at the
low-energetic end of the spectrum due to the negligence of the satellite lines in the
analysis.
The fit parameter correlations and uncertainties are investigated with the emcee
sampler. The uncertainty estimations and the correlations among the fit parameters
of interest for the analysis at patch 0 are shown in figure 6.12. The best fit for the
SAP magnetic field and the energy broadening is

Bana = (601± 11)µT,
σ2

g = (43± 25)× 10−3 eV2.

Both uncertainties are statistically dominated. The fit parameters are strongly anti-
correlated with a correlation coefficient of ρ

(
Bana, σ

2
g

)
= −0.97 . The determined

line positions are

E0,pre = (17 832.67± 0.03) eV,
E0,post = (17 832.55± 0.03) eV.

The distance between the two line positions is (122± 37) meV and thus in good
agreement with the expectation of 117 meV due to the different high-voltage cal-
ibration factors. Both line positions are strongly correlated to the fit parameter

188



6.3. Characterization with Krypton-83m K-32 Conversion Line 189

Bana = 601+10
−12 µT

0

50

100

150

σ
2 g

( ×
10
−

3
eV

2
)

σ2
g = 43+27

−22 ×10−3 eV2

0.55

0.60

0.65

0.70

0.75

E
0,

p
re
−

17
83

2
( e

V
)

E0,pre = 17832.67+0.02
−0.03 eV

550 575 600 625
Bana (µT)

0.40

0.45

0.50

0.55

0.60

E
0,

p
os

t
−

17
83

2
( e

V
)

−50 0 50 100 150
σ2

g (×10−3 eV2)
0.5 0.6 0.7

E0,pre − 17832 (eV)
0.4 0.5 0.6
E0,post − 17832 (eV)

E0,post = 17832.55+0.03
−0.02 eV

Figure 6.12.: Corner plot of the emcee sampler steps for the parameters of in-
terest in the multi-period fit of the data measured at patch 0. The
parameters of interest show strong correlations. The shown distribu-
tions summarize 8× 104 sampler steps per parameter.

describing the SAP magnetic field with correlation coefficients ρ (Bana, E0) > 0.99 .
The obtained best-fit parameters are used to extract the measured transmission
function properties for the SAP. For the calculation of the SAP potential depres-
sion, we employ the measured line position of the pre-KNM3 measurement, as it is
analyzed with the same calibration factor as the reference measurement.

6.3.4. Extraction of Transmission Function Properties

To obtain the parameters that describe the SAP transmission function properties,
we follow the relative procedure as introduced in section 6.3.1.

The reference K line position is determined to be E0,ref = (17 826.395± 0.008) eV
(see section 6.3.2), the simulated NAP potential depression is qUpd,ref = −2.306 eV.
With the patch-wise SAP line positions E0,SAP,i (see section 6.3.3), we can thus
calculate the patch-wise SAP potential depression from

qUpd,SAP,i = E0,ref − E0,SAP,i + qUpd,ref .

For patch 0, this gives an SAP potential depression of

qUpd,SAP,0 = (−8.58± 0.03) eV.

189



190 6. Characterization of the Shifted Analyzing Plane

The calculated SAP potential depressions are summarized for all patches in table
6.2. As expected, the potential depression decreases with increasing patch number.
The difference between the central patch 0 and the outer-most patch 13 is nearly
3 eV, a consistent pattern is also found in the e-gun SAP potential analysis (see
figure 6.4).

The SAP magnetic field and the energy smearing define the shape difference of the
SAP transmission function with respect to the one of the NAP. The values, that are
used for the calculation of the transmission function, as well as the correlation be-
tween these two, come directly from the likelihood optimization of the multi-period
patch-wise analysis of the SAP K line measurement. The overview table 6.2 sum-
marizes the obtained parameters for all patches. The SAP magnetic field strength
decreases with increasing patch number by roughly 140µT between the inner- and
outer-most patch. For the energy broadening, we would expect an increasing broad-
ening with patch number due to the elliptic paraboloid shape of the electromagnetic
fields in the SAP. Pixels located at the outer part of the flux tube are therefore
expected to have larger intra-pixel potential and magnetic field inhomogeneity com-
pared to central pixels. However, we cannot make any statement about the shape of
the energy broadening, as the uncertainties are comparably large with respect to the
absolute values. The best-fit estimates for the energy broadenings are negative for
few patches, but compatible with zero within their uncertainties. To allow for these
statistical fluctuations into the negative regime, a continuation using the method
of reference [Bel+08] is implemented in SSC [Mac16]. The anti-correlation between
SAP magnetic field and the energy broadening, given by the correlation coefficient,
is for all patches stronger than -0.97 .

A detailed comparison of the SAP transmission function parameters, measured with
the K line, with e-gun, and further 83mKr measurements is given in section 6.5. The
systematic uncertainty contributions to the measured neutrino mass analysis are also
discussed.

6.4. Characterization with Krypton-83m N2,3-32
Conversion Line Doublet

The parameters that are necessary to characterize the SAP transmission function
are strongly correlated when derived from 83mKr K line measurements due to the
non-vanishing intrinsic line width of the K line (see figure 6.12 and table 6.2). The
N2,3 line doublet enables us to perform a robust analysis of the necessary parameters
due to the small natural line widths. The small line widths cause a sharp integral
spectrum, leading to comparably small correlations between the free fit parameters
(see section 5.4.3 and figure 5.22). In the following, we present an approach to
determine the SAP transmission function parameters by investigating the integral
spectrum of the N2,3 line doublet.
The measurements analyzed in the following to derive the SAP transmission proper-
ties are performed with the continuous ramping mode of the inner electrode potential
(see section 5.4.3). Although we correct for known systematic effects of this special
ramping mode it is still possible that unknown systematic effects bias the analysis.
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Table 6.2.: SAP transmission function properties for all 14 patches, derived by
analyzing the K line measurement. The parameters of interest are the
potential depression qUpd,SAP, the magnetic field Bana in the analyzing
plane, the squared energy broadening σ2

g, and the correlation coefficient
ρ between the last two parameters.

Patch qUpd,SAP Bana (µT) σ2
g

(
×10−3 eV2

)
ρ
(
Bana, σ

2
g

)
0 −8.58± 0.03 601± 11 43± 25 −0.977
1 −8.42± 0.03 579± 14 82± 29 −0.982
2 −8.34± 0.03 598± 12 23± 26 −0.980
3 −8.21± 0.03 596± 12 14± 26 −0.978
4 −8.07± 0.03 600± 11 −16± 24 −0.975
5 −7.83± 0.03 562± 14 44± 29 −0.983
6 −7.68± 0.03 562± 13 16± 27 −0.980
7 −7.43± 0.03 537± 15 43± 29 −0.984
8 −7.29± 0.03 552± 13 −4± 25 −0.981
9 −7.03± 0.03 531± 14 18± 27 −0.983
10 −6.74± 0.04 502± 17 43± 30 −0.987
11 −6.42± 0.05 482± 19 58± 33 −0.989
12 −6.19± 0.04 500± 15 6± 27 −0.985
13 −5.68± 0.05 462± 20 23± 32 −0.990

Therefore, the following results should be understood as a test of principle. High-
statistics measurements with the nominal vessel ramping mode as cross-check of the
following results have been conducted in the second half of 2021, with the analysis
still on-going.

6.4.1. Procedure

In the analysis a relative method is used, similar to the one described in section 6.3.1.
The SAP potential depression is again calculated by the comparison of a reference
line position, measured in the NAP, with the patch-wise measured line positions in
the SAP configuration. This avoids the problem of imprecisely known source and
Main Spectrometer work functions as well as starting potentials inside the source
beam tube.

The integral spectrum of the N2,3 line doublet allows us to directly measure the
SAP magnetic field and the energy broadening due to its sharp form (see section
5.4.3). Compared to the K line measurements, the vanishingly small natural N2,3
line widths do not impede the SAP magnetic field determination. We therefore do
not use the line widths from NAP measurements as a reference for the SAP analysis.
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Instead, the analysis described in section 5.4.3 shows that the magnetic field and
the energy broadening have comparably large absolute correlations to the distance
between the N2 and N3 lines (see figure 5.22). This distance must be the same in
the NAP as well as the SAP setting. By measuring the distance in the NAP, we can
include additional information into the SAP analysis to achieve a more robust and
precise result.
The direct determination of the magnetic field and energy broadening in the NAP
integral measurement has an additional aspect that was so far not yet explicitly
considered in the K line analysis. We expect in the NAP measurement to suffer from
energy broadening effects, for example thermal Doppler or the grouping of pixels
into patches. Additionally, the continuous ramping mode of the inner electrodes
combined with the time-synchronization problem of the high-voltage system leads
to a further energy broadening in the stacked analysis of the N2,3 measurement
(see section 5.4.3). In the K line measurement, the NAP broadening is mostly
absorbed by the reference line width and negligibly small compared to the sensitivity
of the measurement. However, in the N2,3 measurement we can directly measure
it. By correcting the obtained energy broadening in the SAP analysis for the one
determined in the NAP measurement, we get an accurate result on the pure SAP
energy broadening.

6.4.2. Reference Measurement in Nominal Analyzing Plane

The reference measurement uses the same data, as that analyzed for the measure-
ment of the 2.7 G NAP magnetic field. It was performed after KNM3, in August
2020. For details on the measurement, see section 5.4.3. The total live time of the
reference measurement was 8 hours. Due to low statics and faster calculation time,
we also perform a patch-wise analysis. Inter-patch correlations are not considered in
the following due to the necessary computation time which we estimate to be larger
than 105 CPU hours. However, we expect inter-patch correlations to be negligible
small, similarly to section 6.3.3.

The model used for the analysis in the following is the same as described in section
5.4.3, except that we do not have to include the uncertainties on the source and PCH
magnetic field due to the relative measurement principle. The model comprises two
Lorentzian distributions, an energy smearing, the NAP magnetic field as part of the
transmission function, and a constant background. As discussed in section 5.4.3,
we apply a penalty term on the N2 and N3 lines width in the likelihood function.
The mean as well as the width of the Gauss-shaped penalty term is 15 meV. The
parameters of interest for this analysis are the N2 line position of patch 0, used as
reference line position, the energy broadening of all patches, and the line position
distance between the N2 and N3 conversion lines.

The obtained best-fit estimates agree with the results of the characterization mea-
surement of the 2.7 G NAP field (see upper half of table 5.2). The normalized χ2

is between 0.8 and 1.2 for all 14 patch-wise analyses. The average energy broad-
ening yields 17× 10−3 eV2, the uncertainty on the patch-wise broadening is on the
order of 10−3 eV2. The mean distance between N2 and N3 lines is (0.664± 0.003) eV
and thus in agreement with the results from optical spectroscopy measurements
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Figure 6.13.: Measurement and best-fit model of the N2,3 line doublet at patch 0 in
the SAP configuration. The measured rate of the integral 83mKr N2,3
line doublet spectrum (blue), as well as the best-fit model (orange),
are shown in the upper graph. The well-distributed best-fit residuals
are shown in the lower graph.

(0.6701± 0.0001) eV [Vén+18a]. The N2 line position is measured to be E0,ref =
(32 138.87± 0.02) eV at patch 0.

6.4.3. Measurement in Shifted Analyzing Plane

The N2,3 line doublet measurement in the SAP configuration was also performed
after KNM3, in August 2020. The measurement time was only 2.5 hours. The
uncertainties of the analysis results presented in the following are statistically domi-
nated. The SAP measurements are also conducted with the inner electrode ramping
mode instead of the nominal vessel ramping.

The model used to describe the data is the same as that used in the reference
measurement in section 6.4.2. The patch-wise information on the distance between
the N2 and the N3 lines obtained from the reference measurements is included as a
penalty term in the likelihood optimization.

The normalized χ2 is distributed between 0.9 and 1.2 for all patch-wise fits and
thus around the expectation value. The measured integral spectrum and the best-fit
model for patch 0 is shown in figure 6.13. The normalized χ2 = 1.1 is in agreement
with statistical fluctuations, the residuals do not show any structure. These features
indicate a good agreement between measurement and model.
The correlations among the parameters of interest as well as their uncertainties are
estimated using the KaFit emcee python binding. The uncertainty and correlations
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Figure 6.14.: Emcee sampler steps for the SAP analysis of the 83mKr N2,3 line
doublet measurement at patch 0 for the parameters of interest. The
parameters of interest show only weak or moderate absolute correla-
tions. The distributions are obtained with 8 × 104 emcee function
evaluations close to the best-fit minima.

are shown for patch 0 as an example in figure 6.14. It is obvious that the corre-
lations are significantly smaller compared to the K line analysis (see figure 6.12).
The correlation between SAP magnetic field and energy broadening is reduced by
a factor of three compared to the K line analysis, the correlation coefficient is now
ρ
(
Bana, σ

2
g

)
= −0.29 . Similarly, the correlation coefficient between the line posi-

tion and the magnetic field in the N2,3 analysis is ρ
(
Bana, E0,N2

)
= 0.43 and thus

reduced by more than a factor two. The uncertainties on the parameters of interest
are also reduced in comparison to the K line analysis. The magnetic field uncertainty
improves by a factor of five, the energy broadening a factor of seven, and the line
position a factor of two for fit results of patch 0.

We did not take into account the likely negligible additional uncertainty arising from
the inner electrode ramping mode associated with a change of the potential depres-
sion (see section 5.4.3). We correct for this effect based on the simulated potential
depression. However, the necessary Monte-Carlo study to properly investigate the
arising additional uncertainty is currently not feasible within a reasonable compu-
tational time due to the comparably long calculation time of the model evaluation.
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6.4.4. Extraction of Transmission Function Properties

Similar to section 6.3.4, we now make use of the 83mKr N2,3 measurement results
to extract the parameters of interest to describe the SAP transmission function
properties.

The SAP potential depression qUpd,SAP is calculated with the reference N2 line po-
sition E0,ref = (32 138.87± 0.02) eV in the NAP configuration, the simulated NAP
potential depression qUpd,ref = −2.32 eV, and the patch-wise determined N2 line
positions E0,SAP,i. For patch 0, this yields

qUpd,SAP,0 = E0,ref − E0,SAP,0 + qUpd,ref

= (32 138.87± 0.02) eV− (32 145.24± 0.01) eV− 2.32 eV
= (−8.69± 0.02) eV.

Table 6.3 presents the calculated potential depressions for all patches. As expected,
the absolute potential depression decreases from central patch 0 to the outer-most
patches by roughly 3 eV.

The SAP magnetic field is directly extracted from the analysis of the N2,3 measure-
ment conducted in the SAP configuration. Also here, the shape of the magnetic field
follows the expectation and decreases from the center to larger radii by 160µT (see
table 6.3). The mean uncertainty on the magnetic field is only 2µT for all patches.
The energy broadening σ2

g due to the SAP configuration is calculated by comparing
the measured energy broadening in the NAP, σ2

g,NAP, and in the SAP, σ2
g,SAP,

configuration. With this method, any effects that do not arise from the SAP config-
uration itself are removed. For patch 0, this yields

σ2
g = σ2

g,SAP − σ
2
g,NAP

= (16± 3)× 10−3 eV2 − (16± 1)× 10−3 eV2

= (0± 3)× 10−3 eV2.

The expectation for the energy broadening is that it increases with increasing patch
number. Pixels at the outer-most part of the flux tube contain stronger intra-
pixel potential and magnetic field variations compared to the central pixels. The
expectations are met: the energy broadening significantly increases starting from
patch 9 onwards with increasing patch number (see table 6.3).
The correlation between SAP magnetic field and energy broadening is estimated with
the emcee sampler steps near the likelihood optimum. Generally, the correlations
are rather weak with a correlation coefficient on the order of ρ ∈ [−0.2,−0.4] (see
table 6.3).

6.5. Comparison and Summary

We have presented in this chapter three complementary methods to investigate the
SAP transmission properties, namely by simulations, by e-gun measurements, and
by 83mKr conversion electrons measurements. The simulations are introduced only
as reference, as they are vulnerable in the SAP configuration to inaccurate model

195



196 6. Characterization of the Shifted Analyzing Plane

Table 6.3.: SAP transmission function properties for all 14 patches, derived by
analyzing the N2,3 line doublet measurement. The parameters of inter-
est are the potential depression qUpd,SAP, the magnetic field Bana in the
analyzing plane, the squared energy broadening σ2

g, and the correlation
coefficient ρ between the last two parameters.

Patch qUpd,SAP Bana (µT) σ2
g

(
×10−3 eV2

)
ρ
(
Bana, σ

2
g

)
0 −8.69± 0.02 618± 2 0± 3 −0.297
1 −8.56± 0.02 613± 2 1± 3 −0.268
2 −8.43± 0.02 603± 2 4± 3 −0.219
3 −8.29± 0.02 596± 2 4± 3 −0.281
4 −8.12± 0.02 588± 2 1± 3 −0.208
5 −7.94± 0.02 577± 2 4± 3 −0.287
6 −7.79± 0.02 571± 2 6± 3 −0.323
7 −7.57± 0.02 556± 2 5± 3 −0.321
8 −7.37± 0.02 544± 2 11± 3 −0.331
9 −7.15± 0.02 533± 2 11± 3 −0.270
10 −6.89± 0.02 517± 2 16± 3 −0.338
11 −6.58± 0.02 501± 2 23± 3 −0.308
12 −6.25± 0.02 485± 2 39± 3 −0.416
13 −5.77± 0.02 458± 2 47± 3 −0.355

alignment. Nevertheless, they are mentioned in the following comparisons for com-
pleteness. In this work, the e-gun characterization is only performed on individual
pixels (see section 6.2) since these measurements are time-consuming, a full char-
acterization of the SAP with the e-gun is not possible on measurement time-scales
of less than a week. The results from e-gun measurements are therefore also used
as a cross-check to the other methods. The only approach that accurately charac-
terizes the whole SAP cross section at once is measurements with 83mKr conversion
electrons. Measurement results of the K and N2,3 lines are presented in chapter 6.3
and 6.4. The focus of the following sections is the comparison of the K and N2,3 line
results.

6.5.1. Retarding Potential

The electric retardation in the analyzing plane is mostly given by the applied volt-
age on the Main Spectrometer vessel and the inner electrode system. Additionally,
the grounded beam tubes as well as the steep cones cause a deviation from ho-
mogeneity, summarized in the potential depression term. In this work, the SAP
potential depression, qUpd,SAP, is determined with 83mKr conversion electrons in the
relative method by the difference of line positions δE0 and the simulated potential

196



6.5. Comparison and Summary 197

Figure 6.15.: Comparison of the calculated potential depression determined with
the 83mKr K line measurement to the one determined with the N2,3
line doublet measurement. The upper graph shows the measured evo-
lution of SAP potential depression qUpd,SAP over patch number. Note
that in this graph, the error bars of both methods are increased by a
factor ten for better visualization. The lower graph shows the differ-
ence δ

(
qUpd,SAP

)
of the determined potential depressions between the

two methods for each patch, this is consistent with a constant offset of
(102± 8) meV.

depression, qUpd,NAP, in the NAP configuration

qUpd,SAP = δE0 + qUpd,NAP. (6.2)

The SAP potential depressions for each patch, measured with the 83mKr K and N2,3
lines, are shown in figure 6.15. Both 83mKr methods agree well on the measured
shape, with a constant difference for all patches of

δ
(
qUpd,SAP

)
= (102± 8) meV.

The constant offset between the 83mKr K and N2,3 line measurements can either
be caused by the line position difference term δE0 or by the simulated potential
depression in the NAP configuration qUpd,NAP (see equation 6.2). To calculate the
SAP potential depression based on the K line analysis, the NAP potential depression
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198 6. Characterization of the Shifted Analyzing Plane

needs to be simulated for −17.8 kV vessel voltage, for the N2,3 analysis for −31.8 kV.
If the different vessel voltages are not accurately simulated, a small discrepancy is
possible, although an inaccuracy of 0.1 V is unrealistic. The second possible reason
for the offset lies in the δE0 measurement. Drifts of the Main Spectrometer or the
source work function, as well as of the source starting potential, can in principle
introduce an offset in δE0. However, these effects are rather unlikely, since the NAP
and the SAP measurements are conducted in direct succession for both methods.
Energy-dependent effects, for example non-adiabaticity, are not expected to shift the
line position in the SAP compared to the NAP setting. The reason for this constant
offset in the determined SAP potential depression remains unknown.
The e-gun is a suitable tool to investigate the δE0 term with a complementary
measurement method close to the tritium endpoint energy. An e-gun potential
edge measurement allows us to test whether the K line δE0 term or the N2,3 line
doublet δE0 term deviate significantly from the one determined with the e-gun. The
measured potential edge in the 2.7 G measurement (see section 5.3.3) is therefore
compared with the potential edge of the SAP measurement (see section 6.4). We
decide to compare the measured potential edges of FPD pixel 2, as motivated in the
following. The e-gun measurement takes only place at one pixel while the 83mKr data
is analyzed patch-wise. Pixel 2 belongs to the central patch 0, which possesses the
smallest potential variation within the patch due to the elliptical parabolic shape of
the SAP electromagnetic fields. The comparison of pixel- to patch-wise analysis is
thus more accurate here than for the outer patches. The measured difference in the
potential edge on pixel 2 is (−6.346± 0.004) eV. Taking into account the simulated
2.7 G potential depression leads to (−8.652± 0.004) eV. This is slightly closer to the
N2,3 line doublet measurement with (−8.69± 0.02) eV than to the result of the K
line measurement with (−8.58± 0.03) eV. Both 83mKr results differ by roughly two
standard deviations from the e-gun result, thus a conclusion is not possible with the
current sensitivity.

The constant offset does not cause any systematic bias on the measured neutrino
mass, since the tritium endpoint is a free fit parameter in the neutrino mass analysis
which absorbs possible offsets without biasing the neutrino mass (see section 5.1.3)
[Kaš+04]. Consequently, the knowledge on the retarding potential in the SAP de-
rived with 83mKr measurements in this thesis is sufficient for neutrino mass analysis.
Nevertheless, it is interesting to compare the measured tritium endpoint to external
measurements (see reference [Sac20]). We therefore recommend further investiga-
tion into the reason for the constant offset in the estimated SAP retarding potential
depression by the two 83mKr results.

6.5.2. Transmission Function Shape

The transmission function shape in a certain patch is inter alia given by the SAP
magnetic field and the energy broadening. As the PCH and source magnetic fields are
independent of the Main Spectrometer SAP or NAP configuration, we focus on the
influence of the SAP magnetic field and the energy broadening on the transmission
function. Additionally, the impact of the parameters’ uncertainties on the systematic
neutrino mass error is estimated.
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Figure 6.16.: SAP magnetic field Bana and the energy broadening σ2
g versus patch

number, as measured with the 83mKr K and N2,3 line measurement.
Please note that in both graphs the error bars of the N2,3 analysis
results (drawn in orange) are increased by a factor five for better visi-
bility, while the error bars of the K line measurements (drawn in blue)
reflect the true uncertainty.

The shape expectation for the SAP magnetic field is a continuously decreasing field
strength from the central patch 0 to the outer-most patch 14. We expect the energy
broadening to have an opposite shape due to the elliptical parabolic shape of the
SAP electromagnetic fields with a minimum at patch 0 and increasing broadening
with patch number. The measured SAP magnetic field and the energy broadening
with the K and N2,3 line doublet are shown in figure 6.16.
The expectation for the SAP magnetic field is met by both 83mKr measurements. The
two methods agree with each other within their uncertainties, the largest difference
is found in patch 1 with a difference of 2.5 standard deviations. In this patch,
the magnetic field estimated by the K line is smaller than what we would expect
and also smaller compared to the N2,3 measurement. This smaller magnetic field
determined with the K line is partially absorbed by a larger energy broadening
than expected due to the strong anti-correlation between the two parameters in
the K line determination. In general, the magnetic field results obtained by the
N2,3 analysis clearly follow the expectation while the K line results show stronger
fluctuations around the expectation, compatible with their significantly larger error
bars. The simulated magnetic field for the SAP is in good agreement with the N2,3
line measurement for patches 0 to 6 with a deviation of less than 3.5µT. Towards
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the outer-most patches, the deviation increases to a maximum of 25µT, which is
too inaccurate to be used as input for neutrino mass analysis. A comparison of the
pixel-wise e-gun magnetic field measurement of the SAP to patch-wise 83mKr results
is not possible at the necessary accuracy level due to the strong intra-patch magnetic
field inhomogeneity and the small number of investigated pixels with the e-gun. To
enable a comparison of the SAP magnetic field measured with the e-gun to 83mKr
results, it is either necessary to probe the magnetic field with the e-gun at each pixel
within a patch, or to significantly increase the statistics of the N2,3 measurement
allowing a pixel-wise analysis.
The energy broadening, estimated by the K line measurement, has relatively large
uncertainties on the order of 27× 10−3 eV2. Based on these measurements, the
shape expectation can neither be confirmed nor rejected. The N2,3 line analysis has
uncertainties of only 3× 10−3 eV2. The determined energy broadenings follow the
shape with zero-compatible broadenings in the first eight patches and a significant
increase towards the larger patch numbers. The feature to calculate the expected
potential spread within pixels or patches is currently not yet implemented in the
Kassiopeia field simulation.

The N2,3 line doublet measurements deliver high-precision estimations of the SAP
magnetic field and the energy broadening with weak correlations among these two
parameters. Compared to the N2,3 line doublet results, the analysis of the K line
measurements leads to large uncertainties on the broadening and the magnetic field
with a strong anti-correlation between these two parameters. In the following, we
quantify the impact of these measurement results on the systematic neutrino mass
error by using the pull-term method (see section 3.3.5). The systematic uncertain-
ties on the squared neutrino mass, stated in the following, are based on Monte Carlo
data of β scans. The quoted numbers give a first estimate of the impact of the SAP
transmission function uncertainties on the systematic neutrino mass uncertainty.
However, they can differ in the final neutrino mass analysis on real data.
A simulated β-scan Asimov dataset with vanishing neutrino mass is produced based
on the period summary derived from the N2,3 line doublet analysis. Afterwards,
this dataset is analyzed in a self-fit with the same period summary as used for the
Asimov generation in the typical 40 eV analysis window. We perform a multi-patch
fit, as this is also the procedure for neutrino mass analysis in the SAP configuration.
The statistics-only multi-patch fit comprises one global fit parameter describing the
squared neutrino mass, 14 endpoints (one for each patch), 14 signal normalizations,
and 14 background rates. In the pull-term approach, the 14 parameters for the mag-
netic field in the SAP as well as the 14 broadening parameters are also included as
free fit parameters, constrained by the penalty terms that are chosen corresponding
to their uncertainties. The correlations between the SAP magnetic field and energy
broadening within one patch are included via the penalty terms. The broadening
of the likelihood function close to the minimum in the pull-term fit compared to
the statistics-only fit quantifies the systematic uncertainty on the neutrino mass
due to the SAP magnetic field and energy broadening uncertainties. The resulting
systematic uncertainty contribution on the squared neutrino mass is

∆m2
ν,sys = 2× 10−3 eV2. (6.3)

Consequently, the SAP magnetic field and the energy broadening uncertainties, as
determined with the N2,3 line doublet measurements in the thesis at hand, fulfill the
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final KATRIN requirement of less than 7.5× 10−3 eV2 for an individual systematic
uncertainty contribution.
The same procedure is repeated with the SAP electromagnetic field results of the
K line measurement. The simulated β-scan Asimov dataset is produced based on
the period summary derived from the K line analysis and afterwards analyzed in the
self-fit, multi-patch approach. The resulting systematic uncertainty contribution on
the neutrino mass is

∆m2
ν,sys = 3× 10−3 eV2 (6.4)

and thus slightly larger than the uncertainty contributions based on the N2,3 mea-
surement, but still comparable. This might sound unexpected, since the N2,3 line
uncertainties are a factor of five smaller for the SAP magnetic field, and a factor
of seven better for the energy broadening compared to the K line measurement.
However, the significant difference between both methods with large impact on the
neutrino mass uncertainty is the correlation between magnetic field and broadening.
The field and the broadening have only a weak correlation coefficient of ρ ≈ −0.3
in the N2,3 line doublet analysis, while it is ρ ≈ −0.98 for the K line. Neglecting
the strong correlation between energy broadening and magnetic field in the K-line
based fit of the Asimov dataset leads to significantly larger systematic neutrino mass
uncertainties around ∆m2

ν,sys ≈ 20× 10−3 eV2.

Consequently, the uncertainties on the K- and N-line based transmission func-
tions lead to similar uncertainties on the neutrino mass, which both meet the final
KATRIN requirements. The next question, that needs to be answered for neutrino
mass measurement analysis is whether the transmission functions themselves agree
within their uncertainties. If they do agree, it does not matter which of the two
derived transmission function parameter sets is used for neutrino mass analysis, as
they have similar impact on the neutrino mass uncertainty.
We first start with quantifying the transmission function shape difference. In the
upper graph in figure 6.17, the K-line based transmission function and the one based
on N2,3 measurements are shown together with their uncertainties for patch 0. The
error band is derived by Monte-Carlo propagation of the magnetic field and en-
ergy broadening uncertainties, taking into account the correlation between these
two parameters. For better comparison, the transmission functions are shifted on
the energy axis such that the middle of transmission T = 0.5 is located at 0 eV. The
difference between the two transmission functions, normalized to their uncertainties,
is shown in the lower graph of figure 6.17. The difference shows a bumpy structure in
the transition between the steep part of the transmission function and the constant
parts, at roughly E − C = −1.1 eV and 0.8 eV. This region is dominated by the
energy broadening, where the K-line and N-line based parameters differ strongly in
central values (see lower graph of figure 6.16). The central part of the transmission
function is mostly affected by the estimated SAP magnetic field as it influences the
slope (see equation 3.12). The estimated magnetic fields manifest themselves in two
approximately constant regions in the difference structure around 0 eV. In general,
the difference is mostly larger than one standard deviation. As a next step, the
impact on the measured neutrino mass due to the shape difference of the two trans-
mission functions is estimated.
To quantify the impact of the shape difference on the measured neutrino mass,
we generate a simulated β-scan Asimov dataset based on the period summary de-
rived from the N2,3 line doublet measurement. The neutrino mass is set to 0 eV
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Figure 6.17.: Comparison of the transmission function shape at patch 0 as deter-
mined by the K (blue) and by the N2,3 (orange) line measurements.
The upper graph shows both measured transmission functions versus
the energy E as well as their uncertainties, multiplied by a factor of
five. These are calculated via Monte-Carlo propagation, taking into ac-
count the correlations between SAP magnetic field and squared energy
broadening. The parameter C is a constant offset on the energy axis
for each transmission function, which shifts the middle of transmission
with T = 0.5 to E − C = 0 eV. The lower graph shows the difference
between the transmission functions, normalized to their uncertainties.

in this study. The generated data is analyzed in a multi-patch approach using the
transmission function properties derived from the K line measurement. The best-fit
estimation for the neutrino mass is not located at 0 eV anymore but shows a mea-
surement bias, that is caused by the shape difference of the transmission function.
The measurement bias δm2

ν for the squared neutrino mass yields

δm2
ν = 6× 10−3 eV2.

This is a factor of 1.5 larger than the systematic uncertainty estimations of both
method combined (see equation 6.3 and 6.4). The direct transmission function com-
parison (see figure 6.17) predicts a bias that is slightly larger than the one from the
systematic uncertainty estimation, because the difference between the transmission
functions is mostly larger than one standard deviation. However, since the possible
bias is consistent with the estimated systematic uncertainty of both methods, it is
decided to not take the possible bias into account in the calculation of the systematic
SAP uncertainty.
Nevertheless, it is necessary to decide on the more accurate period summary for
the analysis to avoid a biased result of the neutrino mass. We recommend use of a
period summary based on N2,3 line doublet measurements for future analyses. The
uncertainties on the patch-wise estimated magnetic field strengths and the energy
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broadenings are significantly smaller compared to the K line analysis. Additionally,
the correlation between these two parameters is only weak in the N2,3 measurement,
leading to a robust determination of each parameter of interest in contrast to the K
line analysis.

6.5.3. Summary and Outlook

The SAP is a configuration which significantly reduces the dominating background
component in neutrino mass measurements, namely the one from the Main Spectro-
meter. In addition, also the non-Poisson component of the Main Spectrometer back-
ground is suppressed. Both reductions combined, the one of the total rate and the
one of the non-Poisson component, lead to a smaller total uncertainty on the mea-
sured neutrino mass. Due to these properties, the SAP setting is the operational
configuration since fall 2020 and the majority of the data for neutrino mass analysis
with KATRIN so far has been measured using the SAP setting.
The SAP magnetic field and the electric retardation feature relatively large inho-
mogeneities over the analyzing plane. SAP field simulation results therefore have
to be taken with caution, as small model inaccuracies can have severe impacts on
the simulated field. The goal of this chapter was to experimentally determine SAP
transmission functions. The main results are:

� Measurements and analyses performed in this work show that high-precision
results of the magnetic field strength and the retarding potential in the ana-
lyzing plane are possible using the e-gun. However, a comprehensive analysis
of the whole SAP cross section is not possible with the e-gun in a realistic sce-
nario as the large measurement preparation and data acquisition time would
lead to significant measurement time loss for neutrino mass β scans.

�
83mKr measurements of the K line (section 6.3) as well as of the N2,3 line
doublet (section 6.4) time-efficiently allow us to completely characterize the
SAP in 14 pixel segments, the so-called patches. With methods developed
in the thesis at hand, the parameters describing the SAP transmission func-
tion are extracted from the integral 83mKr measurements, using the NAP con-
figuration as reference. The 83mKr analysis of both lines lead to precise re-
sults, the systematic uncertainty contribution on the squared neutrino mass
yields ∆m2

ν,sys ≈ 3× 10−3 eV2 in a preliminary estimate. This fulfills the fi-
nal KATRIN requirement on a single systematic uncertainty contribution of
∆m2

ν,sys ≤ 7.5× 10−3 eV2. The results of the two methods agree to a neutrino
mass bias of 6× 10−3 eV2.

As a result of the thesis at hand, neutrino mass measurements conducted in the
SAP Main Spectrometer configuration can be analyzed with one of the 83mKr-based
period summaries on a systematic uncertainty level that is compatible with current
uncertainties (see reference [Ake+21a]) and also compatible with the final KATRIN
sensitivity goal.
Based on the results achieved in this work, measurements with a high-intensity
83mKr source have been conducted in the second half of 2021 to enable a pixel-wise
measurement of the SAP magnetic field strength, the electric retardation, and the
intra-pixel energy broadening. These measurements have been performed with the
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N2,3 line doublet due to its large sensitivity on the parameters of interest. In the
presented measurements, the 11-hour N2,3 line doublet measurement enables us to
analyze the SAP properties with significantly better precision than the 72-hour K
line measurement. To avoid sources of uncertainties in the analysis from the inner
electrode ramping mode, the measurements with the high-intensity 83mKr source
have been performed with the nominal vessel-ramping mode. The analysis of this
measurement is still on-going, first results are expected in early 2022 [Ake+22].
The obtained transmission properties from the e-gun can be used as complementary
tool to cross-check the determined transmission properties at individual pixels to
avoid unaccounted energy-dependent effects in the analysis of the N2,3 line doublet
measurements.
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7. The WGTS Column Density

An unbiased inference of the neutrino mass requires precise and accurate modeling
of the β-decay electron energy losses. The major energy-loss process of β-decay elec-
trons in the KATRIN experiment is the scattering of decay electrons off tritium gas
molecules in the WGTS. The scattering magnitude mainly depends on the tritium
gas amount in the WGTS, described by the column density as characteristic quan-
tity. The column density is in this context defined as the gas density in the WGTS
integrated along the beam axis. To accurately calculate the scattering magnitude,
the column density thus needs to be known with high accuracy and precision as
external input for successful neutrino mass measurements with KATRIN.
In the following, the definition of the column density, the calculation of the response
function and the detailed role of the column density in neutrino mass analyses are
introduced in section 7.1. In section 7.2, we summarize the work carried out in pre-
vious publications and theses concerning the simulation and calculation of the gas
distribution and column density inside the WGTS. Subsequently, a direct column
density measurement method with the Rear Section e-gun is presented in section 7.3.
An important simulation prediction, namely the radial and azimuthal homogeneity
of the WGTS gas density, is investigated by comparing the prediction to dedicated
column density measurements in section 7.4. In section 7.5, we introduce two com-
plementary approaches for the crucial column density monitoring during neutrino
mass measurement campaigns based on the column density measurements by the
e-gun and gas model calculations. We then close the chapter with a summary in
section 7.6.

7.1. Influence of Column Density in KATRIN

All energy-loss processes of β-decay electrons reaching the FPD need to be consid-
ered for exact spectral modeling. In the typical KATRIN neutrino mass analysis,
this is realized by introducing the response function R, that combines the known
energy-loss models together with the MAC-E filter transmission function [Kle+19].
The expected measured spectrum is calculated by a convolution of the response
function with the theoretical description of the β-decay spectrum (see also section
3.3.1).
The major energy-loss process of β-decay electrons is the inelastic scattering off tri-
tium gas in the WGTS before entering the SDS for energy selection. The gas density
rapidly decreases outside of the WGTS, thus scattering processes in the transport
section or thereafter are of no concern [Kle+19]. For a proper description of the
inelastic scattering process we need to introduce the term column density.
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Figure 7.1.: Relation between gas density ρ(z) and column density ρd(z) over the
longitudinal z-position. The simulated tritium gas density ρ(z) in the
WGTS as a function of the z-position in the central beam tube is shown
in the upper patch. Tritium gas is injected at the longitudinal center of
the beam tube (z= 0 m), from where it can stream to the WGTS front
(z= 5 m) and rear (z= -5 m) end. The column density ρd(z) that an
electron with zero pitch angle traverses before leaving the WGTS to the
front side as a function of its starting position z is shown in the lower
patch.

7.1.1. Definition of Column Density

As described in section 3.2.2, the tritium gas is injected at the longitudinal center
of the central WGTS beam tube. From there on it streams to the WGTS front and
rear end, where it is pumped out. The steady tritium circulation by the WGTS
loop system allows the gas to form a stable density profile. The gaseous tritium
is mostly distributed along the central 10 m-long beam tube and eventually decays,
releasing a β-decay electron. If the β-decay electron is emitted in the source in
upstream direction, it is guided by the strong magnetic fields towards the rear wall.
An electron emitted in downstream direction can reach the FPD and can be used
for neutrino mass analysis. During its propagation towards the transport section,
it needs to pass through a certain gas amount before leaving the WGTS. This gas
amount, depending on the electron’s place of production z in the WGTS, is given
by the column density ρd (z) to

ρd (z) =
∫ +L/2

z
′=z

ρ(z′) dz′, (7.1)

if the β-decay electron leaves the WGTS on the direct path. The half length of the
central WGTS beam tube, that contains 99 % of the tritium gas, is denoted as L/2
here. For this and following WGTS gas density calculations, the coordinate system
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is chosen such, that the tritium injection is centered at z = 0, the rear and front
end of the WGTS are thus located at z = −L/2 respectively at z = +L/2. The
z-axis is aligned with the beam tube axis. The relation between gas density ρ(z)
and column density ρd(z) in the WGTS is visualized in figure 7.1. The total column
density ρd = ρd(−5 m), assuming perfect radial homogeneity in the beam tube, is
directly related to the number of tritium nuclei NT in the WGTS

NT = 2εT · ρd · A, (7.2)

with A being the cross section of the WGTS beam tube. The factor 2 is necessary
since ρd is defined in number of tritium molecules. The tritium purity of the WGTS
gas composition is denoted as εT. The LARA system monitors in real-time the gas
composition that is injected into the WGTS beam tube. An increased column den-
sity results in a larger amount of tritium atoms in the source and therefore larger
activity and count rates at the detector. A lower column density consequently re-
sults in smaller count rates at the detector. [Kuc+18; Ake+21d]
The unit of the column density is molecules/m2, the unit 1/m2 is used synony-
mously in the following. Please note also that ρd (z) indicates the column density
that a certain electron experiences at position z before leaving the WGTS through
the front end, while ρd is the total column density from rear to front end. In the
KATRIN terminology, the column density is regularly used to indicate the total
gas amount in the source. The nominal KATRIN column density is defined as
ρdnom = 5× 1021 molecules/m2 [KAT05]. Although measurements at nominal col-
umn density are technically possible and commissioning measurements have been
successful, neutrino mass measurement campaigns at nominal column density have
not been conducted to date. Model uncertainties on the starting potential of β-decay
electrons in the WGTS cause a preference towards lower column densities. Due to
historical reasons, all column densities are referenced in relative size to the nominal
column density in the KATRIN terminology. For consistency, we stick to this nota-
tion in the following. In the scope of the present thesis, the column densities of 75 %
and 84 % nominal column density are of interest.

7.1.2. Calculation of Scattering Probabilities

The β-decay electrons can scatter off diatomic tritium molecules, atomic tritium,
and further hydrogen isotopologues in the WGTS. Since diatomic tritium molecules
constitute the overwhelming majority of source gas, the contributions from scat-
tering off atomic tritium and further hydrogen isotopologues can be neglected. The
scattering of electrons off tritium molecules is a complex process, since the molecules
allow rotational and vibrational excitations, as well as for dissociation or ionization.
[Ake+21c]
The scattering cross section, indicating the probability of scattering processes, sum-
marizes contributions from elastic and inelastic scattering. Elastic scattering does
not affect or change the initial tritium gas molecule state. In inelastic scattering
processes, the molecule experiences excitation, ionization, or dissociation. The cal-
culation of the scattering probabilities discussed in the following is identical for both
scattering processes. [Ake+21c]

The scattering probability for an electron starting at position z depends inter alia
on the column density. However, the aforementioned definition of ρd(z) in equation
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7.1 implicitly assumes, that the electron leaves the WGTS on the direct path. This
assumption is only valid for β-decay electrons with pitch angle θsrc ≈ 0◦ in the
source. For larger pitch angles, the electrons follow the magnetic field lines in a
cyclotron motion. This motion enlarges the effective path length through the gas
density, leading to a higher effective column density ρdeff (z, θsrc) [Kuc+18]. The
effective column density can be calculated in analogy to equation 7.1 to

ρdeff (z, θsrc) = ρd(z)
cos θsrc

= 1
cos θsrc

∫ +L/2

z
′=z

ρ(z′) dz′, (7.3)

taking into account the electron’s extended path in the tritium gas [Kuc+18]. The
scattering probability for the β-decay electrons depends on the term ρdeff (z, θsrc) ·σ,
where σ denotes the scattering cross section of electrons with tritium molecules for
the respective investigated case of either elastic or inelastic scattering. Although the
scattering cross section is considered energy dependent in the 40 eV fit window in
neutrino mass analyses, we treat it as a constant for the following derivation of the
scattering probabilities for ease of reading [Ake+21a; Ake+21b].
Because of the low probability for an electron to scatter off a single gas molecule in
the WGTS, the probability Pi for i-times scattering can be calculated according to
a Poisson distribution

Pi(z, θsrc) = (ρdeff (z, θsrc) · σ)i

i! e−ρdeff(z,θsrc)·σ (7.4)

with expectation value ρdeff (z, θsrc) · σ [Kle+19]. Depending on the start position
of the electron, the different scattering probabilities differ significantly. The proba-
bility to leave the WGTS without scattering is P0(z, θsrc) = exp (−ρdeff(z, θsrc) · σ)
and thus significantly larger for signal electrons starting near the WGTS front end
compared to those starting from the rear end. The electron’s pitch angle θsrc in
the source influences the path length of the electron in the source gas, additionally
altering the scattering probabilities. The probability for β-decay electrons to leave
the WGTS in downstream direction without inelastic scattering is shown in figure
7.2 as a function of the axial starting position and the electron’s pitch angle in the
source.

The asymmetric dependence of the scattering probability on the axial starting posi-
tion, as well as on the electron’s pitch angle, needs to be included in the calculation
of the response function, and thus also in the calculation of the scattering probabil-
ities. In the KATRIN experiment, two approaches are being pursued.
The first one is to longitudinally subdivide the source region into individual segments
along the WGTS beam tube, the scattering probability is then calculated for each
segment individually. To increase the computational speed, it is useful to exploit the
isotropic angular emission ω(θsrc) = sin θsrc of the β-decay electrons in the WGTS.
The scattering probability Pi(z, θsrc) can then be averaged with respect to the pitch
angle to

Pi(z) = 1
1− cos(θmax)

∫ θmax

θsrc=0
sin θsrc · Pi(z, θsrc) dθsrc, (7.5)

with θmax, describing the maximal acceptance angle due to the magnetic mirror effect
in the PCH (see section 3.1.2). The averaging process assumes that the scattering
probability is not significantly affected by the small angular changes resulting from
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Figure 7.2.: Probability P0 for β-decay electrons to leave the WGTS without in-
elastic scattering in downstream direction as function of the axial
starting position z and pitch angle θsrc. Probability calculated accord-
ing to equation 7.4. The dashed line represents the maximal acceptance
angle θmax = 50.5◦, larger pitch angles are magnetically reflected by the
PCH magnetic field.

the scattering. As shown in reference [Gro15], the angular changes due to scattering
processes are indeed small and can be neglected for neutrino mass analysis in the
40 eV fit window. Based on the individual scattering probabilities that now solely
depend on the z-position, the response function for every longitudinal segment is
calculated. Afterwards, the individual response functions are averaged to a cen-
tral response functions with weights according to tritium gas molecules inside the
individual segments. This method allows not only to include the asymmetric lon-
gitudinal scattering probability, but also further longitudinal inhomogeneities along
the WGTS beam tube, for example variations of the magnetic field. [Kle+19] S.
Groh estimates that 50 segments along the WGTS beam tube are necessary in the
calculation to meet the KATRIN sensitivity requirement [Gro15]. The major dis-
advantage of this method is that it is computationally expensive, as the scattering
probabilities and the response function need to be evaluated for each segment indi-
vidually.
An alternative approach was proposed by L. Kuckert in reference [Kuc16]. The
scattering probabilities are averaged with respect to the initial pitch angle as well as
with respect to their longitudinal starting position. At the same time, all physical
quantities, for example the source magnetic field, are averaged in this approach. The
calculation of the averaged scattering probabilities is significantly faster compared
to the segmentation approach, as it can be performed with pre-calculated analytical
formulas. In the following, we derive the analytical formula by example of the zero
scattering probability, based on reference [Kuc16]. In a first step, the averaged effec-

209



210 7. The WGTS Column Density

tive column density is introduced. Following equation 7.3, we exploit the isotropic
angular emission of β-decay electrons to average over the pitch angle. This leads to

ρd(z)eff = 1
1− cos(θmax)

∫ θmax

θsrc=0
sin θsrc · ρdeff (z, θsrc) dθsrc,

= ρd(z)
1− cos(θmax)

∫ θmax

θsrc=0

sin θsrc

cos θsrc
dθsrc,

≈ 1.24 · ρd(z) (7.6)

for θmax = 50.5◦. Inserting this relation into equation 7.4 leads to a purely z-
dependent formula for the scattering probabilities, with

Pi(z) = (1.24 · ρd (z) · σ)i

i! e−1.24·ρd(z)·σ.

Averaging by integration over z then finally leads to the averaged zero scattering
probability to

P 0 = 1
1.24 · ρd · σ

∫ ρd·σ

(ρdσ)′=0
e−1.24·(ρdσ)′d(ρdσ)′,

= 1
1.24 · ρd · σ

(
1− e−1.24·ρd·σ

)
(7.7)

that only depends on the overall WGTS column density. [Kuc+18] The derived
formula yields a 40 % probability for β-decay electrons to leave the WGTS without
inelastic scattering in the case of nominal column density, assuming that the elec-
trons’ energies are near the molecular tritium endpoint.
Sensitivity studies carried out with the SSC software package yield consistent re-
sults for the averaging and the segmentation approach, as long as the number of
segmentations are sufficiently large. We use the averaging approach in the following
analyses due to the significantly faster calculation time.

As shown in equation 7.2, the column density is proportional to the number of
tritium atoms in the WGTS and thus to the overall activity. By either increasing
the column density or the cut-off angle, we would increase the signal count rate
at the detector, leading to an improved statistical uncertainty in neutrino mass
measurements. The consequence of enlarging the column density or the cut-off angle
is an enhanced scattered-to-unscattered-electrons ratio, increasing the systematic
uncertainty due to energy losses in scattering processes [KAT05]. The design values
of ρdnom = 5× 1021 molecules/m2 and θmax = 50.5◦ balance the effects of statistical
and systematic uncertainty [Kle+19; KAT05].

7.1.3. Energy-Loss Function and Response Function

Having derived an accurate description for the scattering probabilities, it is necessary
to derive the probability density function that describes the energy loss for i-fold
scattering. This function is crucial to include the energy-loss process of the β-decay
electrons due to scattering off tritium molecules in the KATRIN response function.
The description of the energy-loss model requires a clear separation of the elastic
from the inelastic scattering process, since significantly more energy is exchanged in
the inelastic process.
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Elastic Scattering Process

In an elastic scattering process, only the angle of the incoming electron is changed
due to Coulomb interactions with the molecule. Unlike inelastic scattering, the
initial electronic state of the molecule is not changed. [Sch21]
The angular change of the incident electron leads to a momentum transfer, reducing
its kinetic energy. This angular change is small for electron scattering off tritium
molecules, the median scattering angle is θscat = 2.1◦ [Kle+19]. The energy loss ∆E
in the elastic scattering process due to the angular change is estimated as

∆E = 2 me

MT2

E · (1− cos θscat)

with MT2 being the molecular mass of tritium [Kle+19]. Based on angular dis-
tribution measurements of elastic scattering of electrons off molecular hydrogen
[NDS85], the energy-loss distribution is estimated to be narrow with median en-
ergy loss ∆E = 4 meV. [Kle+19]
J. Liu parametrized the cross section for elastic scattering of high-energy elec-
trons off hydrogen in the first Born approximation in reference [Liu87]. Applying
the derived formula for β-decay electrons near the tritium decay endpoint yields
σel = 0.28× 10−22 m2 [Kle+19]. The inelastic scattering cross section for this energy
is σinel = (3.64± 0.02)× 10−22 m2 [Ake+21b], one order of magnitude larger than
the elastic scattering cross section. The probability for elastic scattering of molec-
ular tritium by electron impact is therefore significantly suppressed with respect to
the inelastic process.
Incorporating the narrow elastic scattering energy-loss distribution in the response
function is computationally expensive, as it requires fine numerical binning for the
convolution [Kle+19]. The small mean energy loss paired with the relatively small
cross section make elastic scattering, compared to the inelastic process, a minor
energy-loss process for β-decay electrons in KATRIN [Kle+19]. Neglecting this ef-
fects yields a negligible bias on the squared neutrino mass of 5× 10−5 eV2 [Kle+19].
The elastic scattering of electrons with tritium gas in the WGTS is therefore ne-
glected in KATRIN neutrino mass analyses.

Inelastic Scattering Process

The energy loss of electrons in inelastic scattering processes with tritium molecules
starts at ∆E ≈ 11 eV and increases up to half the incident electron’s kinetic en-
ergy [Ake+21c]. The precise and accurate knowledge of the energy-loss model up to
40 eV is crucial for a proper modeling of the β-decay spectrum in the 40 eV analysis
window. The systematic uncertainty contribution to the measured neutrino mass,
related to uncertainties of the energy-loss model in scattering processes, was ex-
pected to be the dominant systematic contribution in the KATRIN technical design
report. [KAT05; Ake+21b]
An electron scattering off a tritium molecule is much more complex than the case
of scattering off a single atom, as the tritium molecule features a rich spectrum of
electronic excitations in combination with rotational and vibrational states up to the
ionization threshold at around 15.5 eV. Measurements of the energy-loss probability
density function performed so far (see for example references [Ase+00; Abd+17])
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do not meet the KATRIN requirements in accuracy and precision. Therefore the
energy-loss probability density function is measured with the Rear Section e-gun.
The energy-loss model is approached by complementary methods of integral (see
reference [Sch21]) and time-of-flight measurements (see reference [Ake+21c]), using
the laser light source of the e-gun in different modes. Combining both experimental
results leads to the accurate and precise KATRIN energy-loss probability density
function used in neutrino mass analysis. [Ake+21b]
The KATRIN energy-loss function f(∆E) close to the tritium endpoint is based
on a semi-empirical model. Three Gauss functions describe the three groups of tri-
tium molecular states between 11 eV and 15 eV. The ionization continuum above
15.486 eV is described by the relativistic binary-encounter-dipole model [KSP00].

The energy-loss model is normalized to unity for the integral
∫ E/2

∆E=0 f(∆E) d∆E to
represent a probability density distribution. [Ake+21c]
The energy-loss probability function for one-fold scattering f1(∆E) equals the gen-
eral energy-loss function f(∆E) [Ake+21c]. The energy-loss probability function for
i-fold scattering is derived by (i − 1)-times convolution of the general energy-loss
function with itself [Ake+21c]. The energy loss for zero-times scattering is math-
ematically described by the Dirac delta function δ(∆E) [Ake+21c]. Summarizing,
the energy-loss probability distributions for different number of scatterings are

f0(∆E) = δ(∆E)
f1(∆E) = f(∆E)
f2(∆E) = f(∆E)⊗ f(∆E)
f3(∆E) = f(∆E)⊗ f(∆E)⊗ f(∆E)

...

(7.8)

The energy-loss probability distributions for one-, two- and three-fold scattering,
derived from the KATRIN model, is shown in the lower plot of figure 7.3.

Calculation of the Response Function

The response function describes the probability for β-decay electrons at certain ki-
netic starting energy and Main Spectrometer retarding potential to reach the detec-
tor. Therefore, the profound knowledge of the energy-loss model due to scattering
processes in the WGTS is merged together with the transmission function of the
Main Spectrometer into the response function.
In a first step, the weighted energy-loss function needs to be defined, that describes
the resulting energy-loss probability distribution for all scatterings combined, taking
the individual scattering probabilities for i-fold scattering into account. For this,
the individual energy-loss probability distributions fi(∆E) are weighted with the
probability for i-fold scattering in the source P i(ρd · σ), as derived in equation 7.7.
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Figure 7.3.: KATRIN response function R(E,U,ρd ·σ) (upper plot) and energy-
loss probability distribution f(∆E) for inelastic scattering (lower
plot). The KATRIN response function is the convolution of the MAC-E
filter transmission function with the weighted energy loss due to inelas-
tic scattering. The shape of the response function versus surplus energy
E − qU below 11 eV is defined by the transmission function and the
probability for electrons to escape the WGTS without scattering. Once
scattered electrons loose at least f(∆E) ≈ 11 eV in inelastic scattering
off molecular tritium, therefore they can only contribute for energies
higher E− qU > 11 eV to the response function. Same holds for higher-
order scattering.

The weighted energy-loss function F(ρd · σ,∆E) is then calculated to

F(ρd · σ,∆E) =P 0(ρd · σ) · δ(∆E)
+ P 1(ρd · σ) · f1(∆E)
+ P 2(ρd · σ) · f2(∆E)
+ ...

=
∑
i=0

P i(ρd · σ) · fi(∆E). (7.9)

[Sch21] Processes of eight times scattering and larger are normally neglected in the
analysis because of their vanishing contribution and for faster calculation.
The response function R(E,U, ρd · σ) is then derived by convolving F(ρd · σ,∆E)
with the transmission function T (E,U) (see equation 3.12) to [Kle+19; Sch21]

R(E,U, ρd · σ) =
∫ E

∆E=0
T (E −∆E,U) · F(ρd · σ,∆E) d∆E. (7.10)

The response functions for an isotropic source with the nominal Main Spectrometer
energy resolution and two different column densities are shown in the upper graph
of figure 7.3.
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7.1.4. Column Density Impact on Neutrino Mass Measurements

As described in 3.3.1, the rate Ṅtheo of β-decay electrons arriving at the detector
can be described with the response function R and the theoretical description of the
β-decay spectrum dΓ/dE to

Ṅtheo(U, ρd) = 1
2 ·NT(ρd)

∫ E0

qU

dΓ
dE (E0,m

2
ν) ·R(E,U, ρd · σ) dE. (7.11)

The factor 1/2 denotes that only electrons emitted in forward direction can con-
tribute to the measured rate at the FPD. The number of tritium nuclei in the
WGTS is depicted as NT. The dependence of the expected count rate on the col-
umn density enters the equation in the number of tritium nuclei as well as in the
response function. [Kle+19] As shown in reference [Köh19], it is necessary to in-
clude the column density as external input for neutrino mass analysis, because it
cannot be treated as free fit parameter in order to reach the KATRIN sensitivity
goal. Since one of the major goals of this chapter is to develop accurate and precise
determination methods of the column density during neutrino mass measurements,
it is necessary to investigate the column density impact on neutrino mass analysis
in this thesis.

Qualitative Investigation

The number of tritium nuclei NT(ρd) in the WGTS acts as normalization factor in
equation 7.11. It is proportional to the column density (see equation 7.2). If the
calculated column density, used as input for neutrino mass analyses, differs from the
unknown true column density, it will result in a discrepancy between measured and
expected rates. However, the signal amplitude of the decay spectrum is treated as
free fit parameter in neutrino mass analyses (see chapter 3.3.2). This fitted ampli-
tude fully absorbs the potentially incorrect modeling of the term NT(ρd).
The second term depending on the column density is the response function R. The
column density determines in the response function the probabilities for i-fold in-
elastic scattering of β-decay electrons with tritium gas in the WGTS (see equation
7.9 and 7.10). If the estimated input column density differs from the true column
density, also the scattering probabilities differ. This leads to a different shape of
the response function (see upper plot of figure 7.3). The shape distortion in the
response function propagated into the expected decay spectrum biases the fitted
neutrino mass, as the neutrino mass imprint itself on the spectrum is also a shape
distortion.
The influence of a deviating column density on the expected measured β-decay
spectrum is visualized in figure 7.4. The deviation is chosen to be 25 % for better
visibility by eye. The expected rates for the two column densities is shown in the up-
per graph. The larger column density causes, as expected, higher count rates at the
detector due to more tritium molecules in the WGTS. The lower graph shows the
resulting shape distortion between the two spectra, using the ratio of both spectra
as indicator. For decreasing retarding potential, the strength of the shape distor-
tion increases, since more i-times scattered electrons contribute to the spectrum and
therefore the scattering probabilities become more important. As the ratio is not
constant versus retarding potential, it will not fully be absorbed by the fitted signal
amplitude, but also by the inferred neutrino mass.
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Figure 7.4.: Influence of the column density on the expected measured β-decay
rate. The simulated β-decay rate over the applied retarding potential
qU for nominal and 75 % column density is shown in the upper graph.
The difference between the two spectra increases for decreasing retarding
potential. The ratio of both spectra to visualize the difference in shape,
that also increases with decreasing retarding potential, is presented in
the lower graph.

Quantitative Investigation

After the qualitative discussion of the column density influence on the measured
neutrino mass, the SSC software package and the KaFit framework are used to
quantify the influence. Before discussing the procedure and results of the neutrino
mass study for the necessary column density precision and accuracy, we must address
the question of the exact quantity to be investigated in the sensitivity study.
As examined in the qualitative discussion, the neutrino mass bias due to wrong
column density input is caused by the response function term in equation 7.11. As
it comprises the scattering probabilities, it depends on the product of column density
times inelastic scattering cross section ρd · σ (see equation 7.10). Consequently, the
observable for the quantification of the column density impact on the neutrino mass
uncertainty is the term ρd · σ. In the following, we will focus thus on the study
of the ρd · σ impact and its uncertainties. As reference quantity, we translate the
nominal column density ρdnom = 5× 1021 1/m2 to column density times cross section
ρdnom · σ = 1.82± 0.01.
We investigate the column density influence on the neutrino mass with the pull-
term method as described in section 3.3.5. An Asimov dataset is simulated using
the SSC software package with certain column density 〈ρd · σ〉 and neutrino mass
set to zero. Typical values are chosen for the nuisance parameters necessary for
spectrum calculation, for example the magnetic fields. Instead of the nominal four-
parameter fit with m2

ν, E0, As, and Rbg, the (ρd · σ)-term is added as fifth fit
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Figure 7.5.: Impact of the column density uncertainty ∆(ρd ·σ) on the systematic
neutrino mass uncertainty ∆m2

ν,sys. The influence of the column den-
sity uncertainty on the systematic neutrino mass uncertainty is shown
for three different mean column densities in the nominal 40 eV anal-
ysis window. The allowed systematic uncertainty contribution to the
squared neutrino mass of ∆m2

ν,sys ≤ 7.5× 10−3 eV2 in order to reach the
final KATRIN sensitivity goal is indicated for each column density by
the blue-shaded area.

parameter, constrained by a penalty term. The penalty term in the likelihood is
Gauss-shaped with mean 〈ρd · σ〉 and width ∆(ρd · σ), that is chosen accordingly to
the investigated uncertainty. By comparison of the shape of the likelihood function
in the four- versus the five-parameter fit, we can estimate the systematic uncertainty
contribution ∆m2

ν,sys due to the column density uncertainty.

The influence of the column density uncertainty at various mean column densities
on the systematic neutrino mass uncertainty is calculated in the range ∆(ρd · σ) ∈
[0, 5]× 10−3. We use the nominal 40 eV fit range as analysis window. This study is
carried out for 100 %, 84 %, and 75 % nominal column density, as they are of interest
for the subsequent sections.
The results of this study is shown in figure 7.5, the neutrino mass uncertainty in-
creases proportionally with column density uncertainty for the investigated range.
The fit does obviously not learn about the column density from the measured data
at this precision, as otherwise the uncertainty would deviate from the linear behavior
(see for example figure 4.6). This underlines the importance of a correctly estimated
column density value as input parameter for neutrino mass analysis with KATRIN.
The study also shows, that the neutrino mass uncertainty is larger for smaller mean
column density at fixed absolute ∆(ρd ·σ). Comparing the calculated neutrino mass
uncertainties to the allowed 7.5× 10−3 eV2 uncertainty of a single systematic contri-
bution, it is clear that the precision and accuracy on the calculated column density
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has to be on the permill-level. It needs to be better than 1.6× 10−3 for 75 %, better
than 1.8 × 10−3 for 84 %, and better than 2.1 × 10−3 for nominal column density
to fulfill the final KATRIN systematic requirement. All the three boundaries trans-
late to a maximal relative uncertainty on the column density times cross section of
approximately 0.12 %.

An approach to reach the necessary precision and accuracy on the column density is
the profound modeling of the gas dynamics in the STS. The following section gives
an overview of achievements to model the gas dynamics in KATRIN.

7.2. Column Density Modeling

The comprehensive model of tritium gas dynamics in the WGTS, summarized below,
was developed by several authors (see references [Höt12; Kuc16; Kuc+18; Hei18]).
The devised model allows one to investigate characteristics of the tritium gas distri-
bution in the framework of the KATRIN experiment. The impact of effects that can
barely be measured, for example radial temperature inhomogeneity, can be tested
in great detail with this model. Additionally, it can be used to predict the column
density as input parameter for neutrino mass analyses. The following section summa-
rizes the main steps in deriving the gas model, based on references [Hei18; Kuc+18]
unless stated otherwise. For details we recommend the original publications to the
interested reader.

7.2.1. General Approach and Challenges

The gas transport in the WGTS can be described by the kinetic Boltzmann equation
[Sha15]

∂f

∂t
+ ~v · ∇rf = Q(f,~v). (7.12)

The collision integral Q(f,~v) accounts for binary intermolecular collisions. Based on
the collision integral, the Boltzmann equation is solved for the particle velocity dis-
tribution f of the gas molecules describing macroscopic quantities like bulk velocity
of the gas. [Kuc+18]
The Boltzmann equation can only be solved numerically for simple cases or ana-
lytically with approximations to the collision integral [SS98]. Approximate model
equations, used in the KATRIN model, are the S-model [Sha68] and the BKG equa-
tion [BGK54]. Complementary, direct simulation Monte Carlo approaches [Dav60;
Bir63] are used to describe the complete KATRIN source section with its rich variety
of pressure regimes. [Kuc+18]
Further approximations can be applied to solve equation 7.12 depending on the gas
flow regime. Thereby, the rarefaction parameter δ serves as indicator for the regime
[Sha15]. It is calculated to

δ = a

λ
= ηvm

p
, (7.13)
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with free path λ, characteristic dimension a of the gas flow, most probable speed
vm, pressure p and dynamic viscosity η [Sha15].
Typically three regimes can be distinguished, each with its own characteristics, lead-
ing to different methods to calculate the gas flow:

� Hydrodynamic regime with δ � 1: the mean free path is so small, that colli-
sions between gas and tube walls can be neglected compared to inter-molecular
collisions. The gas flow can be described by continuum mechanics.

� Transitional regime with δ ≈ 1: inter-molecular collisions and collisions be-
tween gas and tube wall are equally important; neither of them can be ne-
glected.

� Free-molecular regime with δ � 1: probability for inter-molecular collisions
is vanishingly small, since the free path length is significantly larger than the
characteristic dimension.

The WGTS covers the whole range of rarefied gas flow regimes. Close to the longi-
tudinal center of the beam tube, the tritium gas flow is in the hydrodynamic regime.
This regime covers most parts of the central beam tube, namely the range from
z = −4 m to z = 4 m. Afterwards, the transitional regime starts. At the axial
positions of the second DPS-1R/F pump ports, the molecules enter the free molec-
ular regime. Due to the combination of all three rarefied gas regimes in the WGTS,
different approaches must be used to describe the gas flow in the respective area to
derive the gas density distribution. [Hei18; Kuc+18]

7.2.2. Individual and Combined Density Distributions

About 99 % of the tritium gas column density is situated in the central beam tube
of the WGTS [Kuc+18]. Therefore, accurate gas calculations are required especially
in this part. However, if we aim to fulfill the KATRIN requirement with sub-percent
uncertainty on column density estimations, we need to take into account also the
gas distribution in the DPS-1F/R pump ports.

Central WGTS Beam Tube

The central beam tube features a large length (10 m) to radius (0.045 m) ratio, that
allows us to consider the flow fully developed for the main part of the tube. In this
part, the calculation can be reduced to one dimension. Only the gas inlet region of
the WGTS as well as the outlet region should be modeled in two dimensions. The
connections between the regions are calculated via the assumption, that the system
is in equilibrium and the flow rates are the same in all parts. [Kuc+18]
The mass flow rate is the key to solve the Boltzmann equation for the central beam
tube, as it is constant in the absence of additional gas sources. The mass flow rate
Ṁ is defined for a long thin tube as

Ṁ = πR3

vm

(
−GP(δ, α)dp

dz +GT(δ, α) p(z)
T (z)

dT
dz

)
(7.14)
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with beam tube radius R, local temperature T , and local pressure p. The coefficient
for the Poiseuille flow is denoted asGP(δ, α), the one for the thermal creep asGT(δ, α)
[Sha97; Sha15]. The coefficients are dimensionless and depend on the rarefaction
parameter and the accommodation coefficient α, describing gas surface interactions.
Parameterizations as well as tabulated values can be found in literature, for example
in references [SS98; Sha15]. For KATRIN, isothermal and non-isothermal flow need
to be considered, thus both GP(δ, α) as well as GT(δ, α) become important. We can
then derive the longitudinal pressure profile, which is equivalent to the longitudinal
density profile, by solving equation 7.14 for dp/dz via the constant mass flow rate.
Important parameters for this are:

� The coefficients GT(δ, α) and GT(δ, α), that depend on the accommodation
coefficient as well as the rarefaction parameter.

� Inlet pressure pin at the centre of the WGTS, defined via the pressure controlled
buffer vessel pb.

� Outlet pressure pout at the end of the WGTS, defined via the pumping proba-
bility of DPS-1R/F.

� Temperature profile T (z) of the beam tube, defined by the cooling system.
The profile is derived from temperature measurements along the beam tube.

� Tritium throughput q, defined inter alia by the pressure controlled buffer vessel.
The throughput defines the mass flow rate Ṁ .

Furthermore, the longitudinal rarefaction parameter evolution needs to be converted
to a pressure evolution with equation 7.13. The necessary tritium viscosity at 30 K
temperature is derived from measurement with hydrogen and deuterium, considering
inter alia the mass ratio of the isotopologues. [Hei18; Kuc+18]
Due to a small asymmetry of the WGTS cryostat of about 7 cm in length between
rear and front part relative to the tritium injection, the calculations need to be
performed separately for up- and downstreaming gas, starting from the injection
chamber [Hei18]. As mentioned above, the injection chamber as well as the outlet
region of the beam tube should be modeled in two dimensions. However, by using
an effective length for these two regions, we can still calculate the complete beam
tube in one dimension [SS98; PVS14].
As shown in great detail by F. Heizmann [Hei18], the heat load from the pump
ports can cause a warming of the beam tube parts, that are not in contact with
the beam tube cooling. This azimuthal temperature gradient can cause radial and
azimuthal gas flow, leading to radial and azimuthal column density inhomogene-
ity (more details given in section 7.4). Despite this gradient, the one dimensional
calculation can be maintained by introducing pre-calculated azimuthal density distri-
butions. The distributions are included with weights according to the corresponding
temperature profile at a certain beam tube cross section, deriving thereby a pseudo-
three-dimensional density distribution for each point in the central WGTS beam
tube. [Hei18]

Pumping Section DPS-1R/F

The density distribution in the DPS-1R/F defines the outlet pressure of the WGTS,
that is needed as an input parameter for the density calculation in the central WGTS
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beam tube. The rarefaction parameter ranges from δ ≈ 0.5 (first pump port), to
δ ≈ 10−2 in the second pump port. Therefore, the flow is in the transitional regime
in the first pump port and changes to the free-molecular regime towards the second
pump port. In this part, the calculations need to be carried out in three dimensions
due to the complex geometry, and since collisions of the gas molecules with the beam
tube walls can no longer be neglected. [Hei18; Kuc+18]
The density distribution in the first pump port is solved by a direct simulation
Monte Carlo. For the sake of computational costs, the geometry is simplified where
possible. An overlapping region of 32 cm between the central beam tube and the first
pump port is used to ensure a smooth transition. With that approach, the outlet
density of the central WGTS beam tube is estimated to 2 % of the inlet density.
[Hei18; Kuc+18]
The gas flow in the beam tube connecting the first and second pump port is also in the
transitional regime. By using the COMSOL Multiphysics software, the Boltzmann
equation is solved in an isothermal approach in two dimensions. Uncertainties in
the first pump port directly propagate into the gas density uncertainty of the tube
connecting the first and second pump port. [Hei18; Kuc+18]
In the second pump port, the rarefaction parameter yields δ ≈ 10−2, we can thus
assume that the gas flow is in the free-molecular regime. The Boltzmann equation
for the three-dimensional model of the pump port is solved by the molecular flow
interface of COMSOL. [Hei18]

Combined Density Distribution

The above discussed domains need to be smoothly connected to yield the global
density distribution. Based on the gas flow in the central WGTS, the inlet and
outlet regions are scaled accordingly. The uncertainties of the respective outlet
pressures are propagated to the global WGTS gas outlet. [Kuc+18] The calculated
combined longitudinal gas distribution in the WGTS and its uncertainty is shown
in figure 7.6.

7.2.3. Gas Model for Nominal Operation

Based on the gas flow calculations derived in section 7.2.2, it is now possible to
calculate the WGTS column density as function of a quantity, that can be monitored
during nominal KATRIN operation. The input of choice by F. Heizmann [Hei18]
is the tritium injection rate, that is equivalent to the WGTS throughput. The
throughput before injection is measured by a flow meter, located between the two
buffer vessels (see also figure 7.15). During nominal KATRIN operation, the inner
loop is operated in a closed circle. [Hei18]
During the start-up of the circulation, tritium might be adsorbed by the walls of
the tritium injection capillary causing a reduction of the mass flow rate between the
buffer vessel and the injection chamber. As soon as a stable circulation is reached,
there is no decrease or additional source of tritium gas between the buffer vessel and
the injection chamber. In this steady state, the mass flow rate in the beam tube can
be estimated by the flow meter measurement. Based on the measured throughput,
we can calculate the density profile and thus get an estimate on the column density.
[Hei18]
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Figure 7.6.: Calculated longitudinal gas density profile ρ and its relative precision
∆ρ/ρ from tritium injection position to the WGTS front end. The
tritium gas density is at maximum at the injection position (z = 0 m)
and decreases towards the end of the central beam tube (z ≈ 5 m) by
nearly two orders of magnitude. The density is reduced by another mag-
nitude by the front end pump ports (z > 5 m). The relative uncertainty
on the gas model calculation is mostly below 1 % in the central beam
tube. It increases significantly in DPS-1F, as the uncertainties of the
density distributions propagate in the gas flow direction and due to the
uncertainty on the sticking coefficient of the turbo-molecular pumps.
Simulation data based on [Kuc+18].

F. Heizmann discusses in great detail the derivation of the estimated column density
based on gas model calculations [Hei18]. We briefly summarize in the following the
main steps.
The throughput, measured by the flow meter between the two buffer vessels is not
exactly the injection rate, as the second buffer vessel can use its valve to stabilize its
pressure. Therefore, a semi-empirical translation of pressure controlled buffer vessel
to injection rate q is derived by measurements at stable gas circulation. The mass
flow rate Ṁ can then be calculated to

Ṁ =
MT2

kBT
· q,

with MT2 being the mass of the tritium gas molecule and kB as the Boltzmann
constant. With the known mass flow rate, the pressure profile is calculated by
solving equation 7.14 via a finite numerical difference scheme. The derived pressure
profile is translated to a density profile via

pV = NkBT
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Figure 7.7.: Simulated column density times cross section ρd · σ and its relative
precision ∆ρd · σ/(ρd · σ) as function of the measured throughput
q by the flow meter. The calculation is carried out for the measured
temperature profile at 30 K WGTS beam tube temperature. The rel-
ative uncertainty on the calculated column density times cross section
is dominated by the uncertainty on the measured throughput. More
information given in main text, based on calculation devised in [Hei18].

with V being the volume and N the number of tritium gas molecules. Integration of
the density profile yields the column density. As input for neutrino mass measure-
ments, we are interested in the term column density times inelastic scattering cross
section ρd · σ. Consequently, the calculated column density needs to be multiplied
with the calculated inelastic scattering cross section σ = (3.64± 0.02)× 10−22 m2

at the tritium endpoint energy [Ake+21b]. The resulting calculated column density
times cross section as function of the measured throughput is shown in figure 7.7
together with its error band. [Hei18]

The uncertainties on the calculated column density times cross section are caused
by three groups of effects:

� Gas-simulation related uncertainties: Several assumptions on pressure ratios
and on theoretical values, for example the accommodation coefficient α, have
to be made in the calculation of the density profile [Hei18]. Uncertainties on
these assumptions yield a relative uncertainty on the estimated ρd ·σ of 2.5 %.

� Uncertainty on the inelastic scattering cross section: the inelastic scattering
cross section is calculated to σ = 3.64× 10−22 m2 with a relative uncertainty
of 0.5 % [Ake+21b]. This uncertainty directly propagates into the calculated
ρd · σ.

� Uncertainty on the measured throughput: the relative uncertainty on the ab-
solute throughput, measured with the flow meter, is estimated to 2.5 % [Hei18].
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This effect causes the dominant uncertainty on ρd · σ in the range of 4.7 % to
5.8 %.

The overall relative uncertainty on the calculated absolute column density times
cross section yields at least 5.3 %. Using the results obtained in section 7.1.4, we
can estimate the uncertainty on the squared neutrino mass, if we would use the
calculated absolute column density times cross section and its uncertainties as input
for neutrino mass measurements at 84 % nominal column density and with the 40 eV
fit range. The uncertainty on ρd · σ obtained by simulations is ∆(ρd · σ) = 0.082.
This leads to an estimated uncertainty on the squared neutrino mass of ∆m2

ν,sys =
0.22 eV2, surpassing the absolute KATRIN systematic uncertainty budget by a factor
of twelve.

In summary, the gas model calculations are a powerful tool to describe the tritium gas
density distribution in the WGTS. However, the uncertainty of the simulation on the
absolute column density times cross section is more than an order of magnitude too
large to be used as an input for neutrino mass analysis. Therefore, either the model
needs to be calibrated by dedicated column density measurements (as proposed in
[Kuc+18]) or an empirical model to estimate the absolute value of the column density
times cross section has to be devised. The following sections present a method to
directly measure the column density as well as a technique to estimate the absolute
column density times cross section during neutrino mass measurements.

7.3. Experimental Test of Column Density Model

The Rear Section e-gun enables direct column density measurements which allows
us to test the column density prediction by the gas density model. The following
section 7.3.1 describes the measurement and analysis principle, section 7.3.2 gives a
comparison between experimental result and expectations from gas model calcula-
tions.

7.3.1. Column Density Measurements with the E-Gun

As part of the thesis at hand, a method to directly measure the column density is
derived in collaboration with Christoph Köhler [Köh19] and Alexander Marsteller
[Mar20a].

We start with explaining the basic principle of column density measurements, as
proposed by Kuckert et al. [Kuc+18]. Therefore we assume an ideal e-gun with
perfectly stable rate and vanishing pitch angle of all emitted electrons.
The pure e-gun electron rate at full transmission and evacuated WGTS is Rall at
the FPD. After filling the WGTS to certain column density ρd, the e-gun rate
at the FPD is measured again at one surplus energy E − qU in the range of E −
qU ∈ [1, 10] eV, with E being the acceleration energy at the e-gun (see section
5.3.1) and qU the applied retarding potential at the Main Spectrometer. At this
surplus energy, only the rate of non-scattered e-gun electrons R0 can overcome the
retarding potential, since the minimal energy loss of inelastically scattered electrons
in the WGTS filled with molecular tritium is 11 eV. By calculating the ratio R0
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over Rall, we derive the probability P0 of e-gun electrons to traverse the WGTS
without undergoing inelastic scattering processes. The comparison of this ratio to
the theoretical description for inelastic scattering probabilities (see equation 7.4)
leads to

R0

Rall
= e−ρd·σ.

In this scenario, the column density times cross section can trivially be derived.
[Kuc+18] However, the KATRIN Rear Section e-gun does not feature these ideal
characteristics of only emitting electrons with vanishing pitch angle and perfectly
stable electron rate. Therefore, the column density measurement principle needs to
be adapted accordingly.

Measurement and Analysis Principle

The minimal time difference between measurements with evacuated WGTS and filled
WGTS is at least two hours, depending on the desired column density and its sta-
bility. The rate of electrons emitted by the Rear Section e-gun depends on several
parameters, for example the power of the used UV light source or the status of the
optical fiber. Commissioning measurements carried out in 2018 indicate that the
e-gun rate cannot be assumed to be sufficiently stable to achieve sub-percent uncer-
tainty in the measurement principle described above. Additionally, it is necessary to
measure the column density in short breaks between neutrino mass measurements
without evacuating and refilling the WGTS.

A solution to bypass the rate stability problem is by measuring the response function
of the e-gun electrons at discrete surplus energies with high statistics, compare it to
model expectations, and extract the column density information. As described in
section 7.1.3, the response function comprises the transmission function T (E,U), as
well as the energy loss due to inelastic scattering, given by the individual energy-loss
probability distributions fi(∆E) and the scattering probabilities Pi(ρd · σ). Based
on these components, we can derive a response function model for e-gun electrons.
The transmission function of the e-gun electrons at the FPD can be measured with
an evacuated source within 40 minutes (see section 5.3.3). The mean e-gun pitch
angle is chosen to be zero for the transmission function measurement, as well as for
the column density measurements, as this angle can be accurately set, despite the
reproducibility problems of the e-gun plate angle (see reference [Sac20]). Since the
transmission function is needed for the convolution with the energy-loss distribu-
tions, we only need to describe the shape of the function and not fully characterize
all its properties. Therefore, one transmission function scan per measurement cam-
paign is completely sufficient in the context of e-gun column density measurements.
The shape description of the transmission function is derived by a fit of the e-gun
Peaberry model (see section 5.3.1) to the data. The amplitude of the model de-
scribing the transmission function is normalized to unity, and likewise for the e-gun
response function model the same normalization is used.
The scattering probabilities Pi of an electron in the source are generally described
by

Pi(z, θsrc) = (ρdeff (z, θsrc) · σ)i

i! e−ρdeff(z,θsrc)·σ,
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with the pitch angle θsrc in the WGTS (see also section 7.1.2) [Kle+19] and with the
effective column density

ρdeff (z, θsrc) = ρd(z)
cos θsrc

.

E-gun electrons have to traverse the whole WGTS before eventually arriving in the
spectrometer section, the scattering target for the e-gun electrons is therefore formed
by all tritium molecules in the WGTS. Consequently, ρdeff (z, θsrc) simplifies for the
special case of e-gun electrons to ρdeff (θsrc), similarly Pi(z, θsrc) to Pi(θsrc). The
angular distribution of the e-gun electrons in the WGTS, necessary to estimate the
angular-dependent scattering probabilities, is implemented as in the Peaberry model
by Behrens et al. [Beh+17] with the sum of two Gauss functions (see section 5.3.1).
Based on a combined analysis of several transmission function measurements, we
estimate the width of the angular e-gun distribution to σθ,pch = (6.3 ± 0.3)◦ in the
PCH (see chapter 5.3.3). Using the magnetic adiabatic transformation of the pitch
angle (see equation 3.5) allows the translation of the angular width in the PCH to
the one in the WGTS to

σθ = arcsin
√√√√Bsrc

Bpch
· sin σθ,pch


= (4.8± 0.2)◦ . (7.15)

The e-gun scattering probabilities are then obtained through

Pi(ρd · σ) = A ·
∫ θmax

θsrc=0
sin θsrc · ω (θsrc) · Pi(θsrc) dθsrc,

with the e-gun angular distribution ω (θsrc) in the WGTS, the cut-off angle θmax =
50.5◦ and the normalization A ≈ 0.072 given by the integration over the angular
distribution.
The individual energy-loss probability distributions fi(∆E) for electrons scattering
off molecular tritium at energies around 18.6 keV are well-known due to dedicated
measurements with the e-gun (see section 7.1.3) [Ake+21c]. These distributions can
be adopted for the calculation of the e-gun response function without any further
modifications.

We obtain the e-gun specific response function R′(E,U, ρd·σ) by calculating the sum
of the individual energy-loss distributions, weighted with the respective scattering
probabilities, and convolving it with the transmission function. The resulting e-gun
specific response function for nominal and 75 % column density as function of the sur-
plus energy is shown in figure 7.8. The effect of the column density is maximal at the
plateau of non-scattered electrons for surplus energies of E−qU ∈ [1, 10] eV. At sur-
plus energies around 200 eV and higher, the total rate becomes quasi-independent of
the column density for densities of interest for KATRIN. Nearly all i-times scattered
electrons surpass the Main Spectrometer retarding potential at these large surplus
energies, due to vanishingly small scattering probabilities for more than eight times
scattering.
Based on the derived e-gun specific response function, C. Köhler investigates pos-
sible measurement time distributions for column density measurements to optimize
the sensitivity [Köh19]. Hereby, the hardware limitation of 300 eV maximal surplus
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Figure 7.8.: Response function R′(E,U,ρd · σ) for e-gun electrons versus the
surplus energy E − qU . The difference for the response functions
at different column densities is maximal at the plateau, indicating the
zero scattering probability. The difference between the shown response
functions decreases for increasing surplus energy, as electron energy loss
due to i-times inelastic scattering off tritium becomes less likely.

energy of e-gun electrons (see section 5.3.1) needs to be considered. The optimal
measurement time distribution yields e-gun electron rate measurements at 200 eV,
100 eV, 50 eV, and 5 eV surplus energies. The two measurements at 5 eV and 200 eV
have the largest lever arm on the fitted column density times cross section. Due
to the significantly smaller e-gun rate at 5 eV surplus energy at the FPD, the mea-
surement time of 900 seconds is significantly larger compared to the other scan steps
with around 200 seconds. The rate measurements at larger surplus energies are split
to effectively cancel out long-term drifts, for example of the e-gun rate. The col-
umn density measurement starts with measuring the surplus energies in decreasing
order, starting from 200 eV down to 5 eV. After measuring the rate at 5 eV, the
higher surplus energies are again measured, but now in increasing order. The pure
measurement time for one column density measurement amounts to approximately
25 minutes.
The column density measurements are performed at electron energies larger than the
tritium endpoint to avoid an energy-dependent background of β-decay electrons, that
would worsen the sensitivity on ρd·σ. Therefore, the measurements are performed at
E = 18.78 keV. The retarding potential in the Main Spectrometer is set accordingly
in the range from qU = 18.58 keV to qU = 18.775 keV for the measurements of the
electron rates at the discrete surplus energies. Due to the chosen electron energy,
the inferred column density times cross section from the measurement corresponds
to an inelastic scattering cross section at 18.78 keV. It has to be scaled afterwards
to the molecular tritium endpoint energy of 18.574 keV for the KATRIN neutrino
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mass analysis input.

The column density measurement analysis is based on a two parameter fit to the
measured e-gun rates. The model Mi, describing the measured rates, consists of the
e-gun response function and a normalization A,

Mi (ρd · σ,A) = A ·R′(E, qUi, ρd · σ). (7.16)

The normalization is an indicator for the overall e-gun rate. With the model de-
scription, we can write the least-squares term (see also section 3.3.2) as

S (ρd · σ,A) = ~y T · V −1 · ~y.

The residual vector ~y contains the difference between measured data and model
prediction, the covariance matrix V summarizes the experimental and model uncer-
tainties [BL98]. The least-squares term is minimized with respect to ρd · σ and the
nuisance parameter A, leading to the measured column density times cross section.
The best-fit value of ρd·σ does not only depend on the measured data and the model,
but also on the covariance matrix V . Thus, all possible uncertainties contributing to
V have to be modeled correctly for an accurate estimation of the measured column
density.

Sources of Uncertainties

We need to investigate several sources of uncertainties for accurate analyses of the
column density measurements. The uncertainties are grouped in experimental and
model-related uncertainties in the following discussion. The size of the uncertainties
are shown by the realistic example of 84 % nominal column density and total e-gun
rate of 1.1 kcps by calculating the covariance matrices of the respective effects.

The group of experimental uncertainties comprises effects related to the limited mea-
surement time as well as hardware-related instabilities during a measurement. The
investigated uncertainties in this work are the statistical uncertainty, uncertainties
due an unstable e-gun rate, pile-up corrections as well as high-voltage fluctuations.
C. Köhler investigates further systematic effects, for example magnetic field fluctu-
ations, and finds them to be negligibly small [Köh19].

� The statistical uncertainty on the rate is directly given by the number of mea-
sured counts at the FPD, assuming that the rate of incoming electrons is Pois-
son distributed. With the aforementioned measurement time distribution, the
relative rate uncertainty is in the range of 0.17 % to 0.27 % with the assumed
column density and e-gun rate.

� Instabilities in the e-gun rate lead to a non-Poissonian rate over-dispersion. Its
influence on the rate uncertainty is quantified with the non-Poissonian factor
f , as introduced in section 5.3.3. Dedicated measurements yield f = 1.01 (see
section 5.3.3), the uncertainty on the non-Poisson factor itself can be neglected
in that case.

� The e-gun rate at the FPD pixel used for the measurement can be larger
than 1 kcps, depending on the scan step. We correct for the resulting electron
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Figure 7.9.: Covariance matrices for e-gun column density measurements, indicat-
ing the individuals sources of uncertainties in a single measurement.
The matrices are calculated for 84 % nominal column density and total
e-gun rate of 1.1 kcps. The upper left matrix shows uncertainties related
to the measured rate, the upper right the impact of high voltage fluc-
tuations during the measurement. Matrix entries with exactly zero are
shown in white for better visualization. The lower left matrix depicts
the rate error due to uncertainties on the e-gun angular distribution in
the WGTS, the lower right one shows the impact of energy-loss model
uncertainties.

pile-up effects with a two-fold random coincidence model assuming incident
electrons with Poissonian random time distribution [Eno19]. The pile-up cor-
rection ranges from 3� at 200 eV surplus energy to 0.7� at 5 eV. The relative
uncertainty on the correction is quantified to 18 % [Eno19].

� High voltage fluctuations within a measurement at certain retarding poten-
tial result in fluctuations of the measured count rate. The mean value of the
retarding potential is directly taken into account in the fit, the maximal po-
tential fluctuation within one measurement is conservatively assumed to be
less than 10 meV. This yields relative uncertainties of 8� at maximum on the
measured count rates.

The first three aforementioned effects (Poisson rate uncertainty, non-Poissonian rate
over-dispersion, pile-up effects) are summarized in the following in one diagonal
covariance matrix, as they are all directly related to the produced and detected
e-gun rate. The influence of high voltage fluctuations is also described by a diagonal
covariance matrix. Both matrices are displayed in the upper row of figure 7.9.

The group of model-related uncertainties summarizes contributions to the model that
are not exactly known. The following investigated contributions are the uncertainties
on the energy-loss model as well as uncertainties of the angular e-gun distribution
in the WGTS.
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� The uncertainty on the angular distribution is given by the uncertainty on the
mean angle and the angular width. The mean e-gun angle is chosen before
each measurement campaign to match a pitch angle of 0◦. We conservatively
estimate the uncertainty on the mean angle to 1◦, based on reference [Sac20].
The uncertainty on the angular width in the WGTS is given by the transfor-
mation carried out in equation 7.15 to 0.2◦. The uncertainty on the angular
distribution affects mainly the rate at 5 eV surplus energy and is at maximum
approximately half the statistical uncertainty.

� The energy-loss model consists of nine parameters, each with its own uncer-
tainties resulting from the e-gun measurements. The variation of the param-
eters within their uncertainties and according to their correlations leads to a
covariance matrix with negligible small systematic effects.

Both covariance matrices are depicted in the lower row of figure 7.9. The covariance
matrix describing the angular uncertainty is larger by at least one order of magnitude
compared to the energy-loss model covariance matrix.

In the fit, we only take the two leading covariance matrices into account. One of
the two considered covariance matrices is the matrix, that is based on the purely
Poissonian statistical uncertainty, the non-Poissonian over-dispersion, and the pile-
up effects, as this one reflects the total statistical uncertainty. The second one is
the covariance matrix based on the e-gun angular distribution uncertainty, as this
matrix is the leading model systematic uncertainty.
An additional source of uncertainty arises from the energy scaling of the cross section.
As mentioned, the fit result of the e-gun column density measurement describes the
column density times cross section at 18.78 keV electron energy. Thus, the fit result
needs to be scaled to the energy at the molecular tritium endpoint to be used as
input in neutrino mass analysis. Using the energy dependence of the cross section,
as described in reference [Ake+21b], results in a scale factor of c = 1.0092± 0.0005.
The measured e-gun rates as well as the best-fit model of a single column density
measurement at roughly 84 % column density is shown in figure 7.10. The result of
column density times cross section at the molecular tritium endpoint is

ρd · σ = 1.532± 0.003 (stat.)± 0.001 (sys.).

The statistical uncertainty outweighs by factor three the systematic uncertainty. We
thus focus on the computationally cheaper statistics-only analysis in the following
when investigating single e-gun column density measurements.

7.3.2. Comparison of Measurement to Simulation

The results of e-gun column density measurements can be used to calibrate the
column density calculations introduced in section 7.2, as proposed in reference
[Kuc+18]. For this purpose, we compare all measurements taken at 30 K WGTS
beam tube temperature to the simulation prediction.
We performed in total 23 column density measurements at 30 K beam tube temper-
ature and at several column densities, ranging from 22 % nominal to 100 % nominal
column density. The comparison of measurement and simulation prediction for the
absolute column density is shown in figure 7.11. Overall, the gas model calculation
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Figure 7.10.: E-gun column density measurement at 84 % nominal column density.
The measured e-gun rates versus surplus energy (drawn in blue) as well
as the best-fit model of the e-gun response function to data (drawn in
orange) are shown in the upper graph. We infer from the best-fit model
the measured column density ρd ·σ = 1.532±0.003 and the total e-gun
rate A = (1024± 2) cps. The normalized χ2 = 1.1 indicates good
agreement of model and data. The residual of measured rates relative
to the model, shown in the lower graph, do not show any structure.

agrees with the e-gun measurements within the uncertainties. However, the com-
parison indicates that the shape of the simulation versus the throughput measured
by the flow meter does not exactly meet the e-gun results. For ρd ·σ ≈ 0.4, the sim-
ulation underestimates the column density with respect to the measurement. Yet,
at larger column densities, the simulation predicts larger values than the measured
ones.
P. Filip made an attempt to refine input parameters of the gas model from the
comparison of simulation to measurement in reference [Fil20]. The gas model input
parameters inlet-to-outlet pressure ratio, accommodation coefficient, and tritium vis-
cosity were treated as free fit parameters in a χ2-minimization of the column density
model to measurement [Fil20]. However, this fit approach lead to non-conclusive
results about the input parameters of the gas model, which is likely related to the
uncertainty on the inelastic scattering cross section as well as the uncertainty of the
absolute measured throughput.
Since the approach by P. Filip to calibrate the gas model calculation with e-gun mea-
surements was not successful, new approaches are pursued to refine the gas model.
The current approach is to investigate the properties of gaseous tritium in direct
measurements, for example studies of the gas viscosity at temperatures similar to
the ones in the WGTS (see reference [Wyd24]).
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Figure 7.11.: Comparison of e-gun column density measurements (drawn in blue)
with predictions by gas model calculations (drawn in orange). Shown
is the column density times cross section ρd · σ versus the measured
throughput q by the flow meter. We perform 23 e-gun column density
measurements ranging from 22 % nominal to nominal column density.
The measurements and gas model calculation agree within their un-
certainties. Nevertheless, the gas model can be refined as it underesti-
mates the column density at small throughput and overestimates it at
large throughput.

The gas model simulation predicts not only the absolute column density, but also
properties of the gas distribution in the beam tube that are difficult to experimentally
access with the spatial resolution required for neutrino mass measurements. In the
following section, we experimentally investigate one of these predictions, namely the
radial and azimuthal inhomogeneity of the column density, with respect to neutrino
mass analyses.

7.4. Radial and Azimuthal Column Density
Inhomogeneity

The two-phase neon cooling system of the central WGTS beam tube ends in ax-
ial direction about 25 cm before the DPS-1R/F pump ports. The turbo-molecular
pumps in the pump ports are operated at room temperature. To mitigate the heat
load from the pumps, the pump ducts are lined with thermal radiation shields cooled
with liquid nitrogen. [Ake+21d] Nevertheless, the pump ports cause a heat load on
the central beam tube, consequently it is expected that both ends of the WGTS cen-
tral beam tube are warmer compared to its center. The cooling pipes for the beam
tube cooling are brazed on both sides of the beam tube (azimuth angle φ = 0,π).

231



232 7. The WGTS Column Density

The top and bottom side (φ = π/2, 3π/2) are thus not in direct contact with the
cooling. As a consequence, the heat load from the pump ports causes a warming of
the top and bottom side of the beam tube, that decreases towards the longitudinal
center of the WGTS cryostat. The heat load from the pump ports therefore causes
longitudinal as well as azimuthal temperature inhomogeneities of the central beam
tube. [Kuc16; Hei18]
According to reference [Hei18], the beam tube temperature at longitudinal position
z can be written as

T (φ, z) = T0 + ∆T (z) · sin2 φ, (7.17)

with the temperature difference between side and top or bottom ∆T (z). Based on
the temperature sensors mounted at the central WGTS beam tube, F. Heizmann
develops a longitudinal temperature profile ∆T (z) for T0 = 30 K mean beam tube
temperature. The rear end of the central beam tube yields temperature inhomo-
geneities of up to ∆T (−5 m) ≈ 0.5 K, while the front end shows significantly smaller
values of only up to ∆T (5 m) ≈ 0.1 K. [Hei18]
The major consequence of this inhomogeneous temperature profile is a radially and
azimuthally dependent gas density profile. Normally we would therefore assume
that the one-dimensional gas model calculations, as described in section 7.2, are not
possible anymore. However, the small pressure and temperature gradients allow to
treat longitudinal and azimuthal gas flow, and thus also the gas density calculation,
separately [Sha09]. This allows maintaining the approach of one-dimensional gas
model calculations. Pre-calculated flow distributions [Höt12] for a certain rarefac-
tion parameter enable corrections for given azimuthal temperature inhomogeneities
[Kuc+18]. Using these pre-calculated flow distributions, the Heizmann temperature
model, and the gas density calculations described in section 7.2, we can calculate
the three-dimensional gas density distribution in the central WGTS beam tube. The
rear end shows the largest radially and azimuthally dependent inhomogeneity, as the
temperature variation is at maximum with ∆T (−5 m) ≈ 0.5 K. As consequence, the
gas density is at both sides of the flux tube 5.3 % larger than at top and bottom at
the rear end of the central WGTS beam tube. The effects of the heat loads by the
pump ports decrease towards the longitudinal center of the WGTS beam tube, thus
also the radial and azimuthal gas density inhomogeneity decreases. As large part of
the tritium gas is located at or near the longitudinal center (see figure 7.6), the major
part of the gaseous tritium is not affected by the temperature inhomogeneity. The
temperature variation grows again stronger towards the WGTS front end, compared
to the axial center. However, the gas density inhomogeneity is less pronounced due
to the smaller temperature variation of ∆T (5 m) ≈ 0.1 K. The relative gas density
difference between side and top or bottom is on the order of 1.5� at the front end.
The resulting variation of column density times cross section δ(ρd · σ) due to the
temperature variation, relative to the column density at the radial center, is visu-
alized in figure 7.12 in the projection to the FPD. The absolute variation is rather
small with at maximum 6 × 10−4, since large parts of the tritium gas amount is in
the central part of the WGTS and thus unaffected by the heat load from the pump
ports.

The pseudo-three-dimensional gas density calculation is computationally expensive
compared to the simple one-dimensional calculation described in section 7.2. Ad-
ditionally, the temperature inhomogeneity does not allow the computationally fast
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Figure 7.12.: Expected radial and azimuthal column density variation δ(ρd·σ) due
to WGTS beam tube temperature inhomogeneity, calculated by the
pseudo-three-dimensional gas model. The column density variations
are shown as a projection to the FPD. We expect higher column density
on both sides of the beam tube and lower density on top and bottom,
according to the gas model calculation. The inhomogeneity amplitude
is on the order of 6× 10−4.

averaging approach for scattering probabilities described in section 7.1.2, but re-
quires source segmentation. In the segmentation approach, the WGTS gas density
distribution needs to be calculated in each evaluation of the likelihood during neu-
trino mass parameter inference. Larger computation time for the gas density model
and for the response function due to segmentation therefore directly enlarges the
minimization time, in this case by more than a factor 20. Therefore, the preferred
solution is to neglect the radial and azimuthal column density inhomogeneity in fa-
vor of faster calculation, or to correct the fitted neutrino mass for a constant bias.
Thus, the investigations performed in this part of the work and presented in this
chapter have to answer two questions. The first one is whether the radial and az-
imuthal column density inhomogeneity can be neglected in neutrino mass analysis
altogether or whether we can correct for a constant neutrino mass bias. The sec-
ond question is whether the simulation correctly estimates the inhomogeneity of the
column density, that then gives the uncertainty on a possible bias correction.

7.4.1. Impact on Neutrino Mass Determination

The pseudo-three-dimensional gas model calculation indicates that mainly the tem-
perature fluctuation at the WGTS rear end causes the radial and azimuthal column
density inhomogeneity. Furthermore, tests with several temperature inhomogeneity
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Figure 7.13.: Neutrino mass bias ∆m2
ν,sys if the radial and azimuthal column den-

sity variations are neglected in the analysis, as function of the in-
homogeneity parameter A. The neutrino mass bias for two different
column densities is shown in the upper graph. The influence of the
typical pixel cut on the neutrino mass bias for 84 % nominal column
density is presented in the lower graph.

calculations show that the resulting column density profile is well-parametrized by

ρd · σ(r, φ) = A · r2 · sin
(

2φ+ π

2

)
+B (7.18)

with φ and r being the the polar coordinates of the column density distribution.
The parameter A denotes the amplitude of the inhomogeneity, while B is the col-
umn density in the radial center of the beam tube. This empirical model has two
advantages. Firstly, it allows to fit the measured column density profile in section
7.4.2 without re-calculating the three-dimensional gas distribution for each mini-
mization step. Secondly, the parameter A directly represents the column density
inhomogeneity, that is of importance for a possible neutrino mass bias.

We estimate the impact of radial and azimuthal column density inhomogeneity on the
neutrino mass by simulating an Asimov dataset with the pseudo-three-dimensional
column density model. The neutrino mass is fixed to zero. This dataset is then
fitted with a homogeneous gas model, all other parameters are the same as for the
Asimov dataset production. The best-fit result for the parameter describing the
squared neutrino mass therefore directly gives the bias on the neutrino mass by ne-
glecting the column density inhomogeneity. This procedure is repeated for a range
of inhomogeneity amplitudes A to obtain a global picture.
The upper graph in figure 7.13 displays the neutrino mass bias as function of the
inhomogeneity amplitude A for 84 % and 75 % nominal column density. The three-
dimensional column density calculation predicts, based on the Heizmann tempera-
ture model for 30 K beam tube temperature, an inhomogeneity of A = 0.337 m−2
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for 84 % nominal column density. This corresponds to a small neutrino mass bias
of ∆m2

ν,sys = 10−4 eV2. The application of the Heizmann temperature model to a
beam tube temperature of 80 K leads to temperature inhomogeneity of ∆T ≈ 0.1 K
at maximum at the WGTS rear end. This translates with the three-dimensional gas
model to A = 0.08 m−2, resulting in a neutrino mass bias of ∆m2

ν,sys = 2× 10−5 eV2.
It is also shown in the upper graph in figure 7.13 that the neutrino mass bias as
function of the absolute inhomogeneity amplitude is larger for smaller column den-
sities.
In the first two neutrino mass measurement campaigns KNM1 and KNM2, 31 of to-
tal 148 FPD pixels are excluded from the analysis. The excluded pixels have either
a broadened energy resolution, are shadowed by beam line instrumentation, or have
a decreased rate due to misalignment of the beam line with the magnetic flux tube.
The excluded pixels are located in the outer-most rings of the FPD, in particular the
complete outer-most FPD ring is not used for neutrino mass analysis. [Ake+21a;
Ake+21b] The situation is similar for the analysis of KNM3 and KNM4, although
only 25 pixels are excluded from the analysis. However, also the KNM3 pixel cut
mainly affects the outer-most pixels. Since the column density inhomogeneity is
more pronounced at larger flux tube radius, we expect that the neutrino mass bias
is smaller if the pixel cut is applied in the study. The expectations are met, the
pixel cut suppresses the neutrino bias by approximately 25 % for all amplitudes for
the example of 84 % nominal column density (see lower graph in figure 7.13).

In summary, the presented study indicates that the expected neutrino mass bias
for ignoring the radial and azimuthal column density inhomogeneity due to the
WGTS temperature inhomogeneity in the analysis is negligibly small in neutrino
mass analyses. The bias is even more reduced by the pixel cut at the FPD, that is
usually applied in the analyses. However, the obtained results are only valid, if the
pseudo-three-dimensional model correctly predicts the influence of the temperature
inhomogeneity on the column density. Thus, it is necessary to experimentally verify
the simulation prediction.

7.4.2. Measurement of Column Density Inhomogeneity

Due to operational constraints, direct measurements of the column density inhomo-
geneity could unfortunately not be performed at a column density now commonly
used in neutrino mass measurements. Instead, it was performed at 80 K beam tube
temperature and approximately 40 % nominal column density. As the temperature
inhomogeneity at 80 K is rather small with ∆T = 0.1 K, also the expected col-
umn density inhomogeneity predicted by the gas model calculation is small with
A = 0.002 m−2 and therefore difficult to discriminate experimentally.
Using the e-gun, we test the simulation prediction for the radial and column density
inhomogeneity experimentally. Similar to the potential measurements in the analyz-
ing plane with the e-gun (see section 5.3.3), the magnetic dipoles at the WGTS rear
end are employed to steer the e-gun electron beam at different radial and azimuthal
positions in the beam tube before it enters the tritium gas column on its way to
the FPD. By subsequently performing the e-gun scanning procedure described in
section 7.3, we can measure the column density at different radial and azimuthal
positions in the beam tube. In between individual e-gun measurements, the tritium
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Figure 7.14.: Column density measurements with the e-gun at several radial and
azimuthal positions in the WGTS beam tube, visualized in the FPD
projection. The uncertainty on the column density times cross section
of a single measurement is approximately 3×10−3. The measurements
at pixel 61, 76, and 133 have been performed twice, making in total
twelve e-gun measurements.

β-electron rate at 300 eV below the endpoint is measured. The β-decay rate stability
measurements allow one to correct for any potential column density drift during the
measurement at the various positions.
As indicated in figure 7.12, the column density inhomogeneity is expected to be
below 10−3 for the typical WGTS temperature fluctuations. The statistical and sys-
tematic uncertainty of a single e-gun column density measurement is on the order
of 3 × 10−3 (see section 7.3.1). Thus, we expect to find with this measurement a
result that is compatible with no inhomogeneity, if the pseudo-three-dimensional gas
model calculation as well as the analysis of the measurement is accurate.

The e-gun column density is measured at nine FPD pixels (see figure 7.14), each
representing a certain radial and azimuthal position in the beam tube. A total of
twelve e-gun measurements are performed, with measurements conducted twice on
three pixels. The FPD pixels are mapped into the WGTS beam tube to estimate
the equivalent position of each pixel in the WGTS beam tube. We use equation
7.18 to effectively describe the column density inhomogeneity in the WGTS. The
amplitude A as well as the mean column density times cross section B are treated
as free fit parameters in the fit. The two parameters are inferred as

A = (0.8± 0.8) m−2,

B = 0.751± 0.001.

The normalized χ2 is 0.7, that corresponds to a p-value of roughly 77 % indicat-
ing good agreement of fit model and data. The best-fit inhomogeneity amplitude
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agrees within its uncertainties with the expectation of no inhomogeneity and thus
with the gas model prediction, that is motivated by the pseudo-three-dimensional
column density calculation. However, the uncertainty on the measured inhomogene-
ity amplitude is more than a factor of 100 larger than the simulated inhomogeneity.
The informative value of the study with this number of measurements is therefore
limited.

Based on the measured amplitude, we can now set an upper limit on the inhomo-
geneity and put this in context of neutrino mass uncertainties. The 95 % C.L. upper
limit of the measured amplitude yields 2.072 m−2. Similar to the uncertainty studies
described in 7.4.1, we translate the upper limit on the amplitude to an upper neutrino
mass bias in a neutrino mass measurement with 40 % nominal column density. The
study yields that the neutrino mass bias at 95 % C.L. is smaller than 1.6× 10−3 eV2.
This neutrino mass bias is currently a minor systematic contribution (see reference
[Ake+21a]), nevertheless, to correct the measured neutrino mass for this possible
bias it is necessary to reduce the uncertainty on the measured amplitude.
We recommend to repeat the measurement of radial and azimuthal column density
inhomogeneity with two modifications. The first one is to change the column den-
sity to a setting that is regularly used in neutrino mass measurements to directly
investigate the set-up of interest. The second one is to increase the individual e-gun
measurement time at each pixel to improve the uncertainties on the inhomogeneity
amplitude. This allows to set a more reliable upper limit on the amplitude itself and
therefore also on the maximal neutrino mass bias.

7.5. Monitoring during Neutrino Mass Measurements

As shown in section 7.2.3, column density simulations with the current gas model
do not meet the KATRIN requirements in terms of necessary precision and accuracy
on the absolute value of column density times cross section. An approach to cali-
brate the model input parameters with e-gun measurements of the column density to
suppress the model’s uncertainty leads to non-conclusive results (see section 7.3.2).
Consequently, a new approach has to be pursued to monitor the column density
during neutrino mass measurements.
As presented in section 7.3.1, column density measurements with the e-gun are
a suitable tool to directly determine the column density times cross section with
sub-percent precision. However, these measurements are not possible in parallel to
nominal β-spectrum scans for neutrino mass measurements, as both require their
own special Main Spectrometer setting. It is thus necessary to connect the column
density measurements of a e-gun to observables that are sensitive to the column
density and that can be observed in parallel to β scans. Examples for these kind
of observables are measurements by gas-sensitive sensors in the WGTS loop system
or by activity detectors in the beam line. In the following section 7.5.1, we are pre-
senting and testing a semi-empirical model approach to estimate the column density
during β scans based on e-gun measurements and gas-sensitive sensors. Another
semi-empirical model based on e-gun and activity measurements is introduced in
section 7.5.2.
The method of estimating and monitoring the column density during neutrino mass
measurements, as described in the following, is devised in collaboration with Christoph
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Figure 7.15.: Schematic drawing of the tritium and krypton injection system in
the nominal tritium injection mode. The throughput q is measured
between the two buffer vessels, similar to the tritium concentration
measured by LARA. The valve between krypton injection chamber
and outer WGTS parts is closed in nominal tritium mode, the mea-
sured pressure pKr indicates thus the pressure in the injection chamber.
Geometry is not to scale, figure inspired by F. Heizmann [Hei18].

Köhler [Köh19] and Alexander Marsteller [Mar20a]. The contributions of the thesis
at hand to this method are tests of models with gas-sensitive sensors, as well as the
development and test of the model with activity measurements. Furthermore, the
systematic uncertainties of the individual models are evaluated in this work.

7.5.1. Monitoring with Gas-Sensitive Sensors

In principle we could use any gas-sensitive sensor that is connected to the whole
WGTS gas volume to empirically estimate the column density and monitor fluctua-
tions over time. However, the sensor has to meet the demands of good time-stability
as well as precise measurements. These requirements are fulfilled by two gas-sensitive
sensors in the WGTS. One of these sensors is the flow meter, that enables the the-
oretical prediction of column density in section 7.2.3. The other sensor, used for
column density estimations in the following, is the pressure gauge in the krypton
injection capillary. The locations of both sensors is schematically shown in figure
7.15.
The semi-empirical column density model is constructed for each individual measure-
ment campaign. One campaign has typically a total measurement time of around
90 days. Within this measurement time, the column density stability is significantly
better than 1 %. The basic principle is to measure the column density with the
e-gun in several steps around or at the planned setting for the respective measure-
ment campaign. The sensor data is acquired in parallel to the e-gun measurement.
In the analysis, the sensor data is calibrated to the column density measurement,
the shape of the calibration function is given by gas model calculations. The found
calibration function then enables precise and accurate translation of sensor data into
an estimated column density.
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An accurate calibration requires basically two inputs. Firstly, we need to know the
shape of the calibration function. Secondly, reliable uncertainty estimation on the
measured sensor data is required for proper error estimation on the calibration func-
tion. The following paragraph discusses the shape of the calibration functions and
uncertainty estimations for the flow meter and the pressure gauge. Afterwards, the
calibration is performed for 84 % nominal column density. The section then closes
with the example of column density monitoring during KNM2, the resulting uncer-
tainties on the column density estimation, and its impact on systematic neutrino
mass uncertainties.

Shape of the Calibration Function and Uncertainty of the Sensor Data

The overall relation between throughput and column density is discussed in section
7.2.3. However, the total range of column density fluctuations during one measure-
ment campaign is smaller than 1 % relative change. For the example of 84 % nom-
inal column density, the measured throughput is q ≈ 1.5 mbar · l/s. In the range
of ∆q = ±0.04 mbar · l/s, the relation between column density and throughput is
well approximated by a linear model (see figure 7.11). Consequently, the shape of
the calibration function for throughput translation to column density is a first-order
polynomial function.
The second ingredient for an unbiased calibration of measured flow to column density
is the estimated uncertainty on the measured sensor data. The flow meter, which
measures the throughput between the two buffer vessels, is a mass-flow meter with
200 sccm full-scale range [MKS15]. The manufacturer estimates the accuracy to 1 %
of full scale [MKS15]. Consequently, the uncertainty on the absolute measured flow
yields for the used flow meter type and tritium 33µbar · l/s. In the calibration, how-
ever, we describe the relation between measured throughput and column density by
a first-order polynomial with slope and offset as free fit parameters. Possible system-
atic offsets in the measured total flow are thus absorbed in the fitted offset, provided
they posses good temporal stability in the narrow flow range during one measure-
ment campaign. The reproducibility of the sensor, that describes the agreement of
results for several measurements at constant flow, is therefore the uncertainty of
interest for the calibration. The reproducibility, estimated by the manufacturer, is
0.2 % of full scale [MKS15], that corresponds to 6.7µbar · l/s in the present case.
The manufacturer’s estimate for the reproducibility is usually based on a longer op-
eration time than a few weeks. For the calibration purpose in one measurement cam-
paign, we need the flow sensor’s reproducibility in the measurement time of only a
few weeks, since the calibration model is constructed individually and independently
for each measurement campaign. Therefore, we derive the sensor’s reproducibility
for KNM2 by comparing it to a reference activity measured with the FPD. The FPD
is calibrated on a regular basis with electrons and γ sources, thus, it is a reliable
reference tool. We use the β-decay rate measured at 300 eV below the endpoint in
each β scan as reference rate and compare it with the measured flow. As motivated
before, the column density has a linear dependence on the measured throughput.
The rate at the FPD, corrected for fluctuations in the tritium concentration, is also
linked via a linear relation to the column density in the narrow range of a mea-
surement campaign. Therefore, the rate and the flow of each β scan in KNM2 are
expected to show full correlation. This full correlation for all β scans can again be
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described by a linear model, when plotting the measured flow over the rate. The
spread of the fit residuals, in combination with a possible time-dependent drift of
the residuals, gives the reproducibility for KNM2. Since the rate measured with the
FPD is vulnerable to time-dependent drifts of the electrons’ starting potential in the
source, this study is only performed with constant rear wall voltages and on short
time scales, assuming that the starting potential changes slowly and steadily, if at
all. Afterwards, the reproducibility results of the individual periods are summarized
in one mean reproducibility. With this method, we estimate the flow meter’s repro-
ducibility for KNM2 to ∆q = 3.7µbar · l/s. An interesting cross-check is to repeat
the same procedure, but using now e-gun column density measurements instead of
the FPD rate as reference. This way, we can cross-check the FPD based estimation
of the reproducibility. We obtain with the e-gun method ∆q = 2.3µbar · l/s, that
is in good agreement to the result above. However, due to low statistics of only
11 e-gun column density measurements and to avoid circular arguments, we proceed
with the reproducibility of ∆q = 3.7µbar · l/s, that is roughly a factor of two smaller
compared to the conservative estimation by the manufacturer.

The krypton capillary is the counterpart of the tritium capillary, it is used to inject
krypton into the WGTS at high temperatures. Krypton is not injected into the
WGTS in nominal tritium mode during neutrino mass measurements, therefore the
valve in the krypton capillary between the tritium injection chamber and the outer
parts of the WGTS is closed. The pressure sensor in the krypton capillary is located
between the valve and the injection chamber (see figure 7.15). Consequently, the
measured pressure by the gauge is an indicator for the tritium gas pressure in the
injection chamber, that again defines the column density in the beam tube. However,
we need to take into account that the injection chamber has a temperature of 30 K,
while the 7 m-distant pressure gauge in the krypton capillary is at room temperature.
The relation between the pressure in the injection chamber pch and the pressure
measured by the krypton pressure gauge pKr is found to

pKr

pch
=
(
TKr

Tch

)γ
,

with Tch = 30 K, TKr = 295 K and γ = 0.32. By using the injection chamber ge-
ometry, F. Heizmann proved that one can obtain the tritium injection pressure into
the beam tube and derive the column density. [Hei18] A. Marsteller showed, that
the relation between the pressure measured by the pressure sensor in the krypton
capillary and the column density can well be approximated by a linear model for a
narrow column density range [Mar20a]. Consequently, also the calibration function
shape of the measured pressure in the krypton capillary to the column density is a
first-order polynomial function.
The pressure gauge in the krypton capillary is a heated baratron capacitance manome-
ter. According to the manufacturer, the pressure gauge features an excellent long-
term stability and a gas-composition independent pressure measurement. The manu-
facturer estimates the overall accuracy to 0.25 % of the measured pressure, a concrete
value for the reproducibility is not stated. [MKS19] With the methods explained
above, we estimate the relative reproducibility for the pressure sensor to ∆p =0.18 %
during KNM2.
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Calibration to Column Density

All eleven e-gun column density measurements performed in the course of KNM2
are combined in one calibration model in the following. The throughput as well as
the pressure in the krypton capillary are measured in parallel to the e-gun column
density measurement and can thus directly be used for the calibration.
The uncertainty on the measured flow is given by two components. The first compo-
nent is the standard deviation of the measured data in the roughly 25 minutes-long
column density measurement. The second part is the reproducibility of the flow
meter ∆q, as derived in the section above. The total uncertainty on the measured
flow is then both uncertainty components added in square. The total uncertainty
on the measured pressure ∆p is calculated the same way.

The e-gun measurements used for the calibration of the slow-control sensors to the
column density for one measurement campaign are split up in two parts. The first
part are measurements at elevated and decreased column density with respect to the
mean density in the measurement campaign. The mean column density in KNM2
is 84 % nominal column density, we therefore measure at roughly 85 % and 83 %
nominal column density with the e-gun after KNM2. These measurements at ele-
vated and decreased column density give a necessary lever arm on the slope of the
first-order polynomial, leading to higher precision of the calibration model. In total,
three e-gun column density measurements are successfully carried out at non-mean
column density. The second part of column density measurements consists of weekly
calibration measurements. The β scans are interrupted once to twice per week for
two hours for calibration measurements, inter alia the column density measurement.
These measurements are then taken at the column density that is momentarily used
in neutrino mass measurements. The purpose of these measurements is to increase
the precision close to the column density of interest. In KNM2, eight e-gun mea-
surements are performed at mean KNM2 column density.

As outlined in section 7.3.1, the statistical uncertainty dominates a single column
density measurement. Since we now combine 11 e-gun column density measurements
in one calibration model, we also need to consider the leading systematic uncertainty
arising from uncertainties on the e-gun angular distribution and the resulting cor-
relations among the measurements. All uncertainties and correlations among the
e-gun column density measurements are again summarized in a covariance matrix.
The size of the covariance matrix’s diagonal elements is of the order of 10−5, while
the off-diagonal elements are of size 10−6 with positive sign.
As explained in the previous section, a first-order polynomial is sufficient as cal-
ibration function for the measured flow as well as for the measured pressure in
the krypton capillary to the column density. The first-order polynomial is fitted
to the e-gun column density measurement by considering the covariance matrix as
well as the uncertainty on the measured flow, respectively the pressure, in a χ2-
minimization. The calibration of the measured pressure in the krypton capillary to
the column density times cross section is shown in figure 7.16. The calibration for
the measured throughput is not shown here, however it is similar to figure 7.16.
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Figure 7.16.: Calibration of the measured pressure p in the krypton capillary to
the column density ρd · σ. The blue data points represent the indi-
vidual e-gun column density measurements, performed in the course
of KNM2. The orange line represents the best-fit calibration func-
tion, the orange error band is the uncertainty on the calibration. The
pressure in the krypton capillary during the KNM2 neutrino mass mea-
surements is normally around p ≈ 12.67µbar. We artificially increase
and decrease the column density for measurements at p ≈ 12.54µbar
and p ≈ 12.83µbar to improve the accuracy of the calibration. The
normalized χ2 = 0.3 indicates that the assumed uncertainties on the
individual measurement are slightly overestimated.

The fit of the first-order polynomial to the measured calibration data results in the
parameter set

m = (0.13± 0.02)µbar−1

b = −0.1± 0.2

where m denotes the slope and b the offset. This calibration allows to translate
any measured pressure in the krypton capillary in the range from [12.5, 12.9]µbar
and at 30 K beam tube temperature to column density times cross section. The
uncertainty on the translation (depicted by the shaded error band in figure 7.16) is
near the KNM2 mean column density on the order of ∆(ρd · σ) = 2 × 10−3, that
corresponds to roughly 0.13 % relative uncertainty. The uncertainty is dominated by
the statistical uncertainty with 1.6× 10−3, while the systematic contribution yields
1.2 × 10−3. Consequently, the overall uncertainty on the calibration model can be
improved by increasing the number of e-gun column density measurements during
neutrino mass measurement campaigns. Starting with KNM4, the total number
of column density measurements is therefore increased to 14 measurements, also
distributed over the whole campaign.
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Similarly, we retrieve the parameter set for the translation of measured flow to
column density with

m = (0.62± 0.07) s/(mbar · l)
b = 0.6± 0.1,

for the flow range [1.47, 1.54] mbar · l/s. The overall uncertainty is slightly smaller
compared to the pressure translation, namely ∆(ρd · σ) = 1.8× 10−3.
These translations of the measured flow and pressure in the krypton capillary allow
to estimate the column density times cross section during KNM2, as long as a mea-
surement of the pressure in the krypton capillary or of the throughput is available.
Normally, both sensors are read out at time intervals of a few seconds, allowing
monitoring with excellent time resolution.

Column Density Estimation for KNM2

During each β scan, the pressure in the krypton capillary as well as the throughput
is measured and stored into ADEI. By combining these measurements with the
previously derived translation functions, we can calculate the column density for a
specific β scan.

Figure 7.17 presents in the upper two plots the time evolution of the column den-
sity for each β scan estimated with the translation based on the measured pressure
and the one based on the measured throughput. The uncertainty on the individual
scan-wise estimation is shown as a shaded area.
Both estimations show abrupt column density fluctuations on small time-scales in
the first 500 hours of measurement time in KNM2. Towards the end of the mea-
surement campaign (measurement time larger than 900 hours), the column density
seems to continuously increase. A. Marsteller shows that both features, the steady
increase as well as the short-term fluctuations, are mainly caused by temperature
fluctuations and drifts in the WGTS liquid nitrogen shield [Mar20a]. As the WGTS
liquid nitrogen shield is thermally coupled to the tritium injection capillary, temper-
ature fluctuations on the shield propagate onto the injection capillary, changing its
conductance [Mar20a]. Since the tritium injection pressure is kept constant by the
buffer vessels, the tritium flow changes with changing conductance, leading to unsta-
ble column density in the WGTS over time [Mar20a]. The impact of these column
density fluctuations on neutrino mass measurements will be part of the discussion
towards the end of this section.

The difference in column density estimation by the pressure sensor and the through-
put over the measurement time is shown in the lower left graph of figure 7.17. At
the beginning of the measurement campaign, the difference between the two column
density estimations is on the order of 2 × 10−3, about half the size of the column
density uncertainty on a single scan. The difference decreases towards the end of
the measurement campaign. Although the individual difference is smaller than the
uncertainty on the scan, the trend of all scans together yields a significant drift. The
most likely explanation for the time-dependent difference between the two methods
is a time-dependent drift of one sensor with respect to the other. To avoid a bi-
ased column density input for neutrino mass measurements, it is necessary to find a
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a) pressure sensor

b) flow meter

c) difference (a) - (b)

Figure 7.17.: Column density evolution based on the estimation by the measured
pressure and by the throughput during KNM2. a) Column density
time evolution ρd · σ over measurement time based on the pressure
in the krypton capillary. b) Evolution as estimated by the measured
throughput by the flow meter between the two buffer vessels. c) Dif-
ference between the two estimations over time. The graphs in the
right-hand panels show the resulting distributions of the data shown
in the left column’s plots. The gap in the data is a break in the KNM2
β scans for calibration measurements.

method to identify the more time-stable sensor for column density estimation over
measurement time.
An approach to identify the more time-stable sensor is based on e-gun column den-
sity measurements. In case of a drifting sensor reading with time, we should also
see a time-dependent drift on the x-axis in the calibration plot (see figure 7.16) at
constant column density on the y-axis. Unfortunately, individual measurements at
mean KNM2 column density do not feature enough sensitivity to resolve this be-
havior. Alternatively, we could use the e-gun measurements performed at elevated
and decreased column density. These measurements posses a large lever arm on the
calibration function, as described in the preceding section. By performing this mea-
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surement not only after the measurement campaign (as in KNM2), but before and
after the campaign, we could exclude or find drifts in the sensor reading, since the
time difference between the two measurements is also maximized. Time-dependent
sensor drifts would then result in different calibration functions between the pre-
and the post-KNMX measurements. Consequently, we recommend to perform the
measurements at in- and decreased column density before and after campaigns for
the upcoming neutrino mass measurements.
However, we only have one measurement at in- an decreased column density in
KNM2, and can thus not clearly decide which of the two sensors is more trustwor-
thy for column density estimation. We know from experience that the offset at zero
throughput of the flow meter is time dependent1. Additionally, the manufacturer
attests the pressure sensor located in the krypton capillary an “excellent long-term
stability” [MKS19]. Therefore we decide to use the column density estimation based
on the pressure sensor in the krypton capillary for further analysis in KNM2.

The total uncertainty on a single β scan is on the order of ∆(ρd·σ) = 3.6×10−3, that
corresponds to a relative uncertainty of 0.24 %. The uncertainty on the calibration
contributes with 2 × 10−3 to this overall uncertainty. The dominating fraction of
3 × 10−3 in the total uncertainty is given by the error on the measured pressure in
the krypton capillary, that again is dominated by the sensor’s reproducibility. Using
the column density uncertainty on a single β scan, we can estimate the impact on
the systematic neutrino mass uncertainty, based on the relation derived in section
7.1.4. The uncertainty of ∆(ρd · σ) = 3.6× 10−3 leads to ∆m2

ν,sys = 1.5× 10−2 eV2,
and thus to a significant improvement compared to the simulation uncertainty of
∆m2

ν,sys = 0.22 eV2 (see section 7.2.3). Although the column density with this un-
certainty is only a minor systematic uncertainty contribution on the neutrino mass
in KNM2 (see reference [Ake+21a]), we still need to improve to achieve the final
KATRIN sensitivity goal. The column density is only allowed to contribute with an
uncertainty of ∆m2

ν,sys ≤ 7.5× 10−3 eV2. That translates to an allowed column den-
sity uncertainty of ∆(ρd·σ) ≤ 1.8×10−3 at 84 % nominal column density. First steps
to improve the uncertainty require a better description of the sensor’s reproducibility
together with dedicated sensor calibrations also during measurement campaigns, for
example high-statistic measurements with the e-gun.

To derive the impact of column density fluctuations on the neutrino mass, we need
to discuss the KATRIN neutrino mass analysis approach of an individual measure-
ment campaign. Since a single β scan does not possess enough statistical sensitivity
to significantly constrain the neutrino mass, the method of choice for KNM2 is to
combine the accumulated statistics in the 361 KNM2 β scans via the stacking pro-
cedure (see section 3.3.6). In this procedure, the data of all scans is merged into
one high-statistics scan. Thereby all measured electrons at the same scan step are
added, the corresponding high-voltage retarding-potential values are averaged over
all scans. Similarly, all slow-control parameters, for example the column density,
are also averaged. As the averaging of the slow-control parameters can introduce a
bias on the neutrino mass, the procedure relies on sufficiently good time stability.
Slow-control parameter fluctuations are analyzed with respect to their potential to
bias the measured neutrino mass and if necessary, a correction is applied. [Ake+21a;
Ake+21b] Consequently, the neutrino mass analysis requires as input the mean abso-

1Indicated by several calibration entries in the KATRIN data base KDB.
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lute column density times cross section, the uncertainty on the mean column density
as well as its temporal evolution.
We calculate the mean estimated column density by averaging over all used β scans
in neutrino mass analysis to 〈ρd · σ〉 = 1.535. As absolute uncertainty on the mean
value, we use the above-discussed uncertainty ∆(ρd · σ) = 3.6 × 10−3 on a single β

scan. Although it might be a conservative uncertainty on the absolute mean value,
we will use it in the following analysis, as it already compensates for another uncer-
tainty, as discussed further below.
A measure for the time stability ∆t during a measurement campaign is the calcu-
lated standard deviation of the column density distribution, that is shown in the
right column of figure 7.17. In KNM2, this quantity yields ∆t(ρd · σ) = 2 × 10−3.
The systematic impact on the neutrino mass determination of this fluctuating and
drifting column density is investigated for KNM2 with Asimov data. We simulate
361 Asimov β scans with the scan-wise estimated column density, all other slow-
control parameters are constant for all runs. As usual, the neutrino mass is set to
zero in these studies. Afterwards, the Asimov β scans are stacked and fitted with
the mean column density, similar to the analysis procedure of one neutrino mass
measurement campaign (see for example reference [Ake+21b]). The best-fit result
of the neutrino mass parameter of the stacked dataset yields m2

ν = 3× 10−6 eV2.
The fit result for an Asimov dataset with constant mean column density and same
measurement time is m2

ν = 2× 10−7 eV2. Fluctuations of the column density during
KNM2 consequently result in a negligible bias on the determined neutrino mass as
consequence of the stacking procedure. The uncertainty on the bias is difficult to
quantify, since the estimated column density trend is influenced by unknown sensor
drifts or the sensor’s reproducibility. However, we already account for these effects
in the uncertainty on the absolute value, therefore we can neglect the uncertainty
on the bias. The uncertainty on the inferred neutrino mass is, within the numerical
noise, the same for the study with fluctuated column density and with constant col-
umn density. Thus, the stacking procedure does not broaden the likelihood function
and therefore also does not introduce additional uncertainties in the analysis.

The above-described procedure to monitor relative changes in the column density
times cross section and to estimate its absolute value during neutrino mass measure-
ments can be carried out for different temperature and column density settings. The
prerequisites to apply the procedure are only a sufficient number of e-gun column
density measurements and that the WGTS loop mode, and especially the tritium
injection procedure, stay as described in section 3.2.2. In the third neutrino mass
measurement campaign, for example, we applied the procedure for 40 % and 75 %
column density at 80 K WGTS beam tube temperature. Since the procedure for
KNM3 is as stated above, we do not go into detail here on the achieved precision.
An overview of achieved precision on the column density times cross section in the
individual neutrino mass measurement campaigns is given in table 7.1.

7.5.2. Monitoring with Activity Detectors

Uncertainties in the description of source potential variations lead to systematic un-
certainties on the measured squared neutrino mass on the order of 0.08 eV2 [Ake+21a].
Decay electrons from 83mKr are an appropriate tool to investigate the source potential

246



7.5. Monitoring during Neutrino Mass Measurements 247

due to nearly mono-energetic decay lines [Mac21]. However, 83mKr measurements
in combination with tritium in the WGTS can only be performed at 80 K WGTS
beam tube temperature or higher to avoid freezing of krypton gas in the beam tube
[Ake+21d]. Extrapolations or assumptions, for example regarding the temperature
dependence of the source potential, are undesired in source potential measurements
[KAT20], since it is necessary to replicate the conditions during neutrino mass mea-
surements as closely as possible. This requires to directly inject krypton into the
WGTS without changing operational parameters of the loop system. Therefore, the
WGTS operation mode in neutrino mass measurements is adapted to allow direct
krypton injection. The first major adaption is the change of beam tube temperature
from 30 K to 80 K. The higher temperature limits the maximal column density to
75 % nominal column density due to a limitation of maximum pressure in the DPS-
1R/F pumps. The second major adaption is that the gas stream pumped by the
DPS-1R/F is split into two parts. One part is sent to the inner loop system for pu-
rification, reducing the fraction of non-hydrogen isotopologues in the gas [Mar20a].
The other part is directly circulated back into the WGTS injection chamber via the
krypton capillary [Mar20a]. In addition, purified gas is fed to the beam tube via
the tritium capillary [Mar20a]. Gas is therefore injected into the central beam tube
by both capillaries, the tritium as well as the krypton injection capillary [Mar20a],
and not only through the tritium capillary as in the nominal mode. In that WGTS
mode, krypton can be added to the source gas without major modifications. This
adapted tritium operation mode is firstly applied in KNM4.
The new WGTS mode presents us with new challenges regarding column density
estimation. A. Marsteller outlined an approach to extend the gas model calcula-
tions, described in section 7.2, for the novel operation mode [Mar20a]. However, the
model calculations did not fulfill the uncertainty requirement for the final KATRIN
sensitivity [Mar20a]. A semi-empirical column density model based on e-gun mea-
surements and gas sensors as presented in section 7.5.1 can also not be applied due
to intrinsic properties of the new loops mode. The flow meter measurement is not
representative anymore, as it only monitors the injection flow through the tritium
capillary and misses the flow through the krypton injection capillary. The pressure
in the krypton capillary exceeds in the new WGTS mode the measurement range of
the pressure sensor, therefore it can not be used to quantify the gas flow through
the krypton capillary. In summary, there are currently no gas sensors describing
accurately the total injection flow into the WGTS beam tube. We therefore have
to rely on activity detector measurements to describe the mean column density and
column density fluctuations during neutrino mass measurements.
The KATRIN beam line comprises three activity-sensitive detectors, namely BIXS,
FBM and FPD. Unfortunately, BIXS and FBM feature time-dependent drifts in
the detector efficiency [Köh19; Ake22]. Consequently, neither BIXS nor FBM can
be used for accurate column density monitoring on the permill-level in neutrino
measurement campaigns over several weeks. The last remaining activity-sensitive
detector, the FPD, features great time stability and is calibrated on a regular basis.
We present in the following a method to estimate the column density using rate
measurements performed with the FPD, based on ideas by F. Glück, M. Klein, C.
Weinheimer, and A. Lokhov. The method is explained by example of a selected
KNM4 dataset.
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Estimation of Activity and Source-Potential Evolution

The FPD measures in each β scan the activity with high statistics at 300 eV be-
low the endpoint. The measured activity can in principle be calibrated with e-gun
column density measurements, leading to a translation function of rate to column
density, similar to the approach described in section 7.5.1. Fluctuations in the tri-
tium purity can be corrected based on the measured LARA data. Yet, this approach
has one key assumption, namely that the electron starting potential in the WGTS
does not change over the course of the measurement campaign. However, this as-
sumption does not hold in general. Neglecting possible fluctuations in the electron
starting potential can lead to a biased column density estimation with this method,
as an increasing source potential with time results in higher count rates at the FPD
at constant column density. With the approach solely based on the measured rate
at 300 eV below the endpoint, we would interpret the increased rate as increased
column density and vice versa. Therefore, we need a method that can distinguish
changes in column density from changes in the WGTS starting potential.

As first step towards robust column density estimation, we try to disentangle the
effects of column density and potential drifts by including the scan step at 90 eV
below the endpoint in the analysis. The rates in the 300 eV and 90 eV scan steps
below the endpoint are measured in every β scan and both feature high statistics
compared to other scan steps. Additionally, both scan steps are not used for neutrino
mass analysis, circular arguments are therefore avoided by using the column density
input based on these two scan steps. A time-dependent source potential drift causes
in first-order approximation a shift of the β decay electron’s energy scale relative
to the Main Spectrometer retarding potential. As outlined in section 2.5.3, the β-
decay rate in the differential β-decay spectrum is approximately proportional to (E−
E0)2. The FPD measures the integrated spectrum due to the MAC-E filter system,
therefore the measured rate R is proportional to (E − E0)3. The time-dependent
source potential ∆qU(t) would therefore affect the rate measured at 300 eV below
the endpoint in first-order approximation to

R300(t) ∝ (−300 eV + ∆qU(t))3 , (7.19)

while the 90 eV scan step would yield

R90(t) ∝ (−90 eV + ∆qU(t))3 . (7.20)

The time evolution of the rate would therefore not be the same for both scan steps
in case of drifts in the source potential and would allow to draw conclusions on the
source potential stability. Column density drifts would affect both measured rates
the same way, neglecting electron tritium scattering in the WGTS. F. Glück and M.
Klein therefore propose to calculate the ratio of R90(t)/R300(t) versus time to receive
a first impression of possible drifts. Constant ratio over time indicates constant
source potential during the measurement and the column density could be estimated
with the 300 eV point. Non-constant ratio points towards time-dependent source
potentials. This ratio approach, however, contains among others the assumption
that column density changes correspond exactly to activity changes, which does not
hold in the presence of inelastic scattering in the source. Therefore we need to
improve this approach.
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Figure 7.18.: Expected integrated β-decay rates as function of the column density
and Main Spectrometer retarding potential. The rate dependence in
the range of 300 eV below the molecular tritium endpoint E0 is shown
in the left plot, the one for 90 eV below the endpoint in the right plot.
The expected rate change for potential variations (x-axis) and column
density fluctuations (y-axis) is different for 300 and 90 eV below the
endpoint. We make use of this difference to disentangle source potential
fluctuations from column density fluctuations.

The refined approach uses the full β-decay model as implemented in the SSC software
package, that is also used for neutrino mass analysis. Parameters that are necessary
for the spectrum calculation are set to typical KATRIN values. The tritium endpoint
is chosen to be at 18573.5 eV, the neutrino mass is fixed at zero. Although the SSC
β-decay model is an effective model to describe count rates in the last 40 eV below
the molecular tritium endpoint, it cannot accurately predict absolute count rates at
300 eV below the endpoint due to the lack of accurate final state distributions at
these large surplus energies. Nevertheless, we assume that relative rate changes are
correctly predicted by the model around 300 eV and 90 eV below the endpoint and
we just need to experimentally determine the normalization.
C. Weinheimer and A. Lokhov propose to bypass the problem of absolute count rates
by using a dedicated coordinate system. Therefore the relative rate change

δR(300) = 1− Ri(300)
Rr(300) (7.21)

is defined. The rate measured at retarding potential 300 eV below the tritium end-
point in the β scan of interest is denoted as Ri(300), and Rr(300) is the rate of an
arbitrarily chosen reference measurement. The definition for δR(90) is accordingly.
The two observables δR(90) and δR(300) form the basis of the coordinate system,
that is needed for the disentanglement of source potential and column density drift.
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We can then calculate the predicted count rates at 300 eV and 90 eV below the end-
point for several column densities around the expectation value, in the following we
use the KNM4 expectation value of 75 % nominal column density. Additionally, the
count rate is calculated at small potential variations of up to 2 eV around 300 eV and
90 eV surplus energy. The count rates predicted by the β-decay model are shown in
figure 7.18. The two graphs indicate a slightly different rate dependence on poten-
tial and column density variations at 300 eV and 90 eV surplus energy, as expected
from equations 7.19 and 7.20. The information gained from these model calculations
allows one to describe expectations for potential and column density drifts in the
δR(300)-δR(90) coordinate system.

The calculations carried out for figure 7.18 yield that potential drifts result in an
first-order polynomial with zero offset and slope m∆qU = 3.585 in the dedicated
coordinate system for potential variations smaller than 4 eV (see figure 7.19). This
relation is independent of the exact column density in the model in the narrow
range from 74 % to 76 % nominal column density. Similarly, column density drifts
also follow a first-order polynomial with slope mρdσ = 0.723. This relation is also
independent of the initial potential in the narrow 4 eV range.
As the two relations should later on be used for column density and potential drift
analysis, an experimental test was carried out to validate the relations. Firstly,
the relation describing the source potential drift is cross-checked. A mean starting
potential shift of 1 eV in the source changes in first-order approximation the energy
scale of the β-decay electrons by 1 eV. The same effect can be imitated in KATRIN
by changing the Main Spectrometer retarding potential by 1 eV. Therefore, rate
measurements were carried out at 301, 300, and 299 eV, as well as at 91, 90, and
89 eV below the endpoint. These measurements were taken in a short period of time
to avoid significant column density drifts during the measurement time, as the pure
potential drift effect shall be cross-checked. The analysis of the measured data yields
good agreement with the expected slope of 3.585, namely 3.59±0.07. Measurements
with artificially elevated and decreased column densities allow to test the relation
for column density drifts. The measured slope also meets the simulation expectation
with 0.75± 0.05.
The rates, measured during the β scans relative to the reference scan, are located at
the coordinates (xi, yi) in the δR(300)-δR(90) coordinate system. With the above
derived relations, the data point can be written as linear combination of potential
and column density drift to xi

yi

 = c∆qU ·

 1
m∆qU

+ cρdσ ·

 1
mρdσ

 (7.22)

with c being the coefficients that describe the potential, respectively the column
density drift, relative to the reference. By using a normalization stemming from the
spectrum calculations, we can translate the calculated coefficients to physical units.

Pre-Processing of Measured Data

The rates measured at the 300 eV and 90 eV scan step need to be pre-processed
before entering the analysis to achieve accurate and robust results. Time-dependent
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Figure 7.19.: Column density and source potential drift in the coordinate sys-
tem given by the relative rate change at 300 eV below the endpoint
δR(300) and the relative change 90 eV below the endpoint δR(90).
Column density drifts in a narrow range follow a first-order polyno-
mial with slope mρdσ = 0.723 in this coordinate system. Source po-
tential variations also follow a first-order polynomial, but with slope
m∆qU = 3.585.

effects, for example a drift in tritium concentration, do in general have a different
slope than the potential or column density change in the relative rate coordinate
system. Neglecting these effects would therefore bias the source potential and col-
umn density coefficient calculation. We thus have to correct for known effects, that
influence the measured rate. In the following considerations, the effects of changing
tritium gas composition, high voltage, tritium activity accumulation at the rear wall,
and FPD efficiency drifts are discussed and correction methods are presented.
The tritium gas concentration in the WGTS changes continuously during a mea-
surement phase. New tritium batches are inserted several times in the loop system
during one campaign and the existing tritium gas is continuously purified, leading to
a time dependency of the gas composition. A change of gas composition with time
follows a first-order polynomial with slope 1 in the relative rate coordinate system,
as it affects the 300 eV rate and the 90 eV rate exactly the same way. Neglecting gas
concentration changes result in a biased estimation of the source potential drift as
well as the column density drift, as both coefficients absorb the slope-1 effects from
concentration drifts. The concentration monitoring by LARA enables a straight-
forward correction of the measured count rates for gas composition changes. The
uncertainty on the correction also needs to be taken into account as additional un-
certainty on the measured rate.
The applied retarding voltage on the Main Spectrometer is measured during the
β-scan steps with a high-precision voltage divider [TMW09; Bau+13; Res+19]. The
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applied retarding voltage deviates up to 40 mV for individual β scans from the set
point at 300 eV and 90 eV below the molecular tritium endpoint. Although this
deviation affects the measured rate mostly below the 0.1� level, a correction is
applied based on simulations for deviating retarding potential. The uncertainty on
the correction is negligibly small and thus not considered in the following analysis.
A fraction of tritium molecules and ions streaming upwards in the WGTS can col-
lide with the rear wall and gets implanted in the gold-coated surface in the process,
leading to β-decay electron emission from the rear wall. The increasing activity with
time does not contribute as tritium gas to the WGTS column density, but causes
an increasing rate at both analyzed retarding potentials and thus needs to be cor-
rected. Since the accumulation process cannot trivially be described in simulations,
we rely here on rear wall activity measurements with evacuated WGTS performed
before and after the measurement campaign. Assuming 75 % mean column density
in KNM4, we can translate the measured rates with empty WGTS to rates at 90 eV
and 300 eV retarding potential with filled WGTS [Her21; Köh21]. F. Hermann and
C. Köhler estimate the rate contributions to (276± 4) cps at the 300 eV scan step
and (3.3± 0.1) cps for 90 eV at the end of the KNM4 measurement campaign [Her21;
Köh21]. The time-dependent activity accumulation at the rear wall during KNM4
is described by a linear model, with relative activity increase of (0.5± 0.1) %/day in
nominal measurement mode [Ake21]. The uncertainties on the model for the time-
dependent accumulation as well as the one predicting the absolute count rates from
the rear wall are propagated into the uncertainties of the corrected count rates.
FPD efficiency drifts affect all measured rates with the same relative size and would
therefore consequently also bias the column density estimation. A model by S.
Enomoto corrects for FPD efficiency drifts due to for example temperature fluctua-
tions. In total, possible FPD efficiency drifts are estimated to be on the order of less
than 2� during KNM4. [Eno21a; Eno21b] Based on the efficiency drift model, we
apply a rate correction on the measured rates and also propagate the uncertainties.

Analysis of KNM4 Data

The procedure of estimating the column density based on the rate measurements at
300 eV and 90 eV below the endpoint is shown by example of a selected time range
in KNM4. The measured rates are processed as described above. We combine the
statistics from the last four β scans in the measurement campaign with the stacking
approach and use this as reference measurement. Based on this choice, the relative
rate changes δR(300) and δR(90) for each scan are calculated. Subsequently, equa-
tion 7.22 allows the derivation of the coefficients describing potential and column
density drift for each scan relative to the reference measurement.
The resulting estimations for source potential, as well as column density drifts rel-
ative to the reference measurements in a selected time range of KNM4 is shown in
figure 7.20. The uncertainties on the derived drifts per β scan are mostly dominated
by statistical uncertainty. The systematic uncertainty on the drifts caused by model
uncertainties on the β-decay spectrum shape near 300 eV and 90 eV surplus energy
is more than one order of magnitude smaller compared to the statistical uncertainty.

The potential drift relative to the reference measurement in KNM4 is well described
by a first-order polynomial. The derived slope yields a significant source potential
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Figure 7.20.: Estimated source potential drift δ(∆qU) during a selected time
range in KNM4 (upper plot) and column density drift δ(ρd · σ)
(lower plot) over the measurement time. The drifts are relative to
the stacked data of the last four β scans in KNM4.

drift of (−0.7± 0.1) meV/day. The physical interpretation of the negative sign de-
pends on the definition of the relative rate changes δR(90) and δR(300). For the
definition chosen here, a negative potential slope with time indicates an increase in
the absolute source potential. The β-decay electrons start at higher absolute poten-
tial with time, leading to a larger electron rate measured at the FPD at constant
Main Spectrometer retarding potential and constant WGTS column density. This
time-dependent potential drift should be taken into account in the KNM4 neutrino
mass analysis as it modifies the measured spectral shape.

The column density time evolution relative to the reference measurement is shown
in the lower plot of figure 7.20. However, the neutrino mass analysis requires its ab-
solute value, the uncertainty, and the time evolution as input. Therefore, the drifts
need to be translated to absolute column densities. The column density is measured
regularly with the e-gun during KNM4. By comparing the estimated column density
drifts in the neighboring β scans with the result of the e-gun measurement, we fit
a constant offset to the drifts for translation into absolute values. The covariance
matrix, used in the χ2 minimization, summarizes the uncertainties on the individual
measurements as well as the correlations among the column densities measured with
the e-gun. The minimization gives a total offset of (1.368± 0.001), that is added to
the drift values to translate them in absolute column densities (see figure 7.21).
The obtained column density values are measured once per β scan and thus every
four hours, given by the length of the scan. This method is thus blind to column
density changes in between the scan steps at 90 and 300 eV surplus energy. However,
some analyses in KATRIN require the column density estimation as input in indi-
vidual scan steps. An interpolation method, based on FBM activity measurements,
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Figure 7.21.: Absolute column density estimation for a selected time range in
KNM4. The obtained column density fluctuations, relative to the ref-
erence measurement, are translated to absolute column density esti-
mations for the β scans, drawn in blue. We therefore make use of the
regular e-gun column density measurements, drawn in orange.

enables an estimation of the column density evolution in specific β scans. Therefore,
the measured FBM rate in the individual scan step ri is compared to the one mea-
sured in scan steps r0 at 90 and 300 eV surplus energy, leading to an interpolation
factor f = ri/r0. The column density for the individual scan step is then estimated
by applying the obtained interpolation factor to the known column density (ρd ·σ)0,
based on the 90 and 300 eV scan step

(ρd · σ)i = f · (ρd · σ)0.

The multi-week-scale FBM efficiency drift can be neglected on the time scale of
four hours for the interpolation.

Overall, the mean KNM4 column density in the shown time range is calculated to
〈ρd · σ〉 = 1.369. The total column density uncertainty on a single β scan with the
presented method is ∆(ρd · σ) = 2 × 10−3. The major contribution to the overall
uncertainty is given by the statistical uncertainty on the measured rate at the 300 eV
and 90 eV scan step with approximately 1.3 × 10−3. The model uncertainty on the
angular distribution of the e-gun electrons in the WGTS, as well as the uncertainty
due to a limited number of column density measurements with the e-gun during
KNM4 contribute with 10−3 each. Minor contributions to the total uncertainty are
the time evolution of the rear wall rate during KNM4 or the model uncertainties on
the coefficients in equation 7.22. The overall uncertainty on the estimated column
density transforms for the KNM4 setting to a systematic neutrino mass uncertainty
of ∆m2

ν = 9× 10−3 eV2. To reach the final KATRIN sensitivity goal of ∆m2
ν ≤

7.5× 10−3 eV2, we need to further optimize the column density estimation based
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on this method. We therefore recommend to increase the measurement time at the
90 eV scan step and to conduct dedicated e-gun characterization measurements to get
a better knowledge on the e-gun angular distribution in the WGTS. An approach
to precisely determine the e-gun angular distribution with the current KATRIN
hardware setup is presented in appendix A.
The time stability of the column density in the presented KNM4 time range is
quantified by calculating the standard deviation of the distribution, as shown in
the right graph in figure 7.21. The standard deviation calculation yields ∆T (ρd ·
σ) = 1.3 × 10−3. We cannot make any clear statement about possible column
density fluctuations, as the statistical uncertainty on the estimated column density
on a single β scan is on the same order of magnitude as the calculated standard
deviation. Similar to chapter 7.5.1, we calculate a neutrino mass bias resulting
from the stacking procedure of scans with different column densities for the selected
KNM4 time range. The study, based on stacking of Asimov datasets, results in a
small bias of δm2

ν = 10−4 eV2 on the squared neutrino mass.

7.6. Summary

The inelastic scattering of β-decay electrons off molecular tritium in the WGTS is
one of the major electron energy losses in the KATRIN experiment and thus needs to
be modeled accurately for correct spectrum calculation for neutrino mass analysis.
The probability for a β-decay electron to scatter inelastically off tritium gas depends
on the gas column density in the WGTS, as shown in section 7.1.2. In neutrino mass
analysis, the energy loss due to scattering is then included in the response function,
by weighting the i-fold scattering probability with the respective energy-loss model
(see section 7.1.3).

Based on this implementation, the necessary accuracy and precision on the product
ρd · σ of column density and inelastic scattering cross section for neutrino mass
measurements with KATRIN is quantified in this work (see section 7.1.4). The
study is performed for several column density set points that are used so far in
neutrino mass measurement campaigns. It is necessary to achieve a relative precision
on the absolute column density times cross section of better than 0.12 % during β

scans to satisfy the KATRIN systematic uncertainty requirement on a single effect
of ∆m2

ν,sys ≤ 7.5× 10−3 eV2 in the 40 eV analysis window.
In the course of several previous works, a gas simulation was developed to describe
the distribution of tritium gas in the WGTS beam tube (see for example references
[Höt12; Kuc16; Kuc+18; Hei18]). The findings of the simulation are summarized in
section 7.2. The simulation is suitable to determine the spatial distribution of the
gaseous tritium in the WGTS and to monitor relative changes in the column density.
Due to its properties, it can also be used to estimate the absolute column density
in the WGTS, however, it does not feature the necessary precision on the absolute
column density times cross section to be used as input for neutrino mass analysis.
Section 7.3 introduces the approach to measure the tritium gas column density
with the e-gun. As shown in the present thesis, the precision of the measurements is
limited by the statistical uncertainty, given by the e-gun rate and measurement time,
as well as the uncertainty on the e-gun angular distribution in the WGTS as major
systematic error. In total, this leads to a relative precision on the order of 0.2 % on
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the column density times cross section in a single e-gun measurement. These column
density measurements allow one to test the gas model prediction, which shows that
e-gun measurements and model calculations agree within their uncertainties.

The simulation of the WGTS gas model predicts a deviation from radial and az-
imuthal WGTS homogeneity due to heat loads from the DPS-1 pump ports. The
resulting radial and azimuthal inhomogeneity of the column density is normally not
taken into account in neutrino mass analyses due to computational costs and can
thus cause a bias, as studied in section 7.4. We have shown that the expected neu-
trino mass bias, based on the inhomogeneity calculated by the gas model, is on the
order or below ∆m2

ν,sys = 10−4 eV2. Consequently, it is valid to neglect the radial
and azimuthal inhomogeneity of the column density in neutrino mass analysis, if the
simulation correctly predicts the magnitude of the inhomogeneity.
We therefore test the gas model prediction with twelve e-gun column density mea-
surements at several radial and azimuthal positions in the WGTS. Due to opera-
tional constraints, the presented measurement took place with 40 % nominal column
density instead of the 84 % or 75 % that are normally used in neutrino mass mea-
surement campaigns. Within the experimental uncertainty, the measured column
density inhomogeneity agrees with the prediction by simulation.
In summary, we have shown in this work that it is a valid approximation to neglect
the predicted column density inhomogeneity in neutrino mass analysis, and that the
simulated inhomogeneity is consistent with experimental findings. Nevertheless, we
recommend to repeat the inhomogeneity measurement with the e-gun at a column
density setting, e.g. 75 % nominal column density, that is regularly used in neutrino
mass measurements.

Column density determination with e-gun measurements cannot take place in par-
allel to neutrino mass measurements as they require different Main Spectrometer
settings. We therefore present in section 7.5 two approaches to use the e-gun col-
umn density measurements to construct models to describe the mean column density
times cross section and its time evolution during neutrino mass measurements. The
two approaches are based on

� Gas-sensitive sensors: This approach is introduced by example of the second
neutrino mass measurement campaign KNM2. It utilizes the flow meter of the
tritium injection pipe as well as the pressure sensor in the krypton capillary to
calibrate the respective measured quantity versus the results from the e-gun
measurements. The detailed evaluation of the systematic uncertainties of this
methods, performed in the present thesis, leads to an uncertainty on the esti-
mated absolute column density in an individual β scan to ∆(ρd·σ) = 3.6×10−3.
This corresponds to a relative precision of approximately 0.24 %, resulting in
a systematic neutrino mass uncertainty of ∆m2

ν,sys = 1.5× 10−2 eV2 in KNM2.
That is approximately a factor of two larger than the allowed systematic un-
certainty contribution for the final KATRIN goal. To improve the uncertainty
of this method to eventually satisfy the KATRIN requirement, it is necessary
to increase the number of column density measurements with the e-gun as well
as to refine the reproducibility estimation of the used sensor. This approach,
based on gas-sensitive sensors, is also applied to determine the absolute column
density, and to monitor relative changes, in the analysis of the third neutrino
mass measurement campaign (see table 7.1).
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Table 7.1.: Overview of applied methods to determine the absolute column density
times cross section, and the achieved relative precision, in the individ-
ual neutrino mass measurement campaigns. The relative precision on
the absolute column density times cross section, using gas-sensitive sen-
sors, steadily increases from KNM1 to KNM3. Due to the novel WGTS
loop mode, the absolute column density must be estimated using activity
measurements from KNM4 onwards.

Method Relative precision (%) Applied in m2
ν campaign

Gas sensor (flow meter) 0.85 KNM1

Gas sensor (pressure sensor) 0.24 KNM2

Gas sensor (pressure sensor) 0.13 KNM3a

Gas sensor (flow meter) 0.15 KNM3b

Activity detector 0.15 KNM4

� FPD rate measurements at 300 eV and 90 eV below the endpoint: To enable
column density monitoring in a novel WGTS loop mode, an approach based on
β-decay rate measurements with the FPD is devised in this thesis. We use the
different relative rate changes of the two measurement points at 300 eV and
90 eV below the endpoint for a changing energy scale to disentangle column
density variations from source potential drifts utilizing the theoretical descrip-
tion of the β-decay spectrum. This method is shown by example of a dataset
taken during the KNM4 measurement campaign. The resulting uncertainty
on the column density yields ∆(ρd · σ) = 2× 10−3, corresponding to a relative
precision of 0.15 %. This translates to a systematic neutrino mass uncertainty
contribution of ∆m2

ν,sys = 9× 10−3 eV2, close to the KATRIN requirement.
The uncertainty of this approach is dominated by the limited measurement
time at the 90 eV scan step below the endpoint, limited amount of e-gun col-
umn density measurements within one campaign, and systematic uncertainty
contributions from the e-gun model parameters.

An improved precision and accuracy in the determination of the absolute column
density times cross section in the WGTS beam tube during β-decay scans, and the
monitoring of relative changes, is achieved in the thesis at hand. The relative uncer-
tainty on the absolute value is close to satisfy the KATRIN systematic uncertainty
requirement on a single effect.
To further enhance the precision of the presented approaches, it is inter alia nec-
essary to reduce systematic uncertainty contributions from the e-gun. We present
in appendix A a method to determine the e-gun angular parameters in the WGTS
with larger precision.
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Since its postulation by Pauli in 1930 [PKW64], the neutrino as the most-elusive
particle of the Standard Model of particle physics has been studied in detail. The
observation of neutrino flavor oscillation provided the proof of a non-zero neutrino
mass [Zyl+20]. However, the absolute mass scale of the neutrino as lightest massive
particle of the Standard Model could not yet be determined despite several experi-
ments and complementary approaches [Zyl+20].
The KATRIN experiment aims to model-independently probe the effective elec-
tron neutrino mass with an unprecedented sensitivity of 200 meV at 90 % confidence
level by high-resolution spectroscopy of the β-decay spectrum close to the end-
point region. Since the measurement principle is based on the Fermi theory of β

decay, the observable for KATRIN is the squared effective electron neutrino mass

m2
ν = ∑3

i=1

∣∣∣Ue,i

∣∣∣2m2
i , where Ue,i are the elements of the PMNS matrix and mi are

masses of the neutrino mass eigenstates. To reach the sensitivity goal, the experi-
mental setup of KATRIN combines a high-luminosity Windowless Gaseous Tritium
Source (WGTS) and a high-resolution MAC-E filter, called Main Spectrometer.
Modifications of the intrinsic β-decay spectrum by the experimental apparatus are
modeled via the KATRIN response function which comprises the Main Spectrometer
transmission function and energy losses of β-decay electrons. The response function
is thus a crucial input for the calculation of the integral β spectrum that is used
to determine the neutrino mass. To achieve the final KATRIN sensitivity, strict re-
quirements must be met on the uncertainty of the response function. The systematic
uncertainty contribution on the squared neutrino mass due to a single effect has to
be below ∆m2

ν,sys ≤ 7.5× 10−3 eV2, and all systematic uncertainties combined below
∆m2

ν,sys ≤ 17× 10−3 eV2. [KAT05]
The main objectives of the thesis at hand are concerned with the characterization of
contributions to the KATRIN response function, and their impact on the neutrino
mass analysis. The findings on the contributions by the Pinch (PCH) and WGTS
magnetic fields, by the electromagnetic fields in the Main Spectrometer, and by the
column density in the WGTS are summarized in the following.

Characterization of PCH and WGTS Magnetic Field

The tasks of the PCH and WGTS magnetic fields go beyond the mere transport of
β-decay electrons from the source to the FPD. The WGTS magnetic field strength
defines together with the PCH field strength the fraction of reflected β-decay elec-
trons by the magnetic mirror in the PCH, impacting the Main Spectrometer trans-
missions function. Thus, both field strengths must be determined accurately and
precisely for accurate modeling of the Main Spectrometer transmission function.
A comparison of high-precision field measurements inside the PCH’s warm bore
hole in a standalone mode [Sch15] with simulations shows good agreement. Taking

259



260 8. Summary and Outlook

into account additional uncertainties from small unknown misalignments of the coil
orientation inside the cryostat results in a relative precision on the PCH magnetic
field strength of 0.1 %. This translates to a systematic uncertainty contribution of
∆m2

ν,sys = 3× 10−3 eV2, meeting the KATRIN requirements. To improve the un-
derstanding of the flux tube evolution between the analyzing plane of the Main
Spectrometer and the FPD, it is furthermore necessary to investigate the alignment
of the PCH and DET coils inside the cryostats as they mostly define the flux tube
orientation. In the present thesis, a precise measurement technique is developed and
conducted to investigate this alignment by measuring the magnetic stray fields of
both solenoids at well-defined locations. The coil alignment is then determined by
the comparison to simulations leading to an improved understanding of the flux tube
evolution between analyzing plane and FPD which is used in the characterization of
the nominal analyzing plane.
The systematic uncertainty estimation on the model of the source magnetic field
strength was formerly based on stray field measurements outside the WGTS cryo-
stat, which are vulnerable to background magnetic fields. A novel measurement
method is devised in the thesis at hand to determine the maximal magnetic field in
the central beam tube of the WGTS. Therefore, β-decay electrons from the rear wall
are used as field probes inside the beam tube and the well-known PCH magnetic field
as reference. The measurement and prediction by simulation show a good agreement
of 5.5 mT. Taking into account statistical uncertainties of the novel method in ad-
dition to the small offset of 5.5 mT leads to a systematic uncertainty estimation on
the simulation input of the source magnetic field for neutrino mass measurements of
5.8 mT. This yields a systematic uncertainty contribution on the squared neutrino
mass of ∆m2

ν,sys = 4× 10−3 eV2, fulfilling the final KATRIN requirement. Compared
to the former uncertainty estimation on the source magnetic field strength, a reduc-
tion of the uncertainty contribution on the squared neutrino mass by more than a
factor six is achieved in this thesis. Based on the comparison of WGTS magnetic
field and gas density distribution in the WGTS, an effective central value for the
source magnetic field is derived in the present work to account for inhomogeneities
of the source magnetic field. This value of Bsrc = (2.510± 0.006) T shall be used
in future neutrino mass analysis, as it reduces the bias on the measured squared
neutrino mass to the 10−4 eV2 level.
Consequently, a detailed determination of the PCH and WGTS magnetic field strength
was achieved in this thesis, with the uncertainties on the field strengths meeting the
final KATRIN requirement for individual systematic uncertainty contributions.

Characterization of the Nominal Analyzing Plane

The analyzing plane is one of the KATRIN key features as it ensures optimal energy
analysis by defining the transmission function of the Main Spectrometer together
with the PCH and source fields. In chapter 5, the absolute electromagnetic field
strength and the radial homogeneity of the nominal analyzing plane is characterized
via simulations, e-gun, and 83mKr measurements. In the analysis of the first two
neutrino mass measurement campaigns, and also partially in the third one (see ta-
ble C.4), the electric and magnetic field in the analyzing plane are simulated for the
calculation of the transmission function.
We test the prediction of the simulated electric field in the analyzing plane with
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e-gun and 83mKr K line position measurements. Both measurement methods in-
dicate deviations to the simulation, that form a dipole-like structure on the FPD.
As found in the present thesis, the dipole-like structure can for the most part be
resolved by introducing a shift of the simulated position in the analyzing plane per-
pendicular to the beam axis. From this, we infer that the alignment of at least one
of the subsystems between analyzing plane and FPD is not accurately incorporated
in the Kassiopeia geometry model. Taking into account the new information on
the PCH and DET coil alignment, we conclude that the most-likely source for the
deviation between simulation and measurement is an inaccurate FPD position by a
few millimeter in the simulation. This leads to an improved understanding of the
experimental misalignment in KATRIN. Although the deviation between electro-
static field simulation and measurement does not introduce a measurement bias on
the neutrino mass relevant for the final KATRIN sensitivity, this dipole structure
has to be resolved for further systematic studies (see for example reference [Mac21]).
Similar to the electric field, the simulated magnetic field is also tested with measure-
ments. Magnetic field measurements with the e-gun in the nominal analyzing plane
are not possible in the current experimental setup, since the stepper motor to tilt the
e-gun capacitor plates sometimes misses steps, leading to an non-reproducible tilt
position [Sac20]. The simulated magnetic field strength can therefore only be cross-
checked via field sensor measurements close to the analyzing plane and 83mKr N2,3
line doublet measurements. As found in this work, the comparison of Kassiopeia
field simulation and magnetic field sensors outside the Main Spectrometer vessel
yields a deviation of 6µT in the nominal 6 G configuration (Bmean = 630µT) for
neutrino mass measurements. If the difference between simulation and real magnetic
field in the analyzing plane is the same, this would introduce a measurement bias on
the neutrino mass on the order of 2.6× 10−2 eV2, surpassing the overall systematic
uncertainty budget for the long-term data-taking. However, the magnitude of the
systematic uncertainty stemming from the uncertainty on the simulated analyzing
plane magnetic field is acceptable for the analysis of KNM1 and KNM2 due to the
vast magnitude of statistical uncertainty in these campaigns. A single source for
the difference between magnetic field simulation and measurement cannot be iden-
tified. A great precision on the magnetic field strength in the analyzing plane in the
2.7 G and 1 G Main Spectrometer configuration is achieved in the thesis at hand by
measurements with 83mKr conversion electrons stemming from the N2,3 line doublet.
The analysis results of these 83mKr measurements confirm the result from the com-
parison of simulation to sensor measurements of the magnetic field outside the Main
Spectrometer vessel. As a result of the findings in the present thesis, high-statistics
N2,3 line doublet measurements in the 6 G neutrino mass measurement configura-
tion were performed in the second half of 2021 to receive a more accurate magnetic
field model for the analyzing plane for future measurements in this configuration.
Additionally, the high-statistics measurement results could give a hint on the reason
causing the deviation between simulation and measurement.

Characterization of the Shifted Analyzing Plane

The Shifted Analyzing Plane (SAP) configuration reduces the spectrometer-induced
background rate, which is the dominating background in neutrino mass measure-
ments, by approximately a factor of two. The SAP setting is the operational config-
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uration since fall 2020. To date, the majority of the data for neutrino mass analysis
with KATRIN has been measured using the SAP setting, future campaigns are also
expected to be performed in this configuration. In contrast to the nominal analyzing
plane that is located in the center of the Main Spectrometer, the SAP is close to
the exit of the spectrometer. This location in the area of the conical spectrometer
segments introduces comparably strong inner-plane field inhomogeneities.
Similar to the nominal analyzing plane, the SAP can in principle be characterized
via simulations, e-gun, and 83mKr measurements. However, small inaccuracies in the
Kassiopeia geometry model, as found in the characterization of the nominal ana-
lyzing plane, can lead to a significant bias between electromagnetic field simulation
and reality in the SAP setting, resulting in a severe neutrino mass measurement
bias. The focus of the studies performed in the present thesis, summarized in the
following, is therefore on the experimental determination of the SAP transmission
function.
Using the e-gun, high-precision measurements of the electric field are conducted at
28 FPD pixels. The comparison to simulation shows a dipole-like structure, simi-
lar to the one found in the characterization of the nominal analyzing plane. Using
the nominal analyzing plane as reference allows us to use the e-gun in the current
experimental setup for magnetic field measurements. The comparison of the mea-
sured SAP magnetic field at ten FPD pixels shows an offset on the order of 16µT
in comparison to the simulation. Although the e-gun gives high-precision results on
the SAP fields, a characterization of the whole analyzing is not possible as the nec-
essary measurement time is too large for a commissioning measurement in between
neutrino mass campaigns.
In contrast to pin-pointed e-gun measurements, 83mKr conversion electrons allow a
characterization of the whole SAP cross section in one measurement. Using the nom-
inal analyzing plane as reference, the transmission function parameters of the SAP
configuration are determined via a relative approach. To test for energy-dependent
effects, we characterize the SAP with conversion electrons from the 83mKr K line
at 17.8 keV, close to the tritium endpoint, and electrons from the N2,3 line doublet
at 32 keV kinetic energy in two independent analyses. Due to limited statistics,
a pixel-wise analysis is not possible. Instead, we derive the transmission function
parameters for a group of pixels, a so-called patch. The analysis of the 83mKr K
line as well as the one of the N2,3 line doublet result in a similar uncertainty on the
measured transmission function, that can be translated to a systematic uncertainty
contribution on the squared neutrino mass of ∆m2

ν,sys ≈ 3× 10−3 eV2. The central
values slightly differ for the two derived parameter sets describing the transmission
function. This can potentially lead to a neutrino-mass bias based on the chosen
parameter set in the analysis. To suppress the possible bias, we recommend the use
of electromagnetic field values based on the N2,3 line doublet measurement due to
the more robust derivation.
The e-gun electrostatic field measurement shows results consistent with both esti-
mations by the 83mKr K and N2,3 line measurements. A simulation-independent
comparison of e-gun magnetic field measurements with 83mKr measurements is not
possible. The experimental result from the 83mKr measurement represents the mean
magnetic field in the analyzing plane over eight to nine pixels in one patch, while
the result from the point-like e-gun measurement is the magnetic field at a certain
location at one pixel. Due to the large inhomogeneity of the magnetic field strength
within one patch, the experimental results of the patch-wise 83mKr measurement is
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not comparable without simulations to the e-gun results.
To summarize, the measurements with 83mKr conversion electrons enable a patch-
wise characterization of the SAP electromagnetic fields with a precision that satisfies
the final KATRIN requirements on a single systematic effect. The neutrino mass
data, gathered in the SAP configuration, can therefore be analyzed with period sum-
maries derived in the course of the thesis at hand. Based on the methods developed
and tested in this work, high-statistics 83mKr measurements were performed in the
SAP configuration in the second half of 2021, and their analysis is expected to be
completed until early 2022 [Ake+22]. These measurements enable the pixel-wise
derivation of the SAP transmission function parameters which then also allows the
simulation-independent comparison to the e-gun results.

The WGTS Column Density

The inelastic scattering of β-decay electrons off molecular gaseous tritium in the
WGTS is one of the dominating energy losses for electrons in the KATRIN setup.
The energy-loss model for this scattering has been derived in previous works (see for
example references [Ake+21c; Sch21]). To apply this model in the response function
calculation, it is necessary to determine the probabilities for i-fold scattering which
depend on the total amount of tritium gas in the WGTS, quantified by the column
density. Sensitivity studies performed in the present work show that it is necessary
to achieve a relative precision on the estimated column density times cross section
of better than 0.12 % in order to fulfill the systematic uncertainty requirement on
the squared neutrino mass of ∆m2

ν,sys ≤ 7.5× 10−3 eV2.
A method to measure the absolute column density times cross section with the
e-gun is presented in this thesis, devised in corporation with C. Köhler [Köh19] and
A. Marsteller [Mar20a]. The measurement approach exploits the good knowledge of
the energy-loss model to measure the e-gun-specific response function at four dis-
crete surplus energies, leading to a relative precision of better than 0.2 %. However,
this type of measurement cannot be performed in parallel to neutrino mass measure-
ments.
Using the e-gun column density measurements, we present two approaches to con-
struct models that monitor the absolute column density times cross section during
neutrino mass measurement campaigns. Gas sensitive sensors, like the pressure
gauge in the krypton injection capillary, are employed in the first approach. A de-
tailed systematic uncertainty evaluation of this approach is performed in the thesis
at hand, leading to a systematic uncertainty contribution on the squared neutrino
mass of 1.5× 10−2 eV2 in the second neutrino mass measurement campaign. The
uncertainty of this method is dominated by the uncertainty on the reproducibility
of the gas-sensitive sensor. The second approach, devised in this work, is based on
rate measurements with the FPD at 300 eV and 90 eV below the tritium endpoint
to monitor changes of the column density. The uncertainty of this approach trans-
lates to an improved systematic uncertainty on the neutrino mass of 9× 10−3 eV2

in the fourth neutrino mass measurement campaign. For a further improvement of
the rate-based approach it is necessary to elongate the measurement time at the
90 eV scan step below the endpoint and to gain a better understanding on the e-gun
angular distribution in the WGTS.
Sophisticated gas simulations derived in former works (see references [Kuc+18;
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Hei18; Kuc16; Höt12]) predict a radial and azimuthal WGTS column density in-
homogeneity due to temperature inhomogeneities of the central WGTS beam tube
[Hei18]. This column density inhomogeneity is normally not taken into account in
the neutrino mass analysis. In this work, we show that neglecting this effect causes
a negligible bias on the measured neutrino mass on the order of 10−4 eV2, as long
as the magnitude of the inhomogeneity is correctly predicted by the simulation. By
performing a dedicated e-gun measurement, we could show that the magnitude of
the measured column density inhomogeneity is consistent with the prediction by the
simulation.

Conclusion and Outlook

The main objectives within this thesis are to characterize contributions to the
KATRIN response function. The major results are as follows:

� The PCH and WGTS magnetic fields are sufficiently well understood and
characterized for neutrino mass measurements.

� The electromagnetic field strength in the nominal analyzing plane can be char-
acterized to a precision that is sufficient for the analysis of the first two neutrino
mass measurement campaigns. However, the understanding of the magnetic
field strength in the analyzing plane needs to be improved to meet the final
KATRIN requirements. 83mKr conversion electrons of the N2,3 line are a suit-
able tool to probe the magnetic field, as shown in measurements of the 2.7 G
and 1 G settings.

� The patch-wise characterization of the SAP electromagnetic field strengths
with 83mKr conversion electrons via a relative method is successful. The un-
certainties on the obtained transmission function parameters meet the final
KATRIN requirements.

� The monitoring of the column density based on the FPD rate measurement
gives precise results leading to systematic uncertainties on the measured neu-
trino mass close to the final KATRIN requirement.

To achieve the final systematic uncertainty budget of ∆m2
ν,sys ≤ 17× 10−3 eV2, five

major systematic uncertainties are allowed, each with an uncertainty of 7.5× 10−3 eV2

on the squared neutrino mass [KAT05].
The magnetic field strengths in the WGTS and the PCH, and the electromagnetic
fields in the SAP define the transmission function of the Main Spectrometer in the
SAP configuration which is a central element in the energy analysis of KATRIN.
A sensitivity study based on Monte Carlo shows that these three effects combined
lead to a systematic uncertainty of ∆m2

ν,sys = 5× 10−3 eV2. Consequently, the mod-
els characterizing these electromagnetic fields, derived in the present thesis, have
sufficient accuracy and precision to describe the transmission function of the Main
Spectrometer with an uncertainty fulfilling the KATRIN sensitivity requirement as
one of the major systematic uncertainties.
The column density is an input parameter for the calculation of the i-fold inelastic
scattering probability of β-decay electrons off gaseous tritium in the WGTS. It thus
quantifies, in combination with the energy-loss model, the dominating energy losses
for the signal electrons. Using the parameters and uncertainties of the energy-loss
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model stated in reference [Ake+21c], the combined systematic uncertainty contri-
bution on the squared neutrino mass due to uncertainties on the inelastic scattering
process is ∆m2

ν,sys = 10× 10−3 eV2. The uncertainty due to inelastic scattering of
β-decay electrons off tritium molecules in the WGTS is consequently another one of
the five major systematic uncertainties.

As an outlook, we would like to highlight two measurements that will be performed
in the near future or have recently been performed to further refine the results of
this thesis:

� Using the methods developed in this work, a high-statistics 83mKr measure-
ment campaign with the nominal analyzing plane as well as with the SAP
configuration was conducted in the second half of 2021, with the analysis still
on-going. This data will enables us direct access to the transmission function
parameters of both analyzing plane modes with sufficient precision and accu-
racy to meet the KATRIN systematic uncertainty requirements with pixel-wise
resolution.

� In early 2022, e-gun characterization measurements will be performed (see
appendix A) that shall lead to a deeper understanding on the e-gun angular
distribution in the WGTS, reducing the systematic uncertainty on the column
density estimation.

The KATRIN experiment impressively demonstrated its sensitivity on the neutrino
mass with the results of the first two measurement campaigns leading to the first sub-
eV direct upper limit on the effective electron neutrino mass [Ake+21a; Ake+21b].
This thesis has laid important foundations for an improved understanding of the
KATRIN response function, leading to reduced systematic uncertainty contributions
and to full sensitivity on the neutrino mass after three years of net measurement time.
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Appendix

A. Measurements of the E-Gun Angular Distribution

The parameters of the e-gun angular distribution have to be precisely and accurately
known for column density measurements with the e-gun, as they define the effective
path length of the electrons in the WGTS and thus their scattering probability.
The mean zero pitch angle of the e-gun electrons can be set with 0.5◦ accuracy (see
reference [Sac20]). The e-gun angular width cannot directly be set, it therefore needs
to be precisely measured for a correct model implementation leading to accurate
column density measurements. We are able to estimate the e-gun angular width to
σθ,pch = (6.3 ± 0.3)◦ in the PCH magnetic field by combining the measurements of
ten e-gun transmission functions (see section 5.3.3). The uncertainty on the angular
width causes an error on the measured column density times cross-section of ∆(ρd ·
σ) ≈ 10−3 (see sections 7.3.1 and 7.5.2). Since this is a non-negligible contribution to
the overall determination uncertainty of 2×10−3 during neutrino mass measurement
campaigns, it needs to be reduced to reach the KATRIN sensitivity requirement (see
section 7.5.2).
In the following, we present a method to measure the e-gun angular distribution.
The idea is based on a measurement by M. Erhard (see reference [Erh16]), but
adapted to the current KATRIN experimental environment. Additionally, a first
proof-of-principle measurement is analyzed.

A.1. Measurement Procedure

To extract the angular width from a measured e-gun transmission function, we have
to disentangle the effects stemming from the initial electron energy and the angular
distribution. M. Erhard proposes to measure the effects from the distribution of
the initial electron energy with high-resolution measurements at low electron energy
[Erh16]. The filter width ∆E of the MAC-E filter is proportional to the electron
energy for an isotropic source, according to

∆E = Bana

Bpch
· E .

A measurement with a retarding potential of qUret = 1 keV has thus a factor 18.6
better energy resolution than a measurement with qUret = 18.6 keV. The same prin-
ciple holds for the magnetic field strength Bana in the analyzing plane that can be
adjusted with the eLFCS. Using a 1 G measurement configuration leads to a factor
6 better energy resolution compared to the nominal 6 G setting at a fixed electron
energy E.
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Figure A.1.: Simulated impact of a non-vanishing e-gun angular distribution on
the measured transmission function at 18.6 keV and 1 keV electron
energy. An e-gun angular width of σΘ = 6.3◦ in the PCH field has a
shape impact on the measured transmission function at E = 18.6 keV
and Bana = 6 G, leading to differences of up to 0.08 relative to an e-gun
transmission function with vanishing width (σΘ = 0◦, left plot). As
the Main Spectrometer resolution improves with decreasing electron
energy and decreasing magnetic field strength in the analyzing plane,
the effect of the angular width on the measured transmission function
is suppressed by two orders of magnitude at E = 1 keV and Bana = 1 G
(right column).

However, the e-gun is not an isotropic source. The difference between a 6 G measure-
ment at 18.6 keV electron energy and the one in a 1 G setting at 1 keV is therefore
numerically calculated with the Peaberry e-gun model (see section 5.3.1) and visual-
ized in figure A.1. The parameters defining the energy and angular distribution for
this simulation are chosen according to the knowledge gained by analyzing several
measurements of the e-gun transmission function in the course of the present thesis.
As indicated in the left graph of figure A.1, the impact of an angular width of 6.3◦
causes a difference of up to 0.08 to a transmission function with the same energy
distribution but vanishing angular width at electron energies of 18.6 keV due to the
finite Main Spectrometer resolution. This difference reduces by more than two or-
ders of magnitude to a difference of up to 2× 10−4 for a 1 G measurement at 1 keV
electron energy. A difference on the 10−4 level is negligible for typical measurements
of the e-gun transmission function, since the relative statistical uncertainty on each
scan step is on the order of 5 × 10−3 or larger. Consequently, if we measure in the
low-energetic, high-resolution Main Spectrometer setup, we are mostly sensitive to
the parameters of the initial electron energy distribution of the e-gun. The analysis
results can be used afterwards for the measurement of the angular width.
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To estimate the angular width, we again use the properties shown in figure A.1. The
effect of a non-vanishing angular width on the measured transmission function de-
pends mostly on the Main Spectrometer setting and increases with larger filter width
of the Main Spectrometer. Consequently, if we perform a 6 G transmission function
measurement at 18.6 keV electron energy, we measure the mixed impact of electron
energy and angular distribution. Introducing the results of the initial electron en-
ergy distribution from the reference measurement in the low-energy, high-resolution
setting in the analysis of the high-energy measurement allows us to determine the
angular width.

In theory, the procedure is a straight-forward measurement. Nevertheless, for putting
the measurement into practice we have to consider the KATRIN experimental envi-
ronment. The low-energy, high-resolution measurement to extract the energy distri-
bution of the e-gun is a challenging measurement. Setting the Main Spectrometer
retarding potential to small potentials, for example −1 kV, causes residual tritium
β-decay electrons, mostly from the rear wall, to overcome the potential barrier and
to produce large count rates at the detector. In the measurement of the source
magnetic field (see section 4.2.4), the count rate at the detector due to residual tri-
tium β-decay electrons after KNM4 is 3.1 kcps at one FPD bulls-eye pixel with a
Main Spectrometer retarding potential of −16 kV. The e-gun LDLS signal rate in
full transmission is on the order of 1 kcps. Measurements with only −1 kV retarding
potential in the Main Spectrometer are thus non-conclusive in this experimental en-
vironment due to the dominating background from residual tritium on the rear wall.
Consequently, the low-energy measurement with the e-gun can only be conducted if
we find ways to reduce the rear wall signal on the FPD.
Several approaches are pursued simultaneously to reduce the rear wall signal rate at
the FPD. The low-energy measurement is performed after a 2 month-long mainte-
nance break without tritium in the source, leading to a decrease of β-decay electrons
from the rear wall in that time. Additionally, the tritium implanted in the rear wall
is reduced by cleaning the rear wall surface with a dedicated procedure of ultravio-
let irradiation, purging with gas, and heating up to 165 ◦C [Sac21b]. The β-decay
electrons from the rear wall are produced in the rear wall and at its surface, the
e-gun electrons enter the WGTS through the rear wall hole. By reducing the DET
magnetic field strength from its nominal 2.5 T to only 0.4 T, we enlarge the cross
section of the flux tube on the FPD and thus also the mapping of the 5 mm-wide
rear wall hole on the FPD. With the decreased DET current, the rear wall hole pro-
jection completely covers one FPD pixel. The electron rate on this pixel is therefore
dominated by e-gun electrons in full transmission. In addition, the rear wall rate on
the FPD is reduced in the data analysis by applying a stringent pixel and energy
cut on the measured data.
The high-energy measurement in which we measure the combined impact of electron
energy and angular distribution on the e-gun transmission function is a normal 6 G
measurement at 18.6 keV, similar to the ones performed for example in section 5.3.3.
This measurement is conducted directly after the low-energy measurement to avoid
time-dependent effects like a change of the e-gun work function that would cause
a bias on the measured e-gun angular width. In principle, stronger magnetic fields
in the analyzing plane are preferred for the measurement goal as the effect of the
non-vanishing angular width becomes more pronounced due to the larger filter width
of the Main Spectrometer. However, the simulation accuracy significantly decreases
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towards magnetic fields stronger than 6 G, likely due to a inaccurate eLFCS sim-
ulation, leading to possible biases on the determined angular width. We therefore
decide to use the 6 G setting.

A.2. Proof-Of-Principle Measurement

The measurements are conducted in February 2021, before the start of the fifth
neutrino mass measurement campaign. As motivated above, the low-energy, high-
resolution measurement is performed with a 1 G setting at electron energies of 1 keV,
as opposed to the high-energy measurement with a 6 G setting and energies of
18.6 keV. Both measurements are analyzed with the e-gun Peaberry model as imple-
mented in Kasper. The measurement comprises in total only two e-gun scans, the
statistical uncertainty is thus huge. Therefore, the results obtained in the following
should be more understood as a test of principle for this measurement technique.

The Peaberry model for the low-energy measurement comprises the electron energy
distribution, a normalization factor for the e-gun rate, and a constant background
offset as free parameters. The parameters of the angular distribution are fixed here
at reasonable values of θ̂ = 0◦ and σθ = 10◦, since the fit does not significantly
depend on these angular input parameters in the low-energy, high-resolution setting,
as indicated by the right graph in figure A.1. The field uncertainties on the 1 G
eLFCS configuration is introduced in the fit with the pull-term method. Since the
measurement is performed with 1 keV electron energy, the e-gun front plate cannot be
set to the nominal, 4 kV more positive, voltage (see section 5.3.1), but only to 0.5 kV.
This can lead to a worse collimination of the electrons in the capacitor, resulting in a
larger angular width. The larger width itself is not a problem for the energy analysis
in the Main Spectrometer, however, the electrons at larger widths are more likely
to loose energy due to for example cyclotron radiation during the transport towards
the spectrometers. Additionally, energy-loss effects could appear that are not well
understood at the unfamiliar E = 1 keV energy scale in the KATRIN experiment.
High-frequency fluctuations of the Main Spectrometer vessel, that are vanishingly
small at −18.6 kV but are not well known at −1 kV retarding potential, could for
example lead to a broadening of the measured transmission function. We therefore
introduce an energy broadening parameter in the transmission function model to
account for possible effects.
The measured e-gun rates as well as the best-fit model of the low-energy, high-
resolution measurement are shown in figure A.2. The normalized χ2 = 0.82 indicates
good agreement of model to data, that is confirmed by the randomly distributed
residuals. The constant background in the region of interest is estimated by the fit
of the model to the data to approximately 20 cps. This indicates that the efforts to
reduce the background stemming from the β-decay electrons of the rear wall on the
FPD are successful. The best-fit result for the energy broadening is (68± 12) meV
and thus larger than expected. We therefore recommend detailed simulations and
further studies as a cross-check. However, the parameters of interest are the ones of
the energy distribution (see section 5.3). Their best-fit estimates are

Ê = (168± 73) meV,
σE = (223± 62) meV, (8.1)

κ = 0.4± 0.2 .
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Figure A.2.: E-gun transmission function measurement with low electron energies
of E = 1 keV. The measured e-gun rate (blue data points) and the
best-fit model (orange curve) are shown in the upper graph. The best-
fit residuals are presented in the lower graph.

These parameters are not as precise, i.e. they have a larger statistical uncertainty,
as the ones obtained from the combination of several transmission function measure-
ments (see section 5.3.3) since they are obtained only from a single measurement.
Nevertheless, we expect them to be accurate. The obtained central values and their
uncertainties are used in the following analysis of the high-energy measurement to
determine the angular distribution parameters.

The high-energy measurement is sensitive to the impact of non-vanishing e-gun ini-
tial energy and angular distribution. To disentangle these two effects, we introduce
penalty terms on the parameters of the electron energy distribution, based on the
best-fit results from the low-energy reference measurement (see equation 8.1). Sim-
ilar to the low-energy measurement, we choose as reference magnetic field the PCH
field. The uncertainties on the PCH and the magnetic field in the analyzing plane
are again included with the pull-term method.
The measured e-gun rates are shown together with the best-fit model in figure A.3.
The normalized χ2 = 1.15 of the best-fit model is in agreement with model devi-
ations caused by statistical fluctuations. The angular width is estimated by the
best-fit model to

σΘ = (6.8± 0.4)◦

in the PCH field of 4.23 T. This measurement result is consistent with the obtained
angular width by either combining several transmission functions at zero mean pitch
angle (see section 5.3.3) or at several angles and several analyzing plane magnetic
fields (see section 6.2.2).
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Figure A.3.: E-gun transmission function measurement at 18.6 keV electron en-
ergy. The measured e-gun rate (blue data points) is well-described by
the best-fit model (orange curve), as shown in the upper graph. The
best-fit residuals do not show any structure, as expected from statistical
fluctuations (lower graph).

The proof-of-principle measurement is successful: we are able to determine the e-gun
angular width by combining a single low-energy, high-resolution transmission func-
tion measurement with a normal one at 18.6 keV electron energy. It is planned to
increase the precision of this analysis by conducting repeated measurements of the
e-gun transmission function at both settings, leading to an improvement in precision
and accuracy in the determination of the e-gun angular width compared to former
determination methods. This value can then be used as input parameter for other
analyses, for example column density measurements.
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B. KATRIN Operational Parameters for Electric and
Magnetic Field

Table B.1.: Overview of the set currents for the KATRIN beamline solenoids as
used in β scans. Deviations on the order of 0.1 A are possible in indi-
vidual neutrino mass measurement campaigns.

Solenoid Current (A)

Rear section 57.0

WGTS M1M4M5 216.9

WGTS M2M3 216.2

WGTS M6M7 146.2

DPS M1 56.8

DPS M2 56.7

DPS M3 56.7

DPS M4 56.7

DPS M5 56.9

CPS 140.0

PS1 109.5

PS2 108.8

PCH 60.9

DET 39.3
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Table B.2.: eLFCS set currents I for the investigated magnetic field settings in
the analyzing plane of the Main Spectrometer.

eLFCS I (A) for 1 G I (A) for 2.7 G I (A) for 6 G I (A) for SAP

1 -24.4 0.0 50.8 120.0

2 0.0 0.0 0.0 -4.0

3 -19.0 5.0 44.6 116.0

4 -12.2 0.0 45.4 70.0

5 -4.7 0.0 24.6 70.0

6 -1.0 5.7 37.0 70.0

7 3.5 9.7 14.7 70.0

8 21.5 27.0 52.8 110.0

9 9.1 30.0 34.9 110.0

10 11.5 3.0 38.7 110.0

11 6.5 9.0 9.2 -60.0

12 4.4 5.3 35.9 -28.0

13 -15.9 10.7 92.7 58.0

14 -25.0 -22.0 13.2 5.0

15 0.0 0.0 0.0 120.0

16 25.6 0.0 0.0 120.0

17 25.6 0.0 0.0 -120.0

18 0.0 0.0 0.0 -119.0

19 0.0 0.0 0.0 -120.0

20 0.0 0.0 0.0 -120.0

EMCS-Vertical 45.0 45.0 45.0 45.0

EMCS-Horizontal 0.0 0.0 0.0 0.0
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Table B.3.: Set voltages U on the inner electrode system for measurement config-
urations in the NAP and SAP. The steep cones are close to the entrance
(ring 2, 3) or to the exit (ring 15, 16) of the Main Spectrometer. The
flat cones (ring 4-6, 12-14) are located between the steep cones and the
electrodes in the central part (ring 7-11, see figure 3.9).

Ring
U (V) for NAP

β scans

U (V) for NAP
83mKr scans

U (V) for SAP

β and 83mKr scans

2 -160 -70 -80

3 -160 -70 -80

4 -200 -200 -180

5 -200 -200 -180

6 -200 -200 -180

7 -200 -200 -195

8 -200 -200 -195

9 -200 -200 -195

10 -200 -200 -195

11 -200 -200 -195

12 -200 -200 -203

13 -200 -200 -205

14 -200 -200 -203

15 -160 -70 -160

16 -160 -70 -100
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C. Overview of KATRIN Neutrino Mass
Measurement Campaigns (2019-2021)

Table C.4.: Overview of conducted neutrino mass measurement campaigns with
their individual settings, relevant for the present thesis. Five mea-
surement campaigns are performed within 2.5 years. The measurement
campaigns are either carried out with a symmetric Main Spectrometer
configuration (NAP at 6 G) or with the asymmetric Shifted Analyzing
Plane (SAP). The loop mode “Tr+Kr” stands for the novel mode that
allows to add krypton to the source gas without significant changes in
operational configuration (see section 7.5.2).

Neutrino mass

campaign

KNM1 KNM2 KNM3 KNM4 KNM5

a b

WGTS beam

tube temperature (K)
30 30 80 80 80 80

Approximate

column density

(% nominal)

22 84 42 75 75 75

Loop

configuration
Nominal Nominal Nominal Nominal Tr+Kr Tr+Kr

Main Spectrometer

configuration
NAP NAP SAP NAP SAP SAP

Year 2019 2019 2020 2020 2020 2021
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ADEI Advanced Data Extraction Infrastructure
BEANS Building Elements for ANalysis Sequence
BIXS Beta Induced X-ray Spectroscopy
CPS Cryogenic Pumping System
DET DETector magnet
DPS Differential Pumping System
e-gun Photoelectron source (electron gun)
eLFCS extended Low-Field Correction System
emcee Affine-invariant ensemble sampler for Markov Chain Monte

Carlo
EMCS Earth Magnetic field Compensation System
FBM Forward Beam Monitor
FPD Focal Plane Detector
KaFit Fit environment for KATRIN-spectra
Kasper KATRIN C++ software package
Kassiopeia Particle tracking framework
KATRIN KArlsruhe TRItium Neutrino (experiment)
KDB KATRIN DataBase
KNM1 First KATRIN Neutrino Mass measurement campaign
KNM2 Second KATRIN Neutrino Mass measurement campaign
KNM3 Third KATRIN Neutrino Mass measurement campaign
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PS2 Downstream Pre-Spectrometer Magnet
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SSC Source and Spectrum Calculation package of Kasper
STS Source and Transport Section
TLK Tritium Laboratory Karlsruhe
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beit als auch bei außerdienstlichen Unternehmungen.

� Prof. Dr. Guido Drexlin für das Begleiten der Arbeit als Korreferent und das
Fördern meiner Neugierde an der Neutrinophysik in der ATP-Vorlesung.

� dem GRK 1694 sowie KSETA für die finanzielle Unterstützung während der
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