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Abstract: In southern Chile, an establishment of a plantation-based forest industry occurred early
in the industrial era. Forest companies claim that plantations were established on eroded lands.
However, the plantation industry is under suspicion to have expanded its activities by clearing
near-natural forests since the early 1970s. This paper uses a methodologically complex classification
approach from own previously published research to elucidate land use dynamics in southern Chile.
It uses spatial data (extended morphological profiles) in addition to spectral data from historical
Landsat imagery, which are fusioned by kernel composition and then classified in a multiple classifier
system (based on support, import and relevance vector machines). In a large study area (~67,000 km2),
land use change is investigated in a narrow time frame (five-year steps from 1975 to 2010) in a two-
way (prospective and retrospective) analysis. The results are discussed synoptically with other results
on Chile. Two conclusions can be drawn for the coastal range. Near-natural forests have always been
felled primarily in favor of the plantation industry. Vice versa, industrial plantations have always
been primarily established on sites, that were formerly forest covered. This refutes the claim that
Chilean plantations were established primarily to restore eroded lands; also known as badlands. The
article further shows that Chile is not an isolated case of deforestation by afforestation, which has
occurred in other countries alike. Based on the findings, it raises the question of the extent to which
the Chilean example could be replicated in other countries through afforestation by market economy
and climate change mitigation.
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1. Introduction

Humanity has extensively changed the land cover of large parts of the Earth’s sur-
face [1,2]. Land use changes are closely related not only to climate change [3], changes in
Earth’s biogeochemical cycles [4], but also to environmental conflicts [5]. Land use changes
related to natural forest conversion are highly debated. While the tree-covered area has
increased globally, some regions are experiencing severe regional forest loss, while others
are being afforested [1,6]. Afforestation with tree plantations will increase in the future
due to market demand for wood products [7] and to create negative emissions [8]. Since
planted forest generally can fix CO2, maintain a certain biodiversity and ecosystem services,
some authors generally welcome afforestation as a measure that combines climate and
environmental protection with economic goals [9], while others are concerned about the
consequences for humans [10–12] and the environment [13–15] in the case of afforestation
with commercial monocultures. From these linkages, it is important to understand the rela-
tionship between afforestation and land use change using regional empirical examples [16].

Chile is one of the countries that has relied massively on plantation industry at earliest
in the industrial age [17]. The first tree plantations were introduced in Chile as early as
the late 19th century to stabilize soils that were vulnerable to erosion from agricultural
use [18]. Very quickly, however, the Chilean state recognized the strategic potential of the
plantation industry sector. On the one hand, there was an increasing market demand for
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wood-based products, and on the other hand, the plantation industry supported Chile’s
industrialization [19]. Two plantation industry laws (1931 and 1974) strongly promoted the
expansion of the forestry industry [20]. Particularly controversial is Federal Decree DL 701
(Spanish: Decreto Ley–DL 701) of 1974, which subsidized plantation industry investments
by 75% (even 90% during the financial crisis of the 1990s) over an enormously long period
(1974 to 1996) [17,21]. Very quickly after the enactment of DL 701, plantation industry
companies apparently began not only to replant eroded badlands, but to cut down semi-
natural forests in favor of plantations [22]. The process of forest substitution continued until
2008, when after almost 20 years of discussion about this practice, a forest protection law
(Ley 20.283) was finally enacted, putting an end to it [23]. Another way to protect forests
in the context of forestry is through timber certification. The Chilean forestry industry
resisted the international FSC standard for a long time and developed its own certification
program, CERTFOR, with limited success [24]. A precise understanding of land use change
in Chile is needed to study its social and environmental consequences. Nevertheless, land
use change in Chile is still controversially discussed today. Clapp [25] still assumed that
most tree plantations were established on already deforested land, e.g., Aguayo et al. [26]
see forest expansion as the main factor of land use change. This debate can be clarified
above all by area-wide remote sensing surveys.

Land use change in the coastal region of central Chile has already received scientific
attention. Using a maximum likelihood classification of a single Landsat scenes at three
points in time (1975, 1990, 2000), Echeverria et al. [27] show that forest ecosystems are being
replaced by industrial tree plantations. Other studies work on the same dataset or also
on single Landsat scenes [26,28–34]. Heilmayr et al. [35] study a much larger region using
42 Landsat scenes at three time points (1985–1987, 1999–2001, 2009–2011). After a change
vector analysis based on a tasseled cap transformation, they perform a maximum likelihood
classification. They also demonstrate deforestation in favor of plantations and categorize the
Chilean case as a plantation-dominated forest transition in the forest transition theory [36].
Uribe et al. [37] look at a much longer time span than the previous studies. They use aerial
imagery (1955–1960), Landsat imagery (1975–1998), and GoogleEarth imagery (from 2014)
and perform a visual image interpretation of a 3 × 3 km grid of the entire coastal mountain
range. This allows them to show that plantation expansion began before 1960 but was
particularly rapid between 1975 and 1998. They also show that 40% of the forests have been
replaced by plantations. Nahuelhual et al. [38] use an extended dataset from Echeverria
et al. [27], but focus more on an analysis of the drivers of plantation establishment. They
show that especially during the early period (1975–1990), tree plantation establishment
depended on soil characteristics, slope, proximity to cities, and company ownership as
well as the size of properties. They also show that there is a high probability of transition
from forest land to plantation land. Miranda et al. [39] summarize the various findings in
a review, showing that the greatest forest loss occurred between 1970 and 1990, but that
forest loss has continued steadily over the past 40 years, with a total of over 782,000 ha lost
(19% of forests in the study area).

Although extensive preliminary work is already available, it leaves some shortcomings.
These shortcomings relate to

• The completeness of the overarching approach (perspective on land use change,
representation of all plantation types present);

• Temporal design of the study (study period, temporal grid of analysis);
• Spatial design of the study (spatial data resolution);
• Technical design of the study (classification techniques employed).

These shortcomings are briefly addressed:
Firstly, regarding the completeness of the overarching approach, it has to be stated

that previous studies have taken a one-sided perspective on land-use change. They have
mainly focused on the fact that forest areas have disappeared in favor of plantations. So
far, hardly any attention has been paid to the complementary question of on which areas
plantations have been established. It is theoretically quite conceivable that almost 100% of
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the deforested areas were cleared in favor of plantations, but conversely, e.g., 80% of the
plantations were established on eroded badlands. To fully understand and, if necessary,
politically assess the land-use change process, a two-sided analysis is crucial. Furthermore,
most studies, e.g., Uribe et al. [37] only consider Pinus but not Eucalyptus plantations.
However, as over 17% of Chilean plantations are planted with Eucalyptus [40] and Eucalyptus
plantations have significant environmental impacts [41,42], these should not be ignored. In
general, forest plantations are a broad class, which may appear with different tree species,
ages and silvicultural treatments. This can bring up issues in the classification procedure.
These issues may trigger motivation to reduce the classification to only adult plantations of
one particular species. This would the classification procedure, but make the assessment
less complete, of course. Secondly, regarding the temporal design of the study, many studies
omit important phases of the land use change period. For example, Heilmayr et al. [35] do
not consider the dynamic period between 1975 and 1986, and Echeverria et al. [27] do not
consider the period after 2000, which is important for today’s forest policies. Furthermore,
the temporal grids used by the studies are often very coarse. The studies published so far
consider time intervals of 10 to 15 years. However, it must be kept in mind that southern
Chile is a very dynamic landscape. The dynamics are explained, for example, by the
frequent forest fires [43] and climate change impacts [44], but above all by the rapid and
spatially extensive land use change [45]. These dynamics need to be accounted for by
short temporal coverage grids [46,47]. For example, 10-to-15-year grids are too long to
exclude intermittent land uses. It is quite possible that within 15 years a forested area is first
cleared for agriculture, the agriculture is then abandoned, and the area is then planted with
plantations. With too rough of a time frame, this situation cannot be distinguished from
immediate deforestation for the sake of plantation establishment. A frequent claim in Chile
is that plantations are established on abandoned agricultural land to prevent erosion [48].
Therefore, it is crucial to reliably exclude intermittent land uses.

Thirdly, the spatial design of the current state of the art is insufficient. For instance,
the study by Uribe et al. [37] considers a very long period, but works on a very coarse grid.
A 3 × 3 km grid is 10,000 times coarser than a Landsat pixel. However, as many important
deforestation processes are small-scale (e.g., felling of forest remnants during plantation
harvesting), sub-processes could be overlooked.

Finally, the technical design can be improved. The classification techniques used
are technically rather outdated. Although a better classifier cannot necessarily guarantee
more meaningful classifications [49], Braun et al. [50] were able to show that the subtle
spectral differences between forests and plantations can be captured much better with more
advanced methods.

This study is the first to address the aforementioned limitations. It examines a large
study area (67,000 km2) over the entire study period in which major land use change
occurred (1975–2010). It works with high resolution data (Landsat data, 60 × 60 m or
30 × 30 m) and with a narrow temporal grid (5 years). This makes it possible to ex-
clude intermittent land uses. It examines land use change from three perspectives, one
prospective, one indirect, and one retrospective, in order to fully address the desiderata
mentioned earlier.

In order to assess the expansion of the plantation industry completely, not only adult
Pinus plantations were considered. Instead, both Eucalyptus and Pinus plantations were
classified. Both plantation types were represented by a set of subclasses, which denote the
differences in age structure and silvicultural treatment. Afterwards, these subclasses were
agglomerated to a single plantation class.

Very high accuracy values are important for this project. Shao and Wu [51] argue
that 90% accuracy must be achieved in order to relate land use classifications to the topics
of landscape ecology. Braun et al. [50] were able to show that traditional methods—such
as maximum likelihood—can detect adult plantations but fail to distinguish younger
plantations. These are easily confused with bushlands. However, it is precisely these
plantations that are important in order to be able to reliably ascertain whether forests have
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been replaced by plantations or not. In this research, a complex classification approach was
developed, which is used here.

With this approach, the present article pursues an objective that has global significance
in the 21st century. Chile is a country where afforestation measures were introduced
for the purpose of environmental protection (prevention of soil erosion). Very quickly,
however, this goal receded behind economic interests. Several factors led to vast land use
change processes. On the one hand, there were wrong economic incentives by massive
subsidies [52,53]. On the other hand, there was a lack of environmental policies [54,55].
This land use change inverted the original environmental goal of erosion control [56,57].
Moreover, it triggered further environmental problems [45,58] and exacerbated negative
social developments in rural areas [19,59,60]. If one considers that almost 50% of the land
designated for afforestation measures as a result of the Paris Agreement is to come from
commercial plantations [61] and that many of these areas are located in regions with “weak
governance” [8], then it must be feared that the developments observed in Chile will be
repeated in other countries.

The first objective of this study is to show how the expansion of the plantation indus-
try in Chile is related to the losses of semi-natural forests. This is to be done in a narrow
temporal grid and a large study region. The second goal is to build the analysis based on a
(previously developed [50,62,63]) state of the art methodology. Outdated remote sensing
techniques could be questioned in terms of their informative value, so that a methodol-
ogy that is as up-to-date as possible should increase the reliability of the results in the
scientific discourse. The third objective is to discuss to what extent Chile exemplifies what
developments can be anticipated in the context of afforestation measures in other countries.

The remainder of the paper is organized as follows. Section 2 presents the study site
and explains Methods and Materials. The section places particular emphasis on explaining
the classification approach in technical terms (cf. also Braun et al. [50,57]) but also in
practical terms, and on working out how its results are to be interpreted. Section 3 presents
the results. There, the immediate land use results and the results on deforestation and
afforestation rates are discussed. However, the emphasis is on the prospective, indirect,
and retrospective land use analysis that distinguishes this study from others. Section 4
briefly discusses the results in technical terms, but more importantly relates them to other
findings on land use change in Chile. One focus is to relate the findings on Chile to possible
consequences of afforestation (due to market demand for wood products or to create
negative emissions) in other countries. Section 5 concludes the article and discusses how
Chile could be a possible cautionary example for developments in other countries.

2. Materials and Methods
2.1. Study Site

The study site will be characterized in terms of population, physical geography,
vegetation, and the industrial forestry model. The study site comprises the entire VII
Región del Maule, VIII Región del Biobío, and the XVI Región de Ñuble, which are part
of central Chile. The three regions cover an area of about 67,358 km2 and are inhabited
by 2.8 million people. The population density of about 41 persons per km2 is one of the
highest in the country [61].

The study site extends from 35◦ to 37◦S and thus belongs to the country’s temperate
zone. It has a Mediterranean Csb climate (Koeppen-Geiger) with an annual mean tem-
perature around 12 ◦C and an annual precipitation of about 1300 mm [64]. The area is
morphologically determined by the coastal mountains, a mountain range running from
NNE to SSW. The central lowlands represent the interior of the country. Towards the east,
the Andes form a high mountain region. The basement of the coastal mountain range
consists of magmatic and metamorphic rocks from the Palaeozoic, which are overlain by
younger (Quaternary and Tertiary) and volcanic material from the Andes [60].

With regard to vegetation, different forest types occur in the study area. In the south
of the coastal mountain range and in the Andean slope, deciduous Nothofagus spp. forests
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dominate. In the north of the study area, on the other hand, sclerophyllous forest (Peumus
boldus, Cryptocarya alba etc.) ecosystems dominate. In the central lowlands, the forest is
replaced by Acacia caven bushlands. In contrast, Araucaria araucana conifer forests occur
at the highest altitudes of the southernmost coastal mountains [62]. The coastal mountain
range is one of the most species-rich forest areas in Chile [63].

Regarding the forestry model, the majority of the industrial plantations are based
on Pinus radiata and Eucalyptus globulus, and E. nitens species. The plantations are
highly managed ecosystems consisting of a single tree species and usually all individuals
are of the same age. The subsoil under the trees is sparsely vegetated and inhabited
by only a few species, which also applies to the herb layer [64]. Pine and eucalyptus
plantations in Chile are fast growing, with P. radiata reaching mean annual increment values
MAI m3·ha−1·year−1 between 15 and 34, depending on the soil type [48]. The plantations
are cut down after a cycle duration 10 to 25 years by clearing the entire plantation, and
at a diameter at breast height (DBH) of 17 to 22 cm [48,65]. Harvest is done in a highly
mechanized fashion. Slope plays a marginal role in harvest, and even very steep slopes
are harvested. Approximately 75% of the production is exported (mainly to US, Japan,
and China), contributing substantially to Chile’s total exports and GDP. The products
mainly exported are sawnwood and (chemical) pulpwood, and roundwood plays a minor
role [66]. While plantations contribute macroeconomically [48,67], the effects on regional
and community welfare remain strongly contested [19,59,68].

2.2. Remote Sensing Datasets

In order to map the entire land use change process in the aftermath of the Federal
Decree DL 701 (1974), land use classifications from 1975 to 2010 will be established. As
explained at the beginning, a short temporal interval is necessary to achieve the research
objectives. The chosen temporal interval is five-year increments. Thus, a total of eight land
use maps will be produced (time points tip 1975, 1980, 1985, 1990, 1995, 2000, 2005, and
2010). Data from different Landsat generations were used (Landsat-2/MSS for 1975 and
1980, Landsat-5/TM for 1985, 1990, 1995, 2005, and 2010, Landsat-7/ETM+ for 2000). A
total of nine scenes were required to cover the 67,358 km2 of the study area, see Appendix A.
It should be noted that a cloud-free image was not available for every study year. Where
no suitable scene could be found for a year, scenes from a year earlier or later were added.
For instance, the time point 1980 thus partly contains scenes from the year 1979. For
instance, in 2000 the following path/row combinations were used: 001/084, 001/085,
001/086, 001/087, 232/085, 233/086, 233/084, 233/085, 232/086 scenes were acquired
from USGS EarthExplorer (https://earthexplorer.usgs.gov/, accessed on 12 May 2021, data
downloaded between 2009 and 2012). Before classification, the data were atmospherically
and topographically corrected. Landsat level 1 scenes were used, which were corrected
for atmospheric and topographical effects using the ATCOR3 methodology [69] and the
ASTER V.2 digital elevation model [70]. ATCOR3 corrects the influence of bidirectionality
(i.e., the influence of differing sun angles and sensor angles towards the surface). Therefore,
effects related to different illumination conditions (e.g., slopes pointing towards the sun or
away from it) are corrected. This assures that the same land use system does not differ in
the spectral data due to shade effects, etc.

2.3. Class Definition, Training Areas, and Class Agglomeration

In the study of Braun [49] it was shown that high accuracy values alone do not
necessarily make a classification meaningful. There may even be situations where high
accuracy is associated with lower geographical or ecological meaning. The article elaborates
that the underlying values and practices of classification need to be made transparent so
that classification can actually be used profitably. In particular, the approach emphasizes
that three aspects need to be explained regarding training: definition of classes, designation
of training areas, and class agglomeration.

https://earthexplorer.usgs.gov/
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The definition of the classes follows the logic of land use classification with a focus
on forestry. In Table 1, the main classes defined in this study are presented including their
names, abbreviations, and colors in the result figures. The subclasses that were defined
and agglomerated to the main classes after classification are given in Appendices B and C,
respectively. The number of training data is provided in Appendix D. The aim of the classi-
fication is to reliably characterize changes in the area covered by trees. During fieldwork,
(in 2011), a particularly large amount of time was spent in tree-covered landscapes. Less
time was spent in agricultural, urban, peri-urban, and low vegetation areas.

Table 1. Main classes, abbreviations, and class colors used in classification. For a list of subclasses
and class agglomeration, see Appendices B and C.

Image Class Name Abbreviation Class Color
1 Near-natural forests FOR
2 Tree plantations PLT
3 Agriculture AGR
4 Bushlands BLS
5 Clearcut CLC
6 Urban Areas SET
7 Waters WAT
8 Open Soils OPS

For the 2010 time point, initial training areas were identified in situ during the field-
work. In the field, the different land use systems were visited. A lot of time was spent
in the field (over three months in total). A large number of sites were visited. All sites
were located in the area delineated as the “study site” in Figure 3. Homogeneous areas
representative of the respective land use system were identified. Different tree species and
sylvicultural management options were visited in plantations. These initial training areas
were digitized in the field with a handheld GPS (Garmin). In addition to the initial training
areas defined in the field, some additional areas were designated on the computer after
the spectral signatures of the respective land use system could be reliably recognized on
the screen using the initial training areas. Of course, this was best possible for the year
2010, which was close to the time of the field work. For the other time points, additional
training areas were identified by finding suitable areas for training based on the operator’s
experience with their spectral signatures on the screen.

Initially, numerous subclasses were defined, which were then agglomerated
(cf. Appendices B and C). Agglomeration was performed as follows. In many cases, two
functionally similar land use types have different spectral signatures. For instance, young
Pinus plantations appear with or without herbaceous understory. Hence, two subclasses
were defined to represent both conditions. However, since classes are spectrally, but not
functionally different, they were agglomerated afterwards. As explained, the overall objec-
tive was to capture land use change with respect to forested areas as reliably as possible.
Here, class agglomeration was carried out very stringently. In other areas (mainly agri-
culture, but also bushlands), class agglomeration was done according to more superficial
characteristics. In a land use study about of agriculture, fallow land and cultivated land
would certainly not have been agglomerated into the class “agriculture”. The grouping of
different areas into “open soils” also follows rather superficial characteristics. Besides the
focus on processes in tree-covered areas, the second value was the compatibility between
the different Landsat generations. As Appendices B and C show, fewer subclasses could be
identified for the Landsat-2/MSS classes. When agglomerating classes, care was taken to
find an agglomeration scheme that was feasible for Landsat-2/MSS and Landsat-5/TM as
well as Landsatz-7/ETM+.

For the interpretation of the results, this means that the classification is less usable to
characterize agricultural or urban change processes. In these areas, the class designation is
rather coarse. For a finer class designation, more field work would have had to be done
in these areas. This does not mean that the classification into the classes “agriculture” or
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“urban area” is wrong, but only that it is less differentiated than in the forest area. For
the interpretation of the results, it is also important that the final classification was done
in such a way that it was compatible with the qualitatively poorer Landsat-2/MSS data
(lower spatial and spectral resolution). If only Landsa5-/TM or Landsat-7/ETM+ data had
been used, a finer class division would have been possible. Within the limiting constraints
of these values and practices, the results (and the accuracy values) have to be understood.

2.4. Quality Assessment

The classification approach that was used is presented below. The results of this
approach were evaluated using common global and class-specific quality measures [71].
Overall Accuracy (OAA) is the proportion of control data for which the class membership
assigned by the classifier matches the class membership assigned by the human operator.
The OAA of a given approach is compared to the overall accuracy of the standard approach
(OSA)—the maximum likelihood classification. The kappa coefficient not only considers
the agreement between classified and user-defined class labels, but also captures the extent
to which the measure of agreement deviates from measure of chance agreement [72].
Producers and Users Accuracy are class-specific quality measures. The minimum (worst)
Users and Producers Accuracy (minUA and minPA) across all classes are given here to
show how far the OAA deviates downwards for individual classes [62,71].

2.5. Classification Framework

The classification approach used in this study is a state of the art approach to envi-
ronmental remote sensing. It includes numerous individual methods and consists of four
phases, starting with the raw data and ending with the final land use map. The flowchart
in Figure 1 clearly depicts the approach. In Stage 1, classification data are generated from
the raw data by deriving and selecting spectral features. In Stage 2, these features are fused
with the spectral data. In Stage 3, they are classified by three individual classifiers, whose
statements are then fused in a multiple classifier framework. In Stage 4, the image context
is included by a Conditional Random Field. The accuracy at each stage of the approach is
compared to the accuracy of a standard approach (maximum likelihood).

2.5.1. Overview

The pattern recognition framework used herein consists of too many individual
techniques to be fully described along with the results of an exhaustive analyses like
the case discussed herein. Therefore, it has been published in Braun et al. [50], which is the
methodological companion paper to this contribution. Nevertheless, the main aspects of
the approach are repeated here in summary. Figure 1 is a useful guide to understanding
the approach in terms of its workflow. The approach is presented in the following and
compared with a maximum likelihood classification. In Braun et al. [50], three small image
subsets from the data set used here were classified. The average overall accuracy of the
maximum likelihood approach was 58.6% (accuracy A1 in Figure 1).

First, I will address the objective of the approach. A fundamental goal of vegeta-
tion remote sensing is to be able to distinguish classes that are spectrally very similar
(e.g., deciduous forests, sclerophyllous forests, coniferous forests, natural bushlands, bush-
lands in agroforestry use, Eucalyptus and Pinus plantations, and different development
stages). Various data are available for this purpose. Often, hyperspectral data, aerial pho-
tographs, unmanned aerial vehicles, or high-resolution satellite data are used [63,73–76].
However, due to the length of the data series and the size of the study area, these data
are not available for the entire timeframe of this research and just, at most, last five years.
Since this data was not available, a different approach had to be developed. This ap-
proach not only uses the spectral information of the satellite data, but also calculates spatial
information from it. Spatial information captures spatial patterns in the spectral data.
It can be used, for example, to detect systematic differences in brightness in plantation
rows. These systematic differences in brightness would not occur in areas of near-natural
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forests [50,77,78]. In this way, spatial information creates discriminant information that is
suitable to compensate for the lack of discriminability in the spectral information [79,80].
However, since spatial information often generates numerous additional features, the fea-
ture space becomes high-dimensional. In such feature spaces, the assumption of normality
is often no longer fulfilled, which is why standard methods such as maximum likelihood
are not applicable. This conjunction has been called the Curse of Dimensionality. More
complex analysis methods must therefore be developed [62,81,82].
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The individual methodological steps of the approach are explained below. The spectral
data are extracted from the raw data after preprocessing (geometric correction with ground
control points and atmospheric correction with ATCOR 3). Data were classified, using two
different frameworks. The first framework is standard maximum likelihood classification.
Maximum likelihood is still applied in many physical geographical of ecological studies,
despite the fact that it is technically outdated. Maximum likelihood serves as a benchmark
herein, which delivers baseline accuracy values. The second framework is a complex
classification approach developed by Braun et al. [50] and outlined herein. The approach
combines several state-of-the-art image processing techniques. It is this approach, which is
supposed to produce the final classification results. Their performance will be compared
with the maximum likelihood benchmark to see gains in accuracy.
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All calculations were done, using Mathworks MATLAB V. 2017A (on an Intel Core i7–3820
processor, 3.60 GHz, 64 GB RAM. Quad-Core CPU, 100GigaFlops). The classification
procedure builds on the author’s own code. However, several toolboxes will be used and
indicated in the following subsections, where appropriate.

2.5.2. Spatial Features: Extended Morphological Profiles

In the next step, the algorithm computes extended morphological profiles (EMPs) [83]
which can be thought of as representations of the integration of individual image pixels
into smaller or larger homogenous areas within the image. Morphological Profiles consist
of a series of image openings and closings, which preserve image segments, if they pass a
gray level threshold and integrate them into the next larger segment. If they do not, the
result is a series of additional grayscale images with an increasingly coarser granularity
of the segments that compose the image. They are well suited to, e.g., describe whether
structures or textures are typical for land-use types (like the planting rows between trees in
commercial tree plantations). EMPs are computed on the basis of area, diameter, standard
deviation, and inertia of structuring elements, in dependence of a range of parameters
from [101, . . . 105] (area and diagonal) and [1.0, . . . , 5.0] (standard deviation and inertia).
The resulting EMP is high-dimensional since it comprises 320 spatial features. Therefore,
a feature selection step is purposeful. In Braun et al. [50] it was shown that integrating
spatial features via EMPs made the classification more accurate. EMPs were calculated
using a MATLAB Toolbox provided by Dalla-Mura et al. [83].

2.5.3. Feature Selection: Forward Selection

Since EMPs are computed for each band, using various criteria to describe the shape
of such textures and structures (e.g., rather circular or rather prolonged linear shapes)
and various sizes of the structures (e.g., only a few image pixels of hundreds of pixels), a
large number of EMP features, namely 320, is computed. Since some of these 320 features
contain highly discriminative information for certain classes, while others are not valuable,
a feature selection strategy is employed. The class separability is assessed, computing the
Jeffries–Matusita (JM) distance. The JM distance is a widely used statistical separability
criterion. The JM distance criterion accounts for the distance between the class means and
the spread of values from the means. The higher the JM distance, the easier the classes are
to separate. First, the JM distance of the initial data set (spectral features only) is calculated.
Then a spatial feature from the EMP is added iteratively. If the JM distance increases, the
respective feature from the EMP is retained, and if it does not increase, it is deleted. Thus, a
forward selection technique is used [84]. In Braun et al. [50] it was shown that the average
accuracy of the three subsets using the selected EMP was 85.4% (accuracy A2 in Figure 1),
increasing by 26.8% above the maximum likelihood classification (accuracy A1 in Figure 1).
Forward selection was performed, using a self-programmed code.

2.5.4. Feature Fusion: Kernel Composition

Since original Landsat bands are spectral features, while EMPs are spatial features,
two semantically different sources have to be fused. Using the kernel-based classifiers,
which are presented in Section 2.5.5, several feature fusion techniques are available [85].
A straightforward solution is to simply concatenate the matrices containing the spectral
features and the spatial features, respectively. Previous work has shown that such data sets
should not be fused by concatenation, since concatenation ignores the semantic differences
between the two data domains (spectral and spatial features) [86]. A more advanced option
is the so-called kernel composition [87,88]. Kernel-based classifiers map the original data
into a higher dimensional feature space (so-called reproducing kernel Hilbert space). Within
these mathematical spaces of higher dimensionality, data become more easily separable. To
induce these spaces, kernel functions are used. Hilbert theory predicts that additions of
kernel functions again produce valid kernels. Kernel-composition calculates one kernel
on the spectral data and another on the spatial data. I used the well-known radial basis
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function (RBF) kernel. The input data xi and xj are feature vectors either from the spectral
or the spatial data. Parameter σ is a regularization parameter to be optimized via grid
search over σ ∈ [2−15, . . . , 25] during classification.

K
(
xi, xj

)
= exp

(
−σ

∣∣xi − xj
∣∣2).

I computed one RBF kernel on the spectral data KSPC and one RBF kernel on the EMP
data KEMP. Afterwards, both kernel functions are used to produce a composed kernel
KCMP. This is done by direct summation (DSUM), weighted summation (WSUM) with
weighting parameters f1 + f2 = 1, which reflect the relative importance of each data domain,
or product (PROD):

DSUM : KCMP = KSPC + KEMP

WSUM : KCMP = f1 ∗KSPC + f2 ∗KEMP

PROD : KCMP = KSPC ∗ KEMP.

The optimal kernel is chosen by heuristically evaluating the performance of each
kernel composition. Previous research has shown that kernel composition is better suited
for kernel-based classification, since it treats semantically different information
separately [86,89,90]. Kernel Composition was performed using self-programmed code
following Camps-Valls and Bruzzone [91].

2.5.5. Classification: Kernel-Based Classifiers

After feature fusion, data are classified. Since no individual classifier should be
expected to perform superiorly on all classes [92], a combination of classifiers is appro-
priate [93], cf. Section 2.5.6. Thus, a multiple classifier system (MCS) is constructed by
combining the well-known Support Vector Machine (SVM) [94], with two of its decedents,
the Import Vector Machine (IVM) [95] and the Relevance Vector Machine (RVM) [96].
SVM, IVM, and RVM are kernel-based classifiers, which map data into higher dimensional
feature spaces, using kernel functions (e.g., polynoms or radial basis functions). Higher
dimensionality facilitates separability, since higher order features become available. For
instance, data, which are not separable within a linear feature, may be separated within
its quadratic or cubic term. SVM depends on a cost parameter C, chosen by grid search in
C ∈ [2−5, . . . , 215]. IVM and RVM depend on a regularization parameter λ, chosen by grid
search in λ ∈ [0, . . . , 1]. Each of the three classifiers algorithmically select a small subset
of the training data, to establish a separating plane within the higher dimensional feature
space. This subset is called support vectors (or import or relevance vectors), since they are
used to support the separating plane. There are differences with respect to the choice of
the subset. While support vectors are the data closest to the data of other classes, import
vectors are chosen from the entire distribution, while relevance vectors are the most typical
points within a distribution [62]. In Braun et al. [50] it was shown that the average accuracy
of the three subsets using the spectral and spatial features fused by kernel composition
and classified by either SVM, IVM or RVM was 88.6% (accuracy A3 in Figure 1), increasing
by 30.0% above the maximum likelihood classification (accuracy A1 in Figure 1). Each
classifier calculated posterior probabilities, which are used in the subsequent steps. SVMs,
IVMs, and RVMs were calculated using a MATLAB Toolbox provided by Chang and Lin [97],
Roscher et al. [98], and Tipping [96], respectively.

2.5.6. Multiple Classifier System: Fuzzy Majority Voting

After applying each of the three classifiers, their posterior probabilities are fused using
a majority voting. However, since in some cases a minority vote (i.e., one classifier voting
for class A and two classifiers voting for class B) with a high confidence level may be more
accurate than two majority votes with low confidence levels, also the minority vote should
be able to influence the MCSs decision on the basis of the confidence level (i.e., the posterior



Remote Sens. 2022, 14, 1686 11 of 42

probability). In order to achieve this goal, a technique called fuzzy majority voting (FVM)
has been developed to produce MCS decisions highly dependent on a ranking of individual
confidence levels [99]. Firstly, FMV fuzzifies the posterior probabilities using a linear
fuzzy function between a lower and an upper threshold sl and su. Posterior probabilities
below sl are considered to reflect an irrelevant probability of correct assignment, and
posterior probabilities above su are considered as certain probability of correct assignment.
Hence, posterior probabilities between sl and su are rescaled linearly to [0, . . . ,1]. These
fuzzified outputs of all classifiers used are then ranked. The rank describes the confidence,
a particular classifier yield when assigning one pixel to a class. Ranks are used to produce
weights, which are multiplied with the fuzzified outputs. Then, a sum of the product
between weights and fuzzified outputs of all classifiers is computed. The pixel is assigned
to the class which yields highest in this sum. In Braun et al. [50] it was shown that the
average accuracy of the three subsets using the FMV was 91.8% (accuracy A4 in Figure 1),
increasing by 33.2% above the maximum likelihood classification (accuracy A1 in Figure 1).
FMV was performed, using a self-programmed code following Salah et al. [100].

2.5.7. Integration of Context: Conditional Random Field

After applying the MCS, the classification result is already very accurate. However,
a final step to improve accuracy is by applying a Conditional Random Field (CRF) [101].
While the EMP represents pixels integration into the landscape on the basis of spectral
values, the CRD represents such integration mainly on the basis of given class memberships
(as attributed by MCS). The EMP similarly represents a bright road within a forest and
a bright metal roof within a forest by segments of bright surface between dark surfaces.
However, the EMP is unable to recognize that while bright roads may in fact cross forests,
bright metal roofs are never found there and the respective patch may indeed not be a metal
roof, but a brighter tree. Such errors are corrected by CRF, which analyses the probability
for the occurrence of metal roofs within forests within the entire image and thus, would
correct metal roofs within forests to be bright trees while accepting the presence of roads.
By doing so, the CRF has been shown in Braun et al. [51] to significantly raise accuracy after
classification by MCS. It was shown that the average accuracy of the three subsets using
the CRF was 94.6% (accuracy A5 in Figure 1), increasing by 36.0% above the maximum
likelihood classification (accuracy A1 in Figure 1). CRFs were calculated using a MATLAB

Toolbox provided by Niemeyer et al. [102]

2.5.8. Application and Computational Effort

In summary, the algorithm used herein has raised classification accuracy by 19.9,
26.0, and 26.6% on three subsets in comparison to a single SVM classification in Braun
et al. [51] and even far beyond Maximum Likelihood Classification, which is still in use
today by geographers and ecologists. Thus, it is expected to be very suitable for the
analysis of the entire image used herein. The algorithm described in Braun et al. [50] and
outlined herein has been applied to each of the datasets between 1975 and 2010. While
the subset used for algorithm development in Braun et al. [50] are 383 × 430 pixels, the
entire datasets are 13,993 × 11,094 pixels. Due to the size of the datasets, the final step of
the framework in Braun et al. [50]—the CRF—could not be applied. A CRF requires an
adjacency matrix of each of the image pixels, which would have a row/column number
of 13,993 × 11,094 = 155,238,342. When storing such a matrix as a 1-bit data type, its data
volume would exceed 2.7 terabytes. Even without the CRF, a single dataset with around
287 features (7 spectral channels and around 280 EMP features after feature selection)
produced over 330 gigabytes of data and took between 216 and 240 h to classify.

2.6. Deforestation Rates

There are different options of how to compute deforestation rates, reviewed
in Puyravaud [99]. According to this study, change rates of a land use system (LUS)
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between two time points tip1 and tip2 are calculated using the area, the land use system
covered at tip1 and tip2, i.e., areaLUS1 and areaLUS2.

r =
100

tip2− tip1
∗ ln

areaLUS2
areaLUS1

.

For example, let tip1 be the year 1990, and tip2 be the year 2000. Let the land use
system (LUS) be forests, for instance. Furthermore, let the area covered by forests in 1990 (at
tip1) be 20,000 ha (areaLUS1) and the area covered by forests in 2000 (at tip2) be 10,000 ha
(areaLUS2). Then the calculation would be as follows:

r =
100

2000− 1990
∗ ln

20, 000
10, 000

= −6.91.

This formula has been applied by author studies within our study site [26,27], making
the results of this study comparable to the general scientific discourse about land use
change in the Chilean study site.

2.7. Land Use Change Analysis

In order to understand the changes between the different land use systems in the
study area as comprehensively as possible, an analysis is carried out in several steps, for
which QGIS Desktop 3.12 is used. Two time points tip1 (e.g., 1975) and tip2 (e.g., 2010) as
well as all land use systems LUSi = 1, . . . , 8 (forests FOR, plantations PLT, agriculture AGR,
bushlands BLS, clearcut CLC, settlement SET, water WAT, open soil OPS) are considered.

The prospective analysis proceeds algorithmically for each land use system LUSi
as follows.

1. Identify all areas that were used as LUSi in year tip1. The result is the total area of
LUSi at time tip1;

2. Identify which of these areas were no longer used as LUSi in year tip2, but as LUSj 6=i.
The result is the loss area of LUSi between tip1 and tip2;

3. Quantify for each LUSj 6=i which part of the loss area between tip1 and tip2 was
converted from LUSi to LUSj.

The retrospective analysis proceeds algorithmically for each land use system LUSi
as follows:

1. Identify all areas that were used as LUSi in year tip2. The result is the total area of
LUSi at time tip2;

2. Identify which of these areas were not yet used as LUSi in year tip1, but as LUSj 6=i.
The result is the gain area of LUSi between tip2 and tip1;

3. Quantify for each LUSj 6=i which part of the gain area between tip2 and tip1 was
converted from LUSi at the expense of LUSj.

Note that the prospective analysis works out in favor of which other land use systems
a particular LUS (e.g., forests) disappears. The retrospective analysis makes clear at the
expense of which other land use systems a particular LUS (e.g., plantations) has been
established, i.e., which previous use it displaces. Note also that the prospective and
retrospective analyses do not necessarily lead to mathematically identical statements. The
fact that 100% of LUS1 was converted into LUS2 does not mean that 100% of LUS2 was also
established on former LUS1 land. An example is shown in Figure 2: in the upper part, 100%
of the loss area (prospective analysis) of LUS1 is replaced by LUS2 and 100% of the gain
area (retrospective analysis) of LUS2 is established on areas that formerly belonged to LUS1.
In the lower part, again 100% of the loss area of LUS1 is explained by a conversion to LUS2
(prospective analysis), but only 20% of the gain area of LUS2 is explained by conversion
from LUS1, since 80% of the gain area of LUS2 is built on land that formerly belonged
to LUS3.
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LUS2, while LUS2 is predominantly established at the cost of LUS3 (the prospective analysis does not
match retrospective analysis).

The prospective and retrospective analyses are conducted between the time points
tip1 = 1975 and tip2 = 2010 in order to document the overall change in the study period.
However, they are also conducted at five-year intervals. As explained in Section 1, this is
important to rule out an influence of intermittent land uses.

A further analysis should complement the overall study. Some classes are—despite
the advanced classification approach from Section 4.2—difficult to distinguish from each
other (especially young plantations and bushlands). The immediate transition of a forest
landscape into a young plantation, but misclassified as bushland, would be misinterpreted
as forest degradation instead of deforestation. In order to exclude such interpretation errors,
a further land use analysis is carried out. It considers three points in time tip1, tip2, t3. The
indirect prospective analysis proceeds algorithmically for certain land use system LUSi
as follows.

1. Identify all areas that were used as LUSi in year tip1. The result is the total area of
LUSi at time tip1;

2. Identify which of these areas were no longer used as LUSi in year tip2, but as LUSj 6=I;
3. Identify which of the areas used at LUSj 6=i in year tip2 are no longer used as LUSj 6=i in

year t3, but as LUSx 6=j,I;

4. Quantify the amount of LUSi, that was transformed into LUSj 6=i in tip2 and to LUSx 6=j,i
in t3.
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3. Results
3.1. Land-Use Maps and Overall Changes

Even without the CRF, the overall accuracy values yielded a range between 78.15%
and 97.78%. They outperform a standard SVM classification between 1.57 and 15.13% cf.
Table 2. For five of the eight datasets, the 90% threshold of Shao and Wu [51] has been
achieved. In Figure 3, the classified maps for 1975 and 2010 are shown, and the other maps
are provided in Appendix E. Appendix F shows a significant landscape section that clearly
characterizes land use change. A visual comparison of the two land-use maps quickly
reveals one dominant change at the landscape scale: the losses of the forests within the
coastal range and the spreading of plantations within the same area. Furthermore, there
has been a slight expansion of agricultural land into deciduous forests of coastal mountains
and in the south of the central lowlands. In addition, a significant expansion of the coastal
town of Concepcion can be observed.

Table 2. Accuracy values of land-use maps. Impr.: Improvement over standard approach (SVM on
spectral data), OAA: Overall Accuracy, OSA: Overall Accuracy of standard approach, κ: Kappa coeff.,
minPA: lowest producer accuracy yielded (with class), minUA: lowest user accuracy yielder (with
class). Class abbreviations, see Table 1.

Year Data Impr. OAA OSA κ minPA minUA

2010 TM 13.4 96.2 82.7 0.96 81.4 SET 82.4 OPS

2005 TM 1.6 85.6 84.1 0.80 66.1 SET 33.3 AGR

2000 ETM+ 7.7 97.8 90.1 0.96 77.7 SET 93.2 WAT

1995 TM 6.8 96.7 89.0 0.97 82.3 CLC 91.2 WAT

1990 TM 2.8 91.1 88.3 0.88 57.2 AGR 40.7 BLS

1985 TM 15.1 95.5 80.3 0.93 80.4 AGR 63.0 WAT

1980 MSS 6.0 92.8 86.8 0.90 27.8 CLC 43.89 BLS

1975 MSS 7.8 78.2 70.4 0.72 40.7 CLC 59.2 FOR

3.2. Total Land Use Change and Deforestation Rates

Due to the preservation of the pre-Andean forests, the deforestation rate r for the entire
study area is −1.40% p.a., which is an intermediate value. However, within the coastal
range, the deforestation rate of r = −6.66% p.a. is alarming. Hence, the further analysis is
focused on the coastal range. There, the coverage of native forests has been reduced from
39.5% in 1975 to only 3.8% in 2010, in the same time period, the coverage of plantations
has increased from 7.4% to 51.5%. In fact, of the plantations established between 1975 and
2010, only 15.8% were established on open soils, which strongly contradicts the claim of
restoration of eroded badlands. Figure 4 shows detailed results for A and r in the course
of time. It is obvious that after 1975, native forests have continuously lost coverage in
the coastal range, while plantations have gained coverage. The increase of plantations
stagnated between 1990 and 2000 but began to increase again afterwards. At about the same
time, native bushlands begun to disappear, which may be due to an increase of plantation
establishment not in the coastal range, but in the central depression where these bushlands
are found. However, an increase in agricultural area, also situated in the central depression,
may influence as well. Of course, discussing only percentages or change rates does not
link land-use change processes. Gains of plantation are simultaneous to forest losses and
may or may not be causally related. In order to link such processes causally, more detailed
analyses are required.
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Figure 4. (A) Percentages of main land use types (forest, plantation, bushlands, agriculture, clearcut)
in five-year intervals, (B) Rates of deforestation of native forest and afforestation with industrial
plantations in five-year intervals.

3.3. Prospective and Retrospective Analyses between 1975 and 2010

In order to analyze the links between land-use change processes, a prospective and
retrospective analysis between 1975 and 2010 is performed. Results are given in Figure 5.

As can be seen in the prospective analysis (Figure 5A), the native forests, largely
dominating the coastal range in 1975 have transformed primarily into plantations and,
to a lesser extent, into agricultural areas. In addition, bushlands, which were ubiquitous
in 1975, predominantly transform into agriculture and plantations. There are exchange
processes between plantations and agricultural land that roughly balance each other out.
Interestingly, the transition from open soils to plantations is very low. This exchange would
have to be dominant if the assumption that plantations are established on eroded badlands
were true. It should be noted that for each land-use class, larger areas are converted into
plantations than vice versa. Thus, plantations are the main target class for land-use change
between 1975 and 2010.
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Figure 5. Land use transitions. (A) Prospective analysis. Size of squares is proportional to the
amount of land use of a particular type in 1975; width of lines is proportional to the amount of land
use converted into another land use system in 2010. (B) Retrospective analysis. Size of squares is
proportional to the amount of land use of a particular type in 2010; width of lines is proportional to
the amount of land use taken from another land use system in 1975.
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When analyzing the retrospective analysis (Figure 5B), it is obvious that plantations
are predominantly established on formerly forested sites and bushlands. The same is
true for agricultural areas. It is obvious that the conversion of forests and bushlands into
plantations is not compensated by any kind of transformation into forests and bushlands
of other classes.

Both analyses causally link and explain the findings in Figures 3 and 4 in the long
run. However, that forests are transformed by plantations between 1975 and 2010 does
not allow for the conclusion that forests are intentionally cut down in order to establish
plantations. It is still possible that intermittent land-usage is relevant, i.e., that forests are
cut down in favor of agricultural sites, which, after abandonment are transformed into
plantations. Hence, analyses with higher temporal resolution are required, which is the
reason why a five-year grid has been applied.

3.4. Prospective Analyses in Five Year Intervals

As has been outlined above, it is important to perform the prospective analysis from
Section 2.7 for five-year intervals as well. While for 35 years, land-use may well change
several types and the terminal land-use may conceal the real reasons for deforestation, it
is highly unlikely that land-use changes two times within only five years. For each of the
five-year intervals, a prospective analysis diagram similar to Figure 5A could be produced.
However, for reasons of simplicity, Figure 6 is produced to summarize the findings. Here,
it is shown into which classes native forests have been converted (as percentages). As
can be seen, for each interval, direct changes into plantations are predominant. Between
1975 and 1980, changes into the bushland class are also important. However, within this
interval, plantation establishment began. Hence, newly established plantations were young
and, in the Landsat,-2/MSS data, hard to separate from bushlands. Thus, some part of the
forest to bushland change may in fact be forest to plantation change as well. In summary,
it may well be concluded that deforestation of native forests is predominantly driven by
plantation establishment.
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Figure 6. Prospective analysis in five-year intervals focusing on forests. The percentages show which
land use systems forests lost during the interval have been converted.

3.5. Indirect Prospective Analyses in Five Year Intervals

As discussed above, young plantations bear some resemblance to bushlands. Defor-
estation in favor of plantation establishment may be interpreted as transitions to bushlands
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if plantations are young. In order to assess the amount of such misinterpretations, an
indirect change analysis is performed. The indirect analysis covers not two, but three
points in time (e.g., 1975, 1980, and 1985). At first, areas that changed from forests to
bushlands between the first two points in time tip1 and tip2 are identified. Then, such
areas are investigated in the third point in time t3 to see which classes such areas have been
finally transformed into. If the change from forest to bushland between tip1 and tip2 is
a misclassification, the respective areas should appear as a plantation in t3. This would
suggest, that in tip2, where the change to bushlands has been evaluated, the bushlands
detected were in reality plantations. If the respective area remains a bushland in t3, then
deforestation in favor of bushland seems to be real. Figure 7 summarizes the findings.
It shows that for all but one interval, changes between forests (in tip1) to bushlands (in
tip2) predominantly ended up in the plantation class (in t3). Hence, a large amount of
deforestation in favor of bushlands and pastures in Section 3.1 may indeed be interpreted
as transitions to young plantations.
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Figure 7. Indirect analysis in five plus five-year intervals. Analysis shows the percentage of forests
converted into the first five-year interval and the final land use system after 10 years.

3.6. Retrospective Analyses in Five Year Intervals

Just as Section 3.4 presented the prospective analysis for small intervals, this section
will present the retrospective analysis. Figure 8 summarizes the findings by showing,
from which land-use classes areas transformed into plantations came from between the
two points in time. Especially in the early intervalsm the largest percentages of newly
established plantations were drawn from the forest class. For most intervals, this holds
true. However, between 1985 and 1990 and between 2000 and 2005, the establishment of
plantations on former bushlands was predominant. Note that Chilean bushlands bear a lot
of similarity to native sclerophyllous forest in terms of species composition and thus, an
overall trend of destruction of native species richness in favor of plantations can be upheld.
In total, it can be concluded that plantation establishment on bare grounds play only a
marginal role.
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Figure 8. Retrospective analysis in five-year intervals focusing on plantations. Percentages show
from which land use systems plantations have been established.

4. Discussion
4.1. Technical Discussion: Classification Approach

Does a more complex classification approach lead to better results? The approach
used here differs from other approaches in that it tries to use an algorithm that is as well
adapted as possible on all steps according to the “optimize every step” principle. The
results in Braun et al. [50] and in this study show that the approach achieves significantly
higher classification accuracies than, for example, maximum likelihood approaches. A
high classification accuracy means that the correspondence between class memberships
determined by the operator and those determined by the algorithm is higher. In this respect,
the approach of this study leads to quantitatively more accurate results. The approach
used here also has qualitative advantages. The use of spatial features (EMPs) means that
not only spectral differences but also differences in the stand structure of the land use
systems are taken into account in classification. This is always advantageous when land
use systems are distinguished by structural differences. Examples are plantation rows
in plantations, an alternation of bushes and grass in bushlands, and cropping patterns
in agriculture. Whenever such differences play a role, it is useful to add spatial features.
Another qualitative advantage is the consideration of contextual information by the CRF.
This made it possible to recognize that some pixels characterized by trees in the middle
of an asphalted environment must be assigned to the class “settlement” and not to the
class “forest” because they represent a city park. Also, some pixels representing metal
surfaces in the middle of a planted environment were incorrectly assigned to the class
“forest” (the metal roof of a timber storage) and not to the class “settlement”. Even if there
were indeed trees on site in the first case and metal panels in the second, the classification
at the landscape level, which describes the large-scale division of the landscape and which
is not supposed to take into account very local differences, was much more accurate. In
this respect, an investment in more complex algorithms actually leads to an improvement
in the results. This also means that the latest developments, such as Deep Learning, are to
be welcomed [103,104]. Nonetheless, the relative advantages of Deep Learning over the
techniques used herein need further investigation, since Deep Learning did not outcompete
SVM and similar approaches in many comparative studies [105–107].

However, this argumentation should not be uncritically one-sided, because more
complex classification approaches also entail disadvantages that relate to the practice of
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land use classification [49]. First of all, more complex approaches pose technical challenges.
They require a longer familiarization period, often have more parameters to understand,
and are often not yet consistently integrated into common software packages. This creates
extra work in the research process that has to be accomplished by the researcher, who
necessarily has less time for other aspects of the research. In addition, the significantly
longer computing times of the algorithms pose a problem. Due to the longer computing
times, fewer classification iterations can be carried out, during which, for example, training
areas are adjusted, non-final results are compared with each other, etc. However, these
research steps often also generate a gain in knowledge. Therefore, when choosing the
algorithm and the software implementing it, it makes sense to ensure that the computing
times are sufficiently short to guarantee sufficient iterations. Finally, a black-box effect must
be noted as a disadvantage. While with a maximum likelihood classification on spectral
data it is quite easy for humans to understand why a certain pixel fell into a certain class,
where the differences in the feature space between classes lie, etc., this is no longer the
case with a kernel-based classification that projects several hundred initial features into
a higher-dimensional space. This means that traceability is lost, which is also likely to be
problematic with deep learning approaches.

The welcomed higher accuracy values are therefore certainly an advantage, but there
are also disadvantages. It was therefore already pointed out in Braun [49] that greater
attention should be paid to the practice of land use classification instead of merely taking
accuracy values into account.

4.2. Technical Discussion: Land-Use Change Analysis

What is the scientific added value of the land use analysis carried out here? First, the
limitations of the analysis are mentioned. One disadvantage is that it does not identify
causal explanatory factors about the location of forest expansion (e.g., latitude, longitude,
slope, proximity to roads), as, e.g., [37,38] do. Furthermore, it does not calculate class
transition probabilities, which could then be integrated into predictive models. The ad-
vantages are that it presents class transitions between land use systems in a graphically
easy-to-interpret way (as, e.g., the Sankey Charts of [108] do). Furthermore, it deliberately
uses easily interpretable indicators (percentage areas where transitions have occurred).
The ease of interpretation of land use results has been identified as an important factor
in the usefulness of the results for policymakers [109,110]. The scientific added value lies
above all in the fact that not only the deforestation processes (prospective analysis) but
also the land preferences of the plantation industry (retrospective analysis) are considered.
The narrow temporal grid also reduces the scope for doubts about the land use change
processes in Chile.

4.3. Topical Discussion: Land Use Change in Chile

Has deforestation in favor of afforestation taken place in Chile? First of all, conceptual
caution is necessary, because definitional differences play an important role in the topic of
deforestation [111]. From an ecological point of view, plantations are very different from
natural and semi-natural forests, and the frequently used term “planted forests” can quickly
obscure this [112–117]. Therefore, strict attention must be paid to whether “tree covered”
or “forested” areas are being investigated and quantified. If the analysis is generalized
to tree-covered areas, forest substitution in favor of plantations will be overlooked. This
is particularly true for Chile. Based on this, the question can be concretized. Have near-
natural primary and secondary forest ecosystems been cleared on a large scale in favor of
commercial monocultures of alien tree species? Despite persistent claims to the contrary
that tree plantations were established in Chile primarily to stabilize eroded badlands, it
must be stated that a dominant process in the coastal mountains of central Chile was to
replace semi-natural forest ecosystems in favor of commercial plantations. This study has
shown that only some 15% of established plantations have been established on eroded soils.
The results of various independent research groups clearly support this statement [39]. It
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should be noted that these studies used very different data sets and methods. They are thus
methodologically triangulated. Heilmayer et al. [108] show that today plantations are the
dominant land use in the coastal range. Formerly, the coastal range was predominantely
tree covered. This applied to three entire administrative regions in Chile. The study shows
that the transition from (former) agricultural land occurred in the northern regions. In the
southern regions, plantations replaced mainly semi-natural forests. Uribe et al. [37] show
that although numerous forest plantations already existed in the coastal mountains in 1960,
40% of forest loss resulted from plantations. It is interesting to look at the percentages of
transition to the plantation class in the three time intervals studied (1960–1975, 1975–1998,
and 1998–2014). First of all, the data show that deforestation of semi-natural forests already
occurred in the period 1960–1975. Furthermore, they show that deforestation of semi-
natural forests in favor of plantations has always played a significant role. In the first time
interval (1960–1975), the forest-plantation transition already accounted for 13% of the study
area, in the second time interval (1975–1998) it was 40% and in the last (1998–2014) it was
17%. Uribe et al. [35] show that plantations were the main driver of the loss of species-rich
forests. The authors show that since 1970, up to 347,816 ha of native forests have been
replaced by tree plantations.

The results of individual case studies [26,28–34], have thus been scaled up in both
temporal [37] and spatial terms [35,39,108]. The results are consistent in their main state-
ments about the main processes that took place. This study complements the picture by the
narrow temporal grid, the long study period, the high resolution, the complex methodology,
and the relatively large study area.

In the coastal mountains of southern Chile, the main driver of forest loss since 1975
has always been the expansion of the plantation industry (prospective analysis), while
plantations have always been established primarily at the expense of forests (and non-
eroded agricultural badlands) during this period (retrospective analysis). This statement
is true for the entire study period (1975 and 2010) and also for the five-year increments.
With my results—and those of the studies mentioned above—clarity emerges regarding
the assessment of forest development in Chile in temporal terms. Although there was a
phase in which plantations were established for erosion control on degraded badlands, this
was essentially before the beginning of the study period of Heilmayer et al. [37]. However,
from DL 701 (1974) at the latest, another phase began. In this phase, the establishment of
plantations on former agricultural land receded into the background, at least in southern
Chile. Instead, near-natural forest in the coastal mountains of central Chile was massively
removed by the plantation industry companies, which preferred precisely forest areas to
other areas. Like Heilmayr et al. [35], this study finds that the process of forest loss has
slowed down in the recent past. However, I interpret the results differently. Forest losses in
the coastal mountains are declining because there was simply hardly any forest land left
for the plantation industry companies to clear. The plantation industry companies seem
to be shifting their afforestation areas, on the one hand, from the coastal mountains to the
Andean slope, as the land use maps of this study, but also as those of [35,39] show. On the
other hand, they also seem to be shifting into southern Patagonia, where plantation-based
industry has also at least been attempted [115,118,119]. Once again, it is important to
distinguish clearly between plantations and forests in terms of deforestation [112]. If one
equates plantations and forests, then there was an increase in forest area in Chile after an
early period of forest loss [108]. If one differentiates between forests and plantations, then it
becomes apparent that although there was an increase in the area covered with trees, there
was a loss of forests. If, at the same time, it is considered that Chilean plantations have
reduced biodiversity without increasing carbon storage in the aboveground biomass [108],
then the developments in the Chilean plantation industry sector must be assessed as
clearly unsustainable.

It should be noted that Chile’s native vegetation is one of the few remaining bio-
diversity hotspots in the world [120]. Comparative studies such as [56,115] show that
plantations cannot maintain the biodiversity or ecosystem services of forests. If we consider
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that the save operating space for mankind defined by [121] is most massively restricted
for biodiversity, then urgent action is needed in Chile. The remaining semi-natural forests
urgently need to be protected and expanded through ecological restoration strategies [122].

4.4. Topical Discussion: International Perspective

Is the Chilean example of deforestation in favor of afforestation with tree planta-
tions unique in the world and, if not, what are the implications? Experience from many
countries shows that tree plantations are often not simply established on deforested areas
(reforestation). Economic profit expectations often lead to plantations being expanded into
near-natural forests and to massive deforestation for the purpose of tree plantation establish-
ment. Further examples of this—partly on the basis of other plantations, such as rubber or
palm oil—can be found in Indonesia, Malaysia [123–126], Cambodia [127,128], India [129],
Thailand [130], Zambia [131], Ghana [132], Uganda [133], Kenya [134], and Argentina [135].

The interesting thing about the Chilean example is that the expansion of plantation
industry policy there was initially carried out under environmental aspects (erosion control).
However, this environmental protection goal then became secondary to economic interests.
Economic interests led to an expansion of the plantation industry, which had negative
environmental consequences. In the discourse on Chilean forest plantations, however, their
proponents still emphasize that their purpose is to protect the landscape. The plantation
industry law, which was supposed to curb further deforestation, was discussed in the
Chilean parliament for 15 years, longer than any other law, and was only passed in 2008.
However, deforestation in favor of plantations was not reduced by law, but by nonstate,
market-driven governance mechanisms (certification schemes) [136]. Both legislative
instruments and market-based governance instruments were too slow and inefficient in
their implementation to prevent the loss of 347,816 ha of near-natural forest [39].

This leads to the question of what can possibly be learned from the Chilean example
for the future. As the study by Lewis and Wheeler [61] shows, almost half of the land to be
reforested to combat climate change will come from tree plantations. Combating climate
change, like erosion control, is a goal aimed at preserving the natural foundations of human
life. A large proportion of the land earmarked for afforestation is located in states whose
governance contexts must be described as unstable [8]. Is there a risk that, as in Chile,
environmental protection will take a backseat to economic considerations? That plantation
management may become so economically lucrative in other countries that near-natural
forests are cleared?

For Uganda, Refs. [133,137] discuss an example of an industrial carbon forestry project
established under a clean development mechanism. Under this project, the term “degraded
forest” was overemphasized, allowing the establishment of forest plantations on larger
areas than would be ecologically appropriate.

It should at least be noted that neither the Paris Agreement nor the Ministerial Ka-
towice Declaration on Forests for the Climate make any specifications about the type of
afforestation. From the perspective of the Chilean example, ensuring sustainable reforesta-
tion is currently left too much to non-state governance mechanisms. This could lead to
reforestation processes in other countries that are detrimental to near-natural forests and, as
in Chile, are only regulated when the damage to people and the environment has already
become obvious.

4.5. Open Research Questions

This discussion raises several important questions to be addressed in future research.
Regarding the classification approach (Section 4.1) the important question is, what are the
true advantages of more complex classification approaches? Countless studies have tried
to compare and improve classifiers, but few have actually addressed the epistemiology and
research practice behind land use classification. A recent debate has begun to shed light
on these aspects and should be expanded in the future [49,138–140]. This debate should
particularly focus on recent developments such as Deep Learning, evaluating whether Deep
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Learning suffers from the same epistemological shortcomings raised in the aforementioned
studies as other techniques do.

Regarding land use analyses (Section 4.2), an important research question is not so
much how to consistenly improve land use analyses, but, as Moran [141] outlines, how to
consistenly link them with socio-economic and demographic development; in the best case,
on the basis of causal theories such as forest transition theory [35]. With regard to land use
change in Chile, based on the available research results, since the end of the 2000s the ques-
tion is no longer whether deforestation in favor of the forest industry has taken place [26,27].
There are also already comprehensive results available on what socio-economic impacts
land use change has at the regional and local levels [19,58–60,68,112,142]. The central ques-
tion is how the present results can generate a change in forest policy and governance that
can lead to a more socially just and ecologically sustainable forest model [143,144].

Regarding the international perspective, it is crucial to clarify to what extent the
Chilean experience of land use change in favor of forestry will be repeated in other countries
in the future, and with what consequences [9,145,146]. Especially in an age where the expan-
sion of forest plantations in favor of NETs and market values is to be expected [61], it needs
to be clarified to what extent the current mechanisms (such as timber certification [147,148])
are sufficient to effectively prevent deforestation of semi-natural forests and what policy
agreements are needed in this regard in order not to leave sustainable reforestation to
the market [136].

5. Conclusions

This article showed that the afforestation process, once intended to mitigate forest loss
and to slow ecosystem degradation in Chile, quickly led to a dual land-use change process.
For economic reasons, the tree-covered area was increased with commercial plantations, but
at the same time forest substitution in favor of plantation occurred, resulting in significant
losses of near-natural forests. The analysis showed that in the coastal range of southern
Chile, the main cause of deforestation after 1975 has always been the expansion of the plan-
tation industry, while conversely, the plantation industry has always preferentially selected
forest areas to expand its activities. What is of concern here is that the establishment of the
plantation industry in Chile originally served environmental protection goals, but these
quickly became secondary, and economic interests dominated the agenda. Considering the
increasing market demand for wood products, the economic motive behind reforestation
activities will continue to play a central role in the future. This poses potential risks that
afforestation activities taking place for the purpose of climate change mitigation could also
develop land use dynamics in other countries at the expense of near-natural forests. There
are concerns that current governance mechanisms may not be sufficient to stop such land
use dynamics. These concerns need to be examined through extensive further research. If
they prove to be true, international efforts will be important to prevent them.
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Appendix A. List of Image Data Used

2010 Landsat-5/TM Path Row Image ID

001 084 L5001084_08420090102

001 085 L5001085_08520090102

001 086 L5001086_08620090102

001 087 L5001087_08720090102

232 085 L5232085_08520090104

232 087 L5232087_08720090104

233 084 L5233084_08420090111

233 085 L5233085_08520090111

233 086 L5233086_08620090111

2005 Landsat-5/TM Path Row Image ID

001 084 LT50010842005007COA00

001 085 LT50010852005007COA00

001 086 LT50010862005007COA00

001 087 LT50010872005007COA00

232 085 LT52320852005009COA00

232 087 LT52320872005009COA00

233 084 LT52330842005016CUB02

233 085 LT52330852005016COA01

233 086 LT52330862005016COA00

2000 Landsat-7/ETM+ Path Row Image ID

001 084 L72001084_08420000118

001 085 LE70010852000018EDC00

001 086 L72001086_08620000118

001 087 L72001087_08720000219

232 085 LE72320852000052EDC00

233 086 L72233086_08620000127

233 084 L72233084_08420000127

233 085 L72233085_08520000127

232 086 LE72320862000052EDC00

1990 Landsat-5/TM Path Row Image ID

001 084 L4001084_08419900223

001 085 L4001085_08519900223

001 086 L4001086_08619900223

001 087 L4001087_08719900223

232 085 LT42320851990056XXX02

232 087 LT42320871990056XXX06

233 084 LT52330841990071CUB00

233 085 LT52330841990071CUB00

233 086 LT42330861990047XXX05
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1985 Landsat-5/TM Path Row Image ID

001 084 LT50010841986035XXX03

001 085 LT50010851986035XXX03

001 086 LT50010861986035XXX03

001 087 LT50010871986035XXX03

232 085 LT52320851986021XXX01

232 087 LT52320871986021XXX03

233 084 LT52330841986028CUB01

233 085 LT52330851986012AAA05

233 086 LT52330861986012AAA04

1980 Landsat-2/MSS Path Row Image ID

249 085 LM22490851980306XXX01

249 086 LM22490861980306XXX01

249 087 LM22490871980306XXX01

250 084 LM22500841979024XXX01

250 084 LM22500841979024XXX01

250 085 LM22500851979024AAA04

250 086 LM22500861979024AAA04

250 087 LM22500871979024AAA02

251 087 LM22510851979025AAA03

251 086 LM22510861979025AAA03

1975 Landsat-2/MSS Path Row Image ID

249 085 M2249085_08519750408

249 086 M2249086_08619750408

249 087 M2249087_08719750408

250 084 M2250084_08419750322

250 085 M2250085_08519750322

250 086 M2250086_08619751217

250 087 M2250087_08719760122

251 087 M2251085_08519750323

251 086 M2251086_08619750323

Appendix B. Subclasses and Agglomeration in Landsat TM, ETM+

Main Class Name Abbreviation Subclass Name

1 Forests FOR
15 Deciduous or sclerophyllous forests of the coastal cordillera

19 deciduous forests of the Andean Precordillera

2 Plantations PLT

12 Eucalyptus plantations adult

16 Pinus plantations adult

26 Eucalyptus plantations young

27 Pinus plantations young
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Main Class Name Abbreviation Subclass Name

3 Agriculture AGR

8 Agriculture Cultivation 1

13 Fallow type 1

14 Fallow type 2

20 Agriculture Cultivation 2

21 Agriculture Cultivation 3

4 Bushlands BLS

17 Bush Landscapes and Matorrale

22 Bush landscapes of the Andean Precordillera

24 Peatlands and Wetlands

25 Espinales

5 Clearcut CLC
9 Clear cut red ground surfaces

10 Clear cut areas of grey ground surfaces

6 Urban areas SET 2 Urban areas

7 Waters WAT

1 Sea

4 Rivers

5 Lakes and reservoirs (flat)

6 Lakes and dams (deep)

11 Sea (coast)

8 Open soils OPS

3 Bank

7 Dunes and sandbanks

18 Ice and Snow

23 Steppes and stunted woodlands of the Andean Cordillera

Appendix C. Subclasses and Agglomeration in Landsat MSS

Main Class Name Abbreviation Subclass Name

1 Forests FOR 6 Near-natural forests

2 Plantations PLT 2 Plantations

3 Agriculture AGR 14 Fallow

13 Attachment

4 Bushlands BLS
7 Bush Landscapes and matorrals

11 Peatlands and wetlands

5 Clearcut CLC 8 Clearcut area

6 Urban areas SET 10 Urban areas

7 Waters WAT 1 Water

8 Open soils OPS

3 Dunes and sandbanks

4 Ice and snow

9 Open soils

12 debris flats of the Andes Precordillera
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Appendix D. Number of Training Date for Each Year and Class

Year Sensor
Class 1
Forests

Class 2
Plantations

Class 3
Agriculture

Class 4
Bushlands

Class 5
Clearcut

Class 6
Urban
Areas

Class 7
Waters

Class 8
Open Soils

1975 MSS 3269 3194 2676 2259 1180 1016 538 585

1980 MSS 3760 3320 2702 2361 1331 1196 621 622

1985 TM 3999 3792 2823 2558 1470 1371 712 722

1990 TM 4473 4075 2840 2821 1539 1562 736 724

1995 TM 4729 4496 2852 3070 1632 1761 745 802

2000 ETM+ 5061 4632 3031 3340 1755 1788 821 898

2005 TM 5091 5092 3036 3528 1808 1850 868 939

2010 TM 5341 5092 3310 3660 1939 1943 954 991
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Figure A1. Land use map of study site in 1975. 
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Figure A2. Land use map of study site in 1980. 
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Figure A3. Land use map of study site in 1985. 
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Figure A4. Land use map of study site in 1990. 
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Figure A5. Land use map of study site in 1995. 
Figure A5. Land use map of study site in 1995.
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Figure A6. Land use map of study site in 1995. 
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Figure A7. Land use map of study site in 2005. 
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Figure A8. Land use map of study site in 2010. 

  

Figure A8. Land use map of study site in 2010.
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Figure A9. Overview of the area in the northern study area (small white inset in Figure 3). This 
section shows the land use change particularly clearly. It shows the area where plantations were 
already present in 1975. These are some of the first plantations estab. 

Figure A9. Overview of the area in the northern study area (small white inset in Figure 3). This
section shows the land use change particularly clearly. It shows the area where plantations were
already present in 1975. These are some of the first plantations estab.
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