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ABSTRACT
In the not too distant future, assistive humanoid robots will provide
versatile assistance for coping with everyday life. In their interac-
tions with humans, not only safety, but also security and privacy
issues need to be considered. In this Blue Sky paper, we therefore
argue that it is time to bring task planning and execution as a
well-established field of robotics with access and usage control in
the field of security and privacy closer together. In particular, the
recently proposed activity-based view on access and usage con-
trol [8] provides a promising approach to bridge the gap between
these two perspectives. We argue that humanoid robots provide
for specific challenges due to their task-universality and their use
in both, private and public spaces. Furthermore, they are socially
connected to various parties and require policy creation at runtime
due to learning. We contribute first attempts on the architecture
and enforcement layer as well as on joint modeling, and discuss
challenges and a research roadmap also for the policy and objectives
layer. We conclude that the underlying combination of decentral-
ized systems’ and smart environments’ research aspects provides
for a rich source of challenges that need to be addressed on the
road to deployment.

CCS CONCEPTS
• Security and privacy→ Access control; Network security.
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1 INTRODUCTION
Technological advances let the deployment of humanoid robots
as assistive service robots, in particular for healthcare tasks [19],
appear realistic. However, as one can observe in the field of au-
tonomous driving, having the required capabilities to perform a
task is a necessary but not a sufficient condition when it comes to
the question of what a robot is allowed to do. The need for “For-
malizing and Guaranteeing Human-Robot Interaction” [14] has
been prominently articulated recently. In this Blue Sky paper, we
put forward the thesis that it is time to bring policies, models, and
architecture used in robot task planning and in access and usage
control closer together, particularly with the advent of the recently-
proposed activity-centric view on access and usage control [8] in
mind. A robot performs task planning “to plan a sequence of high-
level actions that allows the robot to perform a given task” [4]. Robot
task planning, thus, is the step between a robot observing its envi-
ronment and manipulating its environment. Naturally, robots have
to comply with safety regulations to not harm their environment,
especially humans. When dealing with humans and information
about humans, however, robot task planning also needs to be con-
cerned with privacy and security aspects. Thus, merging robot task
planning with access and usage control promises an integrated
“safety-security-privacy-by-design.” Only by merging robot task
planning (what the robot is able to do) with access control (what
the robot is authorized to do) in the robot architecture by design,
can one achieve enforcement of the complex security and privacy
policies required for humanoid assistive robotics. We underline this
hypothesis using the four challenges C1–C4 below.

In this paper, we will solely focus on versatile assistance robotics
for supporting humans in everyday life. Let us assume the following
scenario: humanoid assistive robots are used in an assisted living
home where people of every age live and are assisted by care work-
ers. The robots should be deployed in a way that aids the residents
in their daily life and lightens the care workers’ workload. The
living home consists of private apartments and common space such
as a kitchen, dining and living rooms, and a balcony. The robots can
move freely in common space areas where no physical thresholds
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have to be passed. The robots can interact with humans via differ-
ent channels, mainly natural speech commands, hand gesture and
display. The robots’ duty is to listen to and recognize commands
given by humans, identify and authenticate the person and compile
and execute the task based on the command in compliance with
enforced security and privacy policies.

The sketched scenario points to major features and challenges:
C1 Humanoid robots are task-universal, i.e., they can basically

do what a human being can do. The corresponding challenge is that
a humanoid robot is not “restricted-by-design,” but instead requires
a specification and implementation of what it is allowed to do with
the necessary complexity to match its versatility.

C2 Humanoid robots will live in a private space of a person, but
will also move to public spaces. The corresponding challenge for
privacy can be seen as equivalent to letting a stranger in one’s
own home — and the stranger is more powerful than Alexa or
other cloud-based voice-controlled personal assistant systems as
indicated in challenge C1.

C3 Humanoid robots act in a dynamic, socially connected en-
vironment. They do not only act for the assisted person, but po-
tentially also for other care takers, a robot operator, an operator
of the assisted living home, one or several medical doctors, and
family members, to name a few. While a robot’s environment is
dynamically manipulated by those persons as well as by the robot
itself, the robot has to fulfill various obligations and conditions.
The corresponding challenge lies in the amplification of security
and privacy requirements that have to be fulfilled through policy
enforcement.

C4 Policy creation is required at runtime and involves multiple
parties with different interests, i.e., policy conflicts have to be re-
solved between the above mentioned parties, and policy creation
might be needed while a robot is performing a task. Thus, the
corresponding challenge points to agreement processes for policy
creation, i.e., the administrative model.

The claim of task universality of future humanoid robots can be
supported by the fact that these robots are developed with a high
number of the degrees of freedom to resemble human versatility
in executing a wide variety of tasks. As an example, the humanoid
robot ARMAR-6 [2] has 28 degrees of freedom to support human-
robot collaborative tasks. With this flexibility, humanoid robots can
also actively manipulate their environment to achieve given task
goals and objectives, which needs to be reflected in planning and
access control for such robots.

Being part of both private and public spaces together with the
social connectedness of humanoid robots comes with an attack
surface for safety, security, and privacy. A corresponding challenge
can be illustrated using the example of disease management: ad-
ministering medication or instructing physical exercises obviously
combine safety, security as well as privacy implications. Therefore,
without a combined treatment of access/usage control and robot
task planning, no appropriate system architecture is possible.

Since it is unlikely that all policies are predefined, an ad-hoc
governance and agreement procedure for policies is required. Unlike
traditional social media where users can define policies which are
enforced by a centralized entity, we are in need of distributed or
decentralized policy creation and management [24]. This aspect
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Figure 1: The guiding questions of both, assistive humanoid
robots as well as access and usage control engineering, need
to be addressed by a joint effort on the policies & objectives,
modeling, and architecture & enforcement layers. While the
layerist approach follows standard models OM-AM [21] and
PEI [22] (the implementation layer is not shown in our illus-
tration), there might be unique interactions and dependen-
cies within and between the layers due to robots’ abilities to
learn and to actively manipulate their environment.

might be further complicated in a scenario with multiple humanoid
assistive robots interacting with humans or with each other.

As illustrated in Figure 1, there is a natural dependency and
tension between the aspects of what a humanoid robot is capable to
do and of what it is allowed to do. To deal appropriately with this
tension, a joint approach on the layers of policy & objectives, mod-
eling, as well enforcement & architecture appears to be required.
The layers Objectives-Models-Architecture-Mechanisms proposed
in [21] as well as Policy-Enforcement-Implementation in [22] are
valid also in an assistive humanoid robotics scenario. However, it is
less clear how and to which degree the “joining” could be done and
the interactions between the layers can be strictly clarified. These
issues represent the “leitmotif” of this Blue Sky paper.

In this paper, we approach the topic based on the structure of
Figure 1 in a bottom-up fashion as follows:

• JAE: On the basis of a system model for a humanoid robot,
we first indicate on which level or layer a combined treat-
ment of access and usage control as well as robot control is
required and appropriate. The analysis includes a delineation
between lower level robot control and robot task planning.
Furthermore, we illustrate the distributedness of policy in-
formation, decision, and enforcement points in an assisted
living scenario [Section 2].
• JMF: We then show exemplarily how robot task planning
and activity-centric access and usage control models can be
effectively combined, but also come with specific require-
ments on modeling aspects [Section 3].
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Figure 2: Joining the cognitive architecture of a humanoid robot with access and usage control. While the left side represents
the architecture of ArmarX [3, 25], the right side should be considered a first implementation effort to join access and usage
control modules. When the robot receives a command, first task planning issues a task request to the access and usage control
via the memory. The Policy Information Point has access to the robot’s memory to inform the Policy Decision Point about the
necessary objects, agents and affordances. The Policy Enforcement Point signals access control decisions to the task planning
and execution monitoring continuously. The Security Context represents a module for usage control tasks, i.e., attribute
mutability and decision continuity.

• JAE + JMF + JPO: We comment on the practicality of the
modeling implementation as well as on decentralized policy
governance and distributed enforcement, and outline a re-
search agenda to make privacy-aware humanoid robots in
assisted living homes a reality [Section 4].

Related work in the fields of smart environments, particularly smart
homes and automotive systems, are presented in Section 5. We
conclude in Section 6.

2 TOWARDS JOINT ARCHITECTURE &
ENFORCEMENT

We first describe the cognitive architecture of a humanoid robot
and then indicate and discuss where access and usage control com-
ponents relate to the cognitive architecture, see Figure 2. The joint
architecture outlined above is implemented in a prototype as a first
step, see Figure 3.

A humanoid robot can perceive the environment with different
sensors, interact with humans using speech and perform activi-
ties such as grasping and placing objects, pouring juice into a cup,
cleaning or setting up the table for dinner. Given a task specified by
a natural language command given by a human, the robot has un-
derstood the command and generates a plan as sequence of actions
to achieve the goal of the task. Such a cognitive ability requires
integrating natural language understanding, symbolic planning,
plan execution monitoring and reasoning, comprehensive scene
perception and interpretation, and sophisticated sensorimotor con-
trol. In [27], we showed how we can endow humanoid robots with
such abilities. To this end, we proposed a cognitive control architec-
ture that integrates (i) semantic symbolic representations in natural
language, planning and reasoning and (ii) sensorimotor continuous
representations needed for execution and control, see also [3]. The
architecture, see Figure 2 (left), consists of three layers:

(1) The sensorimotor low-level. This level incorporates a hard-
ware abstraction component and the ArmarX statecharts (see [28])
for the execution of sensorimotor skills. The statecharts combine
in a task-specific way sensorimotor data of the low-level and pro-
cessed data of the memory layer to implement higher level skills
such as grasp, lift, open, wipe, etc.

(2) The memory system mid-level. This level consists mainly of
the memory structure with three types of memory: The sensory
memory, theworkingmemory and long-termmemory. Thememory
system acts as mediator between the low- and high-level and is
equipped with processing capabilities like object recognition, object
detection, hand tracking, self-localization, etc. The sensory memory
is a repository for incoming raw sensory data provided by the
different sensors. The working memory is a volatile memory in
which all available information about the current state of the world
such as objects and their position, humans and their actions are
stored. The long-term memory combines (i) prior knowledge about
object and environment models, human body models, pre-defined
grasping information, as well as semantic knowledge and facts
about the world and (ii) an episodic memory that contains episodes
of experienced events occurring in a given place at a given time.

(3) The task planning high level. This level is concerned with
task planning and symbolic reasoning to facilitate natural com-
munication with the human for solving complex tasks. The major
components are language and scene understanding, task planning
and reasoning, and task execution monitoring.

Compared to other cognitive architectures [5, 9, 11, 26, 30], we
adopt a developmental approach to using a hybrid cognitive ar-
chitecture where functional modules can be implemented using
different techniques but respecting the overall constraints imposed
by the architecture.

Of those three layers, the memory layer is of especially high
interest from the perspective of security and privacy, since the
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Figure 3: An illustration of the scenario. The humanoid robot
ARMAR-III checks the request by the user and denies it since
the user lacks the required permissions for the task. A first
implementation is presented in a real robot experiment, see
the video available at https://youtu.be/xs0te3HPoHc.

memory contains prior information about the residents or the access
levels as well as learned knowledge from the robot’s experiences.
The memory as mediator between sensorimotor control and task
planning serves as the place in which new semantic knowledge is
learned through abstractions from sensorimotor data and symbolic
plans for a given task are parameterized according to the state of the
world. Introducing such a memory in the architecture represents a
promising approach towards solving the so-called signal-to-symbol
gap in technical cognitive systems [15].

The right side of Figure 2 sketches how access and usage control
components interact with the robot’s cognitive architecture. First,
data stored by the robot can be used for access control, but can
also be considered as a resource that needs protection by access
control. We assume that data at the low level of the architecture
are not directly accessible but only information of the mid and high
level are accessible. This assumption, of course, is “by design” and
must be carefully checked for side channels. Data access itself can
be considered as a specific task and, thus, be subsumed under the
general notion of a task.

Let us provide a walk-through of Figure 2 of an explicit request
by a person who needs assistance, and a corresponding analysis of
some challenges:

• The assistance request will typically be done via speech or
gestures. The request can be considered as an ad-hoc policy
that allows the robot to perform the requested task. However,
typically this ad-hoc policy cannot be directly given to the
Policy Administration Point (PAP) since a task planning is
first needed to determine the required actions for the task
at hand and their parameters. This raises the question: how
much task planning is done before access and usage control
is checked?
• When a task request is given to the Policy Enforcement Point
(PEP), all data and information the robot stores in the mem-
ory could be considered as attributes that can be used for
checking corresponding authorizations, obligations, and con-
ditions of that request. The robot could even actively gain
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Figure 4: The decentralized nature of assisted living creates
the need for agreement and conflict resolution mechanisms
as well as an interactionmiddleware: not only policy enforce-
ment/decision/information points (PEP, PDP, PIP) but also
policies are governed by a multi-party system.

additional information by either performing exploratory ac-
tions or asking the human for clarifications. What informa-
tion is handed over with the request, what information is
handled via the Policy Information Point (PIP)?
• On one hand, the Policy Decision Point (PDP) with its Secu-
rity Context modules keeps track of attribute mutability and
decision continuity. On the other hand, the execution of the
task by the robot leads to a change in the environment. How
often are access and usage control checks required? Which
events trigger an access and usage control reevaluation?
• Policies are administered not only by the person who is as-
sisted by the robot, but by several other parties. The robot
itself interacts with various other identities in a smart living
environment. Information on other identities and the envi-
ronment might be stored outside of the robot. How are the
various interactions of this decentralized system designed?

As illustrated in Figure 4, various policy points are distributed over
various real world entities. In particular, there might be several
robots interacting with each other. We will further discuss the
interactions and the possibly decentralized nature of at least PDP,
PIP, and PAP in Section 4. In the following section, we explore
options for a joint modeling of task planning and access/usage
control as this appears to be of fundamental importance for dealing
with the “concurrency” of these two control perspectives.

https://youtu.be/xs0te3HPoHc


3 TOWARDS A JOINT MODELING
FRAMEWORK

Roboticists typically use action and/or planning languages, see
e.g. [12], while security engineers make use of access and usage
control meta-models. The challenge lies in finding common grounds
and combination of the respective views. We start with how tasks
can be modeled and what requirements exist for modeling assistive
humanoid robot scenarios. Then, we devote two subsections de-
scribing attempts to check the applicability of activity-centric access
control as well as of classical usage control models, respectively.

3.1 Basic Task Modeling and Requirements
When a robot plans a task, it has to generate a sequence of robot
actions that transfer the current world state into a goal state that
fulfills the goal of the task. A task is the result of processing a
command given by a source (a human) to the robot calling for some
form of assistance. For example, a human could give the command
“Bring me the bottle from the table.” The robot considers the source
and itself as subjects. The robot translates the command into a
task, which is decomposed into different activities that are executed
consecutively. A task can also consist of a single activity. An activity
consists of an action on objects. We consider physical objects like
tables, bottles and persons as well as virtual objects like health
records, personal information and images. In the example task, the
actions include “move to,” “grasp,” and “lift,” the objects include
the “bottle” and the “table,” and one of the activities of the above
example is “move to the table.” Formally, a task 𝑇 = [𝑇1, . . . ,𝑇𝑛]
consists of a sequence of activities 𝑇𝑖 = [𝐴𝑖 ,𝑂𝑖1, . . . ,𝑂𝑖𝑚], each
of which consists of an action 𝐴𝑖 involving one or several objects
𝑂𝑖 𝑗 , respectively. For example, the command “Bring me the bottle
from the table” from the source “person” can be expressed as the
following task:

𝑇 = [ [move_to, table], [grasp, bottle],
[move_to, person], [hand_over, bottle, person] ] (1)

This form can easily be used for access/usage control. Here, we
can derive two important requirements for modeling, which can be
seen even in our simplistic example:
• Sets of subjects and delegation need to be explicitly consid-
ered since the robot typically, but not necessarily, acts as a
delegate, and access rights might depend likewise on task
giver and robot.
• Different granularities of affordances and access rights need to
be considered. Affordances describe functional object prop-
erties and interaction possibility of an agent with an ob-
ject [1, 7], e.g., the bottle can be grasped by the robot. But
access rights might depend on the content of the bottle or
on how often the bottle was given already to the task giver.

Each object can be associated with several affordances, i.e. inter-
action possibilities with this object. For example, a bottle affords
filling, pouring, grasping, drinking and a health record of a resident
affords reading, writing, displaying, and verbalizing. The robot can
execute the activity “grasp a bottle” if and only if the bottle has the
affordance “grasping.”

There are further interacting aspects of a joint modeling:
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Figure 5: Illustration of interaction between task planning
and access as well as usage control. A task is initiated by a
command. Planning a task requires checking access control
requirements such as affordances, authorizations (“allowed”),
conditions and obligations. While executing the task the
robot has to constantly check for valid conditions.

• Conditions and obligations as tasks: a condition that “a human
caretaker needs to be in the room” might need to be inter-
preted as the task of checking whether a human caretaker is
actually in the room. Similarly, an obligation might lead to a
task for the robot.
• Learning: the robot can continuously learn and add attributes
and affordances to objects at run time. For instance, the
vaccination status of a person can be updated by reading a
QR code of a vaccination certificate. In case of an unknown
object, the robot might recognize its affordances and whether
the robot can (physically or digitally) access the object.
• Cooperative abilities: opportunities and risks of “collusion”
need to be explicitly taken into account.
• Privacy requirements: tasks performed by the robot can leak
private information of the assisted persons. Thus, sensitive
information needs to be labeled and might influence task
execution.

While this list is most likely not complete, the requirements are
quite extensive in order to be able to check for safety, security,
privacy, and assistance functionality at design- and runtime.

The basic setup is illustrated in Figure 5: a command of a source,
e.g., the assisted person, initiates task planning (which can be con-
sidered a task itself) on the robot. If a suitable plan for the task is
found, the robot will start to execute the task. Of course, during
execution, changes of conditions need to be checked or detected
and replanning might be required. Thus, task execution monitoring
has to interact very closely with access and usage control. In the
following two subsections, we sketch how access and usage control
policies can be expressed on the level of an activity of a task, first
using activity-centric access control, second with usage control.
However, replanning, i.e., the feedback from access or usage control
to task planning, is not yet considered.



3.2 An Attempt based on Activity-Centric
Access Control

Activity-centric access control (ACAC) [8] has been drafted for
smart collaborative ecosystems with multiple smart devices, like
sensors, motors and lights, that share information about their cur-
rent state, i.e. their current activity. In ACAC, the execution of
an activity depends on other activities and hence “access” to an
activity can be restricted or denied if certain conditions are not
fulfilled. State transitions in robot task planning, therefore, can be
mapped to ACAC. However, we are interested to see how some
basic requirements of the previous subsection can be addressed.

An activity control expression consists of an operation that is
requested by a source on an object [8, Section 4], �
Object : o b j e c t
⟨ ( ope r a t i on , s u b j e c t s , a c t i v i t y )

( p r e _ c o n d i t i o n s )
( c u r r e n t _ c o n d i t i o n s )
( r e s u l t i n g _ c o n d i t i o n s )
( c o n t e x t u a l _ c o n d i t i o n s ) ⟩�

where pre_conditions, current_conditions, and resulting_conditions
can be expressed as ({pre/current/new}_state, object, subject). An
activity contains an action which is executed if conditions are ful-
filled. Activities and their transitions are controlled by their relation
to other activities and to certain environmental conditions. The
notion of an operation corresponds to an action in our terminology
of Section 3.1, while the notion of activity is maintained.

Already at this point we want to note that, as opposed to the
original ACAC approach, we see the need to allow multiple sub-
jects to be associated with an activity, i.e., a set 𝑆 = {𝑆1, . . . , 𝑆𝑛} of
subjects 𝑆𝑖 instead of only a single one, as outlined in the previous
subsection. Furthermore, we see the need to parameterize activi-
ties to allow handling of multiple different objects: for example, a
moving activity needs as object where the robot should move to.
We now first demonstrate how ACAC can be applied to robot task
planning and, then, discuss some challenges we discovered.

Example Task 1: Loading the dishwasher. The robot has the task to
operate the dishwasher which consists of the activities to open, load,
close and turn on the dishwasher. For each activity, the dishwasher
must be in a certain state to allow the activity. The dishwasher can
only be loaded if the dishwasher was previously open and empty
(i.e. “has enough space to load the current dish”). Additionally, the
dishwasher can only be loaded with objects that afford dishwashing.
Also, the dishwasher should offer the affordance of grasping such
that it can be opened and closed. We assume that the robot and
the source are privileged to operate the dishwasher. The resulting
condition is the increased number of dishes in the dishwasher.

The example starts with a human expressing a command to the
robot: “Load the dishwasher with the dishes on the table.” Assume
the current state of the dishwasher is empty and closed. The robot
observes this state, recognizes one dish on the table and processes
the command into the task:

𝑇 = [ [move_to, dishwasher], [open, dishwasher],
[move_to, table], [grasp, dish],
[move_to, dishwasher], [load, dish, dishwasher],
[close, dishwasher] ]

We have a source, which is the human, the robot as a subject
executing the task as well as the objects robot, dish, dishwasher,
and table. Next, we demonstrate the policies that are associated
with the activities in the task: �
Object : robot , o b j e c t
⟨ ( move_to , robot , moving )

( move_to ∈ a f f o r d a n c e s ( o b j e c t ) ) ⟩�
Themoving activity is parameterized with an object to which the ro-
bot should move. To execute the activity, the condition
move_to ∈ affordances(object) needs to hold. Similarly, we can
define policies for other activities, for example, as follows: �
Object : robot , o b j e c t
⟨ ( grasp , robot , g r a s p i ng )

( g ra sp ∈ a f f o r d a n c e s ( o b j e c t ) ) ⟩

Object : robot , d i shwasher
⟨ ( open , robot , opening )

( p r e _ c l o s ed , d i shwasher , ANY)
( new_open , d i shwasher , ANY)
( g ra sp ∈ a f f o r d a n c e s ( d i shwasher ) ) ⟩

Object : robot , d i shwasher , o b j e c t
⟨ ( load , robot , l o a d i n g )

( pre_open , d i shwasher , ANY)
( pre_empty , d i shwasher , ANY)
( new_dishes + 1 , d i shwasher , ANY)
( d ishwash ∈ a f f o r d a n c e s ( o b j e c t ) ) ⟩�

The keyword ANY refers to any activity. Before we comment on
this type of ACAC modeling, let us first have a look at an example
with a physical interaction between robot and human as well as a
potentially changing environment.

Example Task 2: Bringing a bottle from someone’s personal room.
The robot receives the task to bring a person a bottle from their
personal room. Assume that the person is the source of the task.
The policy defines that the robot may only be in a personal room if
the resident gave their permission and they are present as well.

The task “Bring me the bottle from my room” is formalized as
follows, involving the source (person) and the objects room, bottle,
and person:

𝑇 = [ [enter, room], [move_to, bottle], [grasp, bottle],
[move_to, person], [hand_over, bottle, person] ] (2)

The entering and handing over activities can be defined as follows: �
Object : robot , room , sou r c e
⟨ ( en t e r , robot , e n t e r i n g )

( e n t e r ∈ a f f o r d a n c e s ( room )
∧ i s _ r e s i d e n t ( source , room )
∧ i s _ i n s i d e ( r e s i d e n t ( room ) , room ) ) ⟩

Object : robot , ob j e c t _ t o_hand_ove r , t a r g e t
⟨ ( hand_over , robot , hand ing_over )

( g ra sp ∈ a f f o r d a n c e s ( o b j e c t _ t o _hand_ove r )
∧ r e c e i v e ∈ a f f o r d a n c e s ( t a r g e t ) ) ⟩�

The hand_over activity has two associated objects: the object to
hand over and the target, e.g. the person to receive the object.

These two examples illustrate that, in principle, the affordances
concept of robot task planning can be modeled using ACAC. How-
ever, we also note some challenges:
• Modeling of interactions can become quite cumbersome
when many objects are involved in the interaction.



• Expressing rights and policies of sources can only be done
via conditions.
• While the robot executes an activity (e.g., moving to the
bottle), its surroundings may constantly change, which can
cause the initial checks to become outdated. Thus, the robot
has to constantly check contextual conditions while execut-
ing the activity. This requirement could be encoded as a
current_condition, but it remains unclear how frequently
the robot needs to reevaluate these checks.
• Affordances and permissions cannot be completely separated.
For example, if an object is alcoholic and the source of the
task is a child, the robot, acting on behalf of the source,
should not have the affordance of grasping this object. If
the source is a care worker, the robot is allowed to execute
the task. Before starting to execute the task, the robot must
evaluate the contextual condition that the source is a care
worker. Only if the condition holds, the task can be executed.
• Similarly, as we do not want to state policies tied to a specific
task, i.e., a specific sequence of activities, we did not use
resulting_conditions to invoke the next activity. However, a
policy checker that executes the tasks and checks policies
for each activity is needed, as indicated in Figure 5.

Essentially, ACAC itself and our way of using it makes excessive
use of conditions: conditions are used to check whether the (smart)
environment is in the desired state. Thus, ACAC provides us with a
constraint language in which both aspects, robot task planning and
access control, can be addressed in a uniform fashion, however, not
in a very comfortable one. A potential alternative or addition is to
employ a usage control model, as discussed in the next subsection.

3.3 An Attempt based on Usage Control
With usage control, attributes are not only checked before access
but also during and after access, and attributes can change as result
of accessing a resource. UCON𝐴𝐵𝐶 [18] is a family of usage control
models integrating authorization, obligations and conditions. We
consider the UCON𝑝𝑟𝑒𝐴3𝑜𝑛𝐴3𝑝𝑟𝑒𝐵3𝑜𝑛𝐵3𝑝𝑟𝑒𝐶0𝑜𝑛𝐶0 model, that is, in-
cluding the continuity of decision factors authorization, obligation
and conditions and mutability of authorization and obligation be-
fore and during access. For simplicity, in the following we refer to
this model as UCON.

To model affordances in UCON, they can be viewed as attributes
of subjects and objects. Then, for each possible activity, the allowed
predicate of UCON has to be defined and needs to be evaluated. As
with our ACAC examples, the allowed predicate has to be evaluated
for the set of subjects in contrast to the original UCON model. For
instance, if the source asks the robot to bring pain reliever from the
supply room, the robot would be physically able to do this task in
terms of accessibility (because the supply room has the affordance
moving and the pain reliever the affordance grasping) but if either
the source or the robot do not have the right to access medicine,
then the task would be denied by access control.

Let us assume again the following subjects and objects:
Subjects: 𝑆 (Source, i.e., person), 𝑅 (robot)
Objects: bottle, table, room, medicine, robot, person, health_record
The robot has the right to execute an action if the associated

object has a specific affordance, and conditions and obligations are

fulfilled. Let 𝑂 be the set of objects, 𝑃 the set of persons, and P(𝑋 )
the power set of a set 𝑋 . In our example, objects and subjects have
the following attributes:

alcoholic : 𝑂 → {0, 1}
num_drinks : 𝑃 → N

age : 𝑃 → N
takes_medicine : 𝑃 → P(𝑂)

affordances : 𝑂 → P({grasp, move, receive, . . . })
roles : 𝑃 → P({care_worker, resident, visitor})

For a task 𝑇 = [𝑇1, . . .𝑇𝑛], a UCON model has to provide the
policies to check if the subject is allowed to request the task and if
the robot is allowed to execute the task for each activity 𝑇𝑖 :
allowed( (𝑆, 𝑅),𝑇 ) ⇒ allowed( (𝑆, 𝑅),𝑇1) ∧ . . . ∧ allowed( (𝑆, 𝑅),𝑇𝑛)

In the example “Bringme the bottle frommy room” (see Section 3.2),
the PDP has to query and check the following policies:

allowed( (𝑆, 𝑅), [enter, room])
⇒ enter ∈ affordances(room)
∧ is_resident(S, room)

∧ is_inside(resident(room), room)

allowed( (𝑆, 𝑅), [move_to, object])
⇒ move ∈ affordances(object)

allowed( (𝑆, 𝑅), [grasp, object])
⇒ grasp ∈ affordances(object)

allowed( (𝑆, 𝑅), [hand_over, object, person])
⇒ grasp ∈ affordances(object)
∧ receive ∈ affordances(person)

In case the use of an object is particularly restricted, e.g., a bottle be-
cause of alcoholic content, a specialized policywhere object=bottle
is used instead of the general policy:

allowed( (𝑆, 𝑅), [hand_over, bottle, person])
⇒ grasp ∈ affordances(bottle)
∧ take ∈ affordances(person)
∧ (alcoholic(bottle) ⇒ age(𝑆) ≥ 21)

post_update(num_drinks(𝑆)) :
num_drinks(𝑆) ← num_drinks(𝑆) + 1

Consider a second task where the robot should give information
on “Is Bob taking medicine?” which can be translated into a for-
malized task 𝑇 = [[obtain, health_record, bob]] on the virtual
object health_record:
allowed( (𝑆, 𝑅),𝑇 ) ⇒ allowed( (𝑆, 𝑅), [obtain, health_record, bob])
allowed( (𝑆, 𝑅), [obtain, health_record, person])

⇒ read ∈ affordances(health_record)
∧ can_access(𝑆, health_record, person)

The two basic examples illustrate that tasks can be transferred
to UCON policies, and then rights can be further refined. However,
UCON alone might not be the immediate choice for a JMF. As indi-
cated in [8], usage control might rather be considered “orthogonal”
to activity-centric access control. Essentially, using a pure UCON
approach, an “allow-listing” of all activities is done in the form of
the allowed predicate. From a modeling perspective, however, an
approach with more structured abstractions might be preferable.



4 RESEARCH AGENDA
In [8], Gupta and Sandhu initiated a discussion and proposed a
research agenda on the topic of activity-centric access control for
smart connected ecosystems. In our Blue Sky paper, we have fol-
lowed this “call to action” and contribute first insights into the case
of task planning for humanoid robots in assisted living scenarios
when considered as activity-centric access control. The case of as-
sistive humanoid robots can help to further develop activity-centric
access control by bringing in what has been done for some time in
robot task planning, thus shaping the notion of activity in cyber-
physical systems. Furthermore, the wealth of interactions in this
use case which are outlined as challenges C1-C4 in Section 1 sets
the bar high for architecture & enforcement, modeling, and poli-
cies & objectives layers. We structure the research agenda towards
the overall goal of safe, secure, and privacy-aware assisted living
according to these three layers and emphasize a joint treatment of
both, robot task planning/execution and access/usage control.

4.1 Joint Modeling Framework
A Joint Modeling Framework should allow modeling from both,
robotics and information security and privacy, perspectives in a
uniformway to ease the treatment of dependencies betweenmaking
something feasible and protecting resources. We have shown that
the concepts of tasks and affordances used in robot task planning
can be mapped to activity-centric access control. However, we have
also seen that important aspects might be possible but somewhat
tedious to model and various modeling challenges exist:

Cooperative tasks: typical tasks in assisted living involve various
subjects and objects. Thus, it would be nice to model tasks and
activities directly with several subjects and objects. However, how
can invariants or pre-/post-conditions then be easily modeled and
still allow formal verification?

Delegated tasks and commands as authorizations: commands to a
robot might be ad-hoc authorizations/delegations that dynamically
adjust the policy set. Thus, these ad-hoc authorizations need to be
checked for conflicts against a priori policies as well as against en-
vironmental conditions. Modeling should allow for efficient conflict
checks and/or resolution.

Generalized affordances: we generalized the concept of affor-
dances to virtual objects (e.g., healthcare record) and to subjects
(e.g., looking affordance, i.e., the robot can perform a “look left” ac-
tion on itself) and locations (e.g., moving affordance of a room, i.e.,
the robot can move into a room). Is this a reasonable generalization
or an overloaded concept?

Granularity of task description and of interaction between cognitive
and access/usage control architecture: on the one hand, separation
of concerns represents a reasonable design pattern also for the
requested joint modeling framework, on the other hand, due to
the abilities of the subjects, there is the danger that subjects are
able to fulfill conditions that should not be satisfiable at all. This
issue shows some similarity with re-entrancy in the world of smart
contracts [16]. What modeling approach would facilitate such re-
entrancy analyses?

Learning: robots will learn over time. How is this learning re-
flected in access and usage control modeling aspects? What kind
of reasoning on access or usage rights is the robot allowed to do?

Privacy constraints: privacy aspects need to be included in the
modeling framework as well. Privacy, as the term suggests, is defi-
nitely context-dependent, thus, cannot be simply separated.

Model overload: taking all the above modeling requirements to-
gether, is it reasonable to build one single ‘unifying’ model? Or is
it more about joining models? So far, we translated task planning
to access/usage control models. One could also think of the other
direction or of a true joint model.

In the end, a task is a series of actions on objects, and actions can
be chosen as the “atomic level” of an access. While access control
systems like UCON usually base their decisions on this level of
access, ACAC already goes forward in the direction of taking the
context of an activity, in particular the other activities inside a
task, into account to decide whether the task as a whole is allowed.
ACAC already contains the concept of activity-based preconditions,
but in the end, in order to make policies less circumventable, access
control would have to be stated not only on the level of activities,
but also on the level of allowed world state after task execution.
For example, if a robot is not allowed to hand over a box of pain
relievers to certain sources, that policy could be circumvented by
commanding the robot to place the box on a nearby table instead
and the source taking them by themselves. This could be prevented
with a policy that demands that the medication is not allowed to be
brought into accessibility of subjects who are denied pain relievers.

4.2 Joint Architecture & Enforcement
A key challenge for architecture and enforcement in the assisted
living scenario with one or multiple humanoid robots lies in the
tension between sharing data for cooperation and protecting data
for privacy and security. In this subsection we focus on data and
communication, policies are addressed in the next subsection.

Identifying ‘hooks’: from a single robot instance’s perspective,
the underlying problem looks somewhat similar to placing ‘hooks’
for access control in an operating like it is done in Linux with its
Linux security modules. However, the trusted computing base in the
addressed scenario spans over multiple robots and other entities.

Access control for a distributed or decentralized Policy Information
Point: from the access control system perspective, the robots and
other databases form a distributed or decentralized PIP. However,
not all information is allowed to flow freely between parts of the
PIP, but the information flow is subject to a sharing policies itself.
Thus, one has to enforce consistent access control on the (logically
centralized) PIP.

A cognitive Policy Information Point: as illustrated in Figure 2, the
PIP can potentially make use of all the memories of the humanoid
robot and, therefore, could potentially leak most sensitive data.
While the use of this most sensitive data might be important for
task planning, there is the danger that even when the data is not
shared, it can be indirectly observed by actions taken by the robot.
Thus, there are open research question in coupling concepts of
privacy (like differential privacy concepts) with robot task planning
and with their use in the PIP.

Middleware concepts: interaction and cooperation in assisted liv-
ing require the exchange and possibly the distributed storage of
sensitive data. As in other cyber-physical systems, the embedded



world merges with the cloud/edge infrastructure, but now in as-
sisted living the most sensitive data is at stake. For this reason,
a decentralized messaging platform like Matrix [17] looks like a
promising approach to keep data at the location of assisted living
and/or of assistance. Still, access control of decentralized systems
like Matrix represents various research opportunities [10], too.

Risk assessment and fault tolerance:we like to add that the sketched
architecture needs a high degree of fault tolerance due to their life-
affecting aspects. Unlike state machine replication, the various
parties and modules do not represent replicas of one single state
machine, but come with their specific skills and competencies. This
aspect needs to be analyzed for an appropriate risk assessment of
proposals for joint architecture and enforcement.

4.3 Joint Policies & Objectives
For any enforcement of policies, the process of creating those poli-
cies, i.e., the policy governance, comes first. In the assisted living
scenario, we do not have a a single entity that is administering all
policies and permissions, but policies are created in consultation
among parties. This distributed or even decentralized nature of
assisted living leads to various research challenges.

Approval processes and agreement: the necessary agreement of
parties with different opinions, needs, powers, and permissions
makes a difference in the humanoid assistive robotics case, i.e., there
is a need for decentralized policy governance. The policy agreement
process is not only run once a priori, but needs to be able to run ad-
hoc during runtime whenever agreement is required. For example,
a medical doctor, the resident and her/his relatives may come to
an ad-hoc agreement on a new medication or diet plan, which the
robot (!) has to obey. Relationship-based access control approaches
need to be checked for modeling the social connectedness of an
assistive humanoid robot and its assisted person.

Software updates: a specific approval process and agreement
might be needed to allow updates of the robot’s software. As with
automotive software, the concept of software identity might be
necessary to assign the software with attributes on its behavior.

Policies in the age of learning: having only a restricted set of
capabilities, access control on task-specific systems can be done
easily by white-listing, i.e., explicitly listing what under which
conditions is allowed. In contrast, the task-universality and the
learning abilities of humanoid robots imply a need to comply with
complex societal rules and regulations. In other words, the robot’s
capabilities might be too complex to allow for white-listing specific
capabilities. Instead, policy creation has to happen dynamically to
maintain the robot’s task-universality.

Emergency scenario: an emergency situation can be considered
as extreme cases of interaction where the robot needs to act on
its own. It has to detect emergencies and, then, has to potentially
override the privileges of requesting subjects. As a robot should
not let people come to harm by inactivity, the robot needs to give
elevated priorities and access rights without an explicit command,
and might receive elevated priorities and access rights in both
helping and calling for help.

When an environment becomes “smart,” various previous “ob-
jects” now become “subjects.” Therefore, aspects of cooperation
and agreement become even more important. Reaching agreement

is a problem well-known to be hard in the presence of faults, and
consistency and availability might be hard to achieve in the pres-
ence of network partitions. As some policy decisions require the
policy takers to have the same set of information or even consen-
sus between parties, the challenges of joint policies & objectives
also represent requirements on the other aspects, architecture &
enforcement as well as modeling. We also like to emphasize that
various ethical aspects need to be considered when policies and
conflict resolution mechanisms are defined for the case of assistive
humanoid robots.

4.4 Achievement Levels
Future proposals will be judged by the level of autonomy and task
universality achieved together with an associated security and pri-
vacy assessment. Like in autonomous driving, levels of autonomous
assistance need to be defined as well as levels of assurance of the
implemented task and access control.

5 RELATEDWORK
We focus on related work on security and access control aspects
in the context of robotic systems, smart homes, and automotive
systems that we believe is helpful to consult when addressing the
proposed research agenda. Coverage of general task planning of
humanoid robots is out of scope due to space constraints.

Security Analysis of Robotic Systems. ROS (Robot Operating Sys-
tem) is a popular robotic operating system with an open source
app store. Attackers can compromise the security and privacy by
uploading malicious software [31] and potentially the safety of
humans [6] due to unauthorized access to robotic functions like
arm movement. If deploying access control to robot task planning
by design as well as software identity management (see Research
Agenda), some of those threats can be prevented.

Access Control for Robotics. Access control models for ROS and
ROS2 have been proposed [29, 32]. In [32] a policy-based access
control (PBAC) to ROS is deployed for security guarantees like
data privacy as well as safety guarantees to protect human lives.
Since ROS does not provide access control by default, the authors
propose to implement PBAC on top of ROS. Using user-determined
policies, for every application the permissions to the resources can
be managed, similar to Android’s approach to restrict access on
resources. Their access control model also includes runtime per-
mission revocation. While PBAC represents an important building
block, we emphasize the need to be able to obtain permissions by
delegation which are revoked after the task has finished. Further-
more, every robot itself should host a policy decision point and a
policy information point to eliminate a central access manager.

In [29], the authors propose a framework for systematic genera-
tion and verification of cryptographic artefacts. Here the robotic
system is part of an IoT system with many nodes where the robotic
systems, that is, ROS, is a middleware in the IoT system and the
systems form a communication graph. Their framework allows
for enforcing access control policies on invoking objects in the
communication graph.

Access Control for Smart Home and for Automotive Systems.While
smart home systems as well as automotive systems are typically
not considered to be task-universal compared to a humanoid robot,



various aspects overlap between these domains. In [23] a system
for multi-user multi-device-aware access control for smart homes
is proposed that particularly focuses on policy negotiation and con-
flict resolution. The negotiation and conflict resolution mechanisms
might also serve the assistive humanoid robot scenario, however,
as outlined in the Research Agenda, a more decentralized approach
might be preferable. The need to provide a clearly defined access
control interface between embedded components and their con-
nection to external services for automotive systems is addressed,
for example, in [13] and in [20]. These proposals might help for
the definition of the interface between a robot’s memories and the
policy information point.

6 CONCLUSION
In this Blue Sky paper, we explored the relationship between task
planning and access control when applied to assisted living with
humanoid robots. We identified task universality, public and private
operations areas, and the social connectedness of these assistive hu-
manoid robots as the main challenges for safe, secure, and privacy-
aware assistance. We indicated how the cognitive architecture of
such a robot interacts with an access and usage control architecture,
and explored how the notions of affordances and activities can be
modeled in activity-centric access control as well as in a usage
control model. Clearly, activity-centric access control provides a
promising approach to integrate robot task planning with access
control. Based on first insights, we proposed a research agenda
for the three perspectives addressed in this paper: architecture &
enforcement, modeling, and policy & objectives. These three per-
spectives are related to well-known ‘grand’ challenges: bringing
together i) the worlds of embedded and cloud/edge computing, ii) al-
lowing a joint treatment of safety, security, and privacy-awareness
for assistive services, and iii) agreeing on policies and objectives
in a socially connected online world. While these challenges are
shared by various application domains, the case of assistive hu-
manoid robots looks to be specifically demanding and, therefore,
paradigmatic for future research.
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