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Abstract

The atmospheric boundary layer experiences multiple changes in coastal regions, especially with wind
directions from land towards the sea, where the wind speed usually increases due to the smaller roughness
of the ocean surface. These effects are of particular relevance for offshore wind energy utilization; they are
summarized under the term coastal effects. This paper provides an overview of coastal effects and their
potential impact on the operating conditions of offshore wind farms with a focus on the German Bight.
Common numerical and experimental tools to study coastal effects and developing internal boundary layers
(IBL) are introduced, and a review on the current state of research is given. The German Bight is an interesting
example to illustrate impacts of coastal effects on offshore wind energy, because of the large number of wind
turbines with a coastal distance of 100 km or less. Phenomena related to the stability of the boundary layer,
like low level jets, are discussed. Spatial variations of vertical heat fluxes in the coastal zone related to variable
water depths or Wadden Sea areas are analysed. The study illustrates that due to the increasing size of offshore
wind farms, horizontal wind speed gradients caused by coastal effects can lead to significant wind variations
within a single farm.

Research topics which still need further attention are discussed in the framework of the rapidly developing
wind energy sector with increasing wind turbine hub heights and rotor diameters as well as growing wind
farm sizes. One example is the interaction of coastal effects with offshore wind farm wakes. The necessity
to consider a large spectrum of spatial and temporal scales to understand and describe coastal effects is
highlighted. We summarize modelling and observation tools, which are suitable for the investigation and
prediction of the boundary layer dynamics in coastal areas. Existing applications and results are described
based on several examples with collocated observation and model results obtained in the X-Wakes project.
The study puts particular focus on the large potential provided by the combination of different measurements
and modelling techniques and gives recommendations for future developments of integrated approaches
including the formulation of priorities.

Keywords: Coastal Effects, Offshore Wind Farm, Atmospheric Boundary Layer, Coastal Observing System,
Coastal Modelling System, Low Level Jet

1 Introduction

Offshore wind energy is contributing a significant share
in the electricity supply in Germany and worldwide.
By the end of 2019, about 1,500 turbines with a com-
bined capacity of 7.4GW were in operation at the
German coast, making the country Europe’s second-

*Corresponding author: johannes.schulz-stellenfleth@hereon.de

DOI 10.1127/metz/2022/1109

largest offshore operator following the United King-
dom (WINDEUROPE, 2020). With future planned in-
stalled capacities of 30 GW by 2030, 40 GW by 2035
and 70 GW by 2045 the current German government
has three long-term goals for offshore wind farm ex-
pansion in their coalition agreement (SPD, BUNDNIs 90/
Die GRONEN, FDP, 2021). According to the European
Union (EU) Strategy on Offshore Renewable Energy,
the installed offshore wind capacity in Europe will grow

© 2022 The authors

Gebriider Borntraeger Science Publishers, Stuttgart, www.borntraeger-cramer.com


http://www.borntraeger-cramer.de/journals/metz
http://www.borntraeger-cramer.de/journals/metz
https://creativecommons.org/licenses/by-nc/4.0/
http://www.borntraeger-cramer.com

2 J. Schulz-Stellenfleth et al.: Coastal impacts on offshore wind farms

by a factor of five from 12 GW today to 60 GW by 2030.
The Global Wind Energy Council (GWEC) Market In-
telligence forecasts that by 2030, more than 205 GW of
new offshore wind capacity will be added globally, in-
cluding at least 6.2 GW of floating offshore wind power
(LEE etal., 2020a).

The rapid growth of the offshore wind energy sector
is a challenge for various research disciplines, which are
required to optimise the transition of the energy system.
Apart from engineering aspects, this development has an
impact on atmospheric, oceanic, biological, chemical as
well as societal components and can only be treated in a
strongly interdisciplinary approach. This study concen-
trates on one specific atmosphere physics aspect, which
is due to the fact that most offshore wind farms (OWFs)
are so far installed in relative proximity to the coastline
(see Figure 1a). This is done because the costs for foun-
dations grow with water depth and the costs for the elec-
trical grid increase with distance from the coast. Fig-
ure 1b shows the distribution of distances of offshore
wind turbines in the German Bight to the coast with re-
spect to different wind directions. For each wind direc-
tion sector of 15° and range interval of 30 km the num-
ber of turbines is counted, for which the first land point
in the given wind direction has a distance to the turbine
falling into the specified range.

The plot represents the situation of 2020 and shows
that for a significant number of wind turbines the dis-
tance to land is 50 km to 200 km for a directional sec-
tor of at least 180°. As discussed in the following, the
atmospheric conditions at offshore wind farm locations
can be significantly influenced by the presence of nearby
land.

There are two main reasons why the offshore wind
technology has become an attractive option. Firstly,
the wind speed over sea is usually significantly higher
compared to the wind conditions over land due to the
smoother surface. Secondly, as a consequence of the
smoother water surface and lower buoyancy fluxes,
atmospheric conditions offshore are characterised by
smaller turbulence intensities compared to land (TURK
and EmErs, 2010), which reduces fatigue loading on off-
shore structures (FRANDSEN and THOMSEN, 1997).

At least for time scales shorter than the diurnal cy-
cle the atmospheric boundary layer (ABL) over homo-
geneous ocean or land surfaces is close to an equi-
librium with a balance between surface friction, large-
scale pressure gradients, and the Coriolis force (STULL,
1988). However, in coastal areas, where most of the ex-
isting and planned offshore wind farms are located, com-
plex transition processes between the land and ocean
boundary layer take place (StuLL, 1988; EMEIs, 2018).
This phenomenon is of particular relevance for offshore
wind directions (in this text offshore wind directions
refer to air masses coming from land and going to-
wards the sea), where an internal boundary layer (IBL)
forms downstream of the coast line (GARRATT, 1990).
Three-dimensional (3D) dynamics of the atmosphere
in this transition zone are complicated and a chal-
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lenge for flow assessment and forecast models for dif-
ferent reasons. Firstly, there are uncertainties concern-
ing the required boundary information. For example, it
was demonstrated in HAHMANN et al. (2020), that wind
speed profiles can have a high sensitivity with respect
to the specified surface roughness and WEVER (2012)
showed that there are in fact considerable uncertainties
with respect to trends in surface roughness, e.g. related
to changing land use. The roughness of the sea sur-
face is complicated by the dependence on wind speed
and ocean waves, which are impacted by various pa-
rameters like fetch length, water depth or ocean currents
(He etal., 2019) and there is still debate about optimal
parameterizations (GOLBAzI and ARCHER, 2019). Sec-
ondly, the formation of the IBL is strongly conditioned
by the 3D dynamics of turbulence, and not only horizon-
tal advection (GARRATT and RYAN, 1989; VICKERS et al.,
2001), which is still a challenge for atmospheric models
as well (YANG etal., 2019). Thirdly, the stability of the
ABL is affected by the sea surface temperature (SST) in
the transition region (GARRATT and RYAN, 1989; Vick-
ERS et al., 2001). SSTs can show significant variations on
a spatial scale of a few kilometres often related to vari-
able water depths (KATSAROS et al., 1983; GRAYEK et al.,
2011), which are still difficult to capture accurately by
either satellite observations or numerical ocean model
simulation.

An illustration of the surface temperature variations
that can occur within a shallow near-coastal zone is
given in Figure 2. Three sea surface temperature tran-
sects were acquired by an airborne infrared sensor (LAM-
PERT etal., 2020) north of the Jade Bay (see Figure 1a)
on 24 July 2021 around 08:00 (green dashed), 13:00 (red
dashed) and 17:00 UTC (blue dashed). Isolines of the
water depths are superimposed in Figure 2a. The respec-
tive measurements between the points A and B are given
in Figure 2b. One can see that there is a temperature drop
of about one degree between shallow and deeper water
along the transects of about 20 km length. In addition,
the water along all transects is heating up by about 3
to 4 degree within 9 hours of this summer day. It was
shown in previous studies, e.g., SWEENEY etal. (2014),
that temperature changes of that order of magnitude can
have very relevant impacts on the ABL dynamics in the
land/sea transition zone.

The treatment of various tasks in the offshore wind
energy sector can be optimised by considering coastal
effects, e.g.:

* planning (e.g. optimal siting and farm layout) of off-
shore wind farms requires reliable long-term statis-
tics on wind and wave conditions

* building and operational phases of offshore wind
farms require short-term forecasts as well as longer-
term statistics on appropriate weather conditions

* maintenance work and the scheduling of back-up
power plants keeping the electrical grid in operation
require shorter-term forecasts (3—10 hours)
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Figure 1: a) Overview map of the German Bight with some geographic locations used in the text and the positions of offshore wind turbines
installed by 2020. The blue numbers refer to windpark clusters (BSH, 2019). b) Distribution of upstream distances to the coast for wind
turbines in the German Bight in 25 km bins with respect to different wind directions. The plot represents the situation of the year 2020 with
1637 installed offshore wind turbines. WT counts is the number of wind turbines for a specific wind direction sector and a specific distance

interval.

 optimization of the trade of produced electricity
in the market benefits from shorter-term forecasts
(SpYrRIDONIDOU and VAGIONA, 2020; THEUER etal.,
2020),

* improvements of the still poor understanding of the
interaction of OWF wakes with coastal effects could
have an impact on design and operation strategies.

Figure 3 gives an overview of spatial and tempo-
ral scales of different coastal effects that will be dis-
cussed in the following. In addition, characteristic scales
of wind farms were added, in particular wind farm sizes
and distances from the coast. One can see that scales
of coastal effects definitely have a major overlap with
OWF scales. What is not shown is the vertical length
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Airborne SST observations on 24 July 2021
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Figure 2: a) Map showing the locations of airborne sea surface temperatures measurements north of the Jade Bay (see Figure la) on
24 July 2021. Three tracks measured at different times of the day are shown together with isobaths. b) Corresponding SST measurements

between the points A and B.
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Figure 3: Spatial and temporal scales of different coastal processes related to the offshore wind farm (OWF) sector.

scale where the typical hub height of today’s wind tur-
bines is overlapping with relevant vertical scales of
coastal effects as well. The sketch also distinguishes be-
tween single coastal effect events and long-term trends
in the statistics, which can be due to climate change or
changes in land use. Whether such trends are relevant
within the typical life span of an offshore wind farm of
25 years still needs further investigations. Another inter-
esting fact to consider is that there is also a scale overlap
with synoptic weather phenomena, which makes the de-
tection and quantification of coastal effects a particular
challenge. This applies also to the time scales that are
addressed in operational forecast models. A better rep-
resentation of coastal effects in these models may lead to
improvements, which are relevant for OWF operations,
e.g. planning of maintenance on short time scales.

Atmospheric wakes caused by offshore wind farms
can be a major issue for the power yield of wind
farms downstream (SCHNEEMANN et al., 2020; AKHTAR
etal., 2021). The principle features of such wakes
have been investigated in the projects “WIndPArk far
field” (WIPAFF) (EME1s et al., 2016; PLATIS et al., 2018;
PraTIS etal.,, 2020; CANADILLAS etal., 2020; PLATIS
etal., 2021; PLATIS etal., 2022) and GW-Wakes (KUHN
and SCHNEEMANN, 2017; VoLLMER etal., 2017; TRA-
BUCCHI etal., 2014) both funded by the German Min-
istry of Economic Affairs and Energy (BMWi). Evalua-
tion of the performance of wind farm parameterisations
in the Weather Research and Forecasting Model (WRF)
(SKAMAROCK et al., 2008) have shown that the impact of
nearby coasts has to be better considered in such sim-
ulations (SIEDERSLEBEN etal., 2018a). Based on results
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achieved in GW-Wakes and WIPAFF, the new BMWK
funded project X-Wakes is addressing this issue.

The offshore wind farming sector has very high de-
mands concerning the accuracy of wind forecasts and
hindcasts. One important factor is the cubic dependence
of the wind power P on wind speed U, i.e. P ~ U>,
which amplifies errors in model simulations. For this
reason, desirable accuracies for wind speeds are re-
ported to be of the order of 3 % (EUROPEAN WIND EN-
ERGY ASSOCIATION et al., 2012), which results in relative
power errors of approximately 10 %. In the following
presentation the challenges associated with coastal ef-
fects to reach these high accuracy levels are explained
and the tools and approaches to further reduce forecast
errors are discussed. It is shown that due to strong spatial
wind speed gradients in coastal areas even small model
errors, e.g. related to erroneous wind directions or inac-
curacies in the boundary layer adjustment process, can
have large deteriorating effects on the forecast quality
for offshore wind farms. Different factors contributing
to model errors in coastal regions are discussed with a
particular focus on inaccuracies in the boundary forc-
ing data and insufficient representation of physical pro-
cesses in the existing numerical models.

The paper is structured as follows: Section 2 gives an
overview of the existing literature on coastal effects with
a focus on processes, which are of relevance for the off-
shore wind sector. In Section 3 an introduction is given
to the modelling and observation tools which are avail-
able today to investigate coastal effects. The potentials
and limitations of the tools are discussed based on dif-
ferent examples with co-located measurements and sim-
ulations in the German Bight. Section 4 gives a summary
of the required research identified in the study. Finally,
Section 5 concludes the paper and gives an outlook with
a focus on steps required to optimise the integration of
observation and modelling systems for an efficient sup-
port of the rapidly developing OWF sector in the future.

2 Coastal Effects and their Relevance
for OWFs

The following section provides an overview of the exist-
ing knowledge on coastal effects and discusses the rele-
vance for the offshore wind farm sector.

2.1 Basic Physical Processes

Coastal effects in the atmosphere are caused by differ-
ences between physical properties of land and ocean sur-
faces. Two dominating factors are to be taken into ac-
count:

* ocean surfaces have significantly shorter roughness
length scales than common land surfaces;

e ocean water has a significantly larger heat capacity
than typical soil.
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Typical roughness length scales zg for land sur-
faces are between 1072m (flat grassland) and 10°m
(forests and built-up areas), while common values for
the ocean range between 10> m and 10™*m (STULL,
1988), i.e. there is a difference of at least two or-
ders of magnitude. The heat capacity of water is about
0.004Tkg ' K~!, whereas land surfaces have typical
heat capacity values below 0.001 Jkg™' K~!. In addi-
tion, there are significant differences with respect to
heat diffusion processes in the upper layers of land
and ocean. Depending on turbulence intensities (e.g. re-
lated to ocean waves) heat energy can propagate ver-
tically relatively quickly in the upper layers of water
compared to soil (CHALIKOV, 2005). This results in
relatively small variations in ocean surface properties
(Kawar and Wabpa, 2007), which is in strong contrast
to onshore conditions. Furthermore, there are strong dif-
ferences concerning the albedo, which is usually lower
for the ocean with a typical range between 0.02 and
0.03 for high solar zenith angles with dependencies on
various factors like wind speed, water constituents or
ocean wave breaking (L1 et al., 2006; SINNETT and FED-
DERSEN, 2018). The land albedo is usually higher and
is strongly influenced by land use and vegetation. For
coastal areas influenced by tides, the land mask divid-
ing areas of low and higher albedo cannot be assumed
as constant. In the German Bight a Wadden Sea area of
about 3500 km? size falls dry about twice a day (BECKER
etal., 1992).

In the following we will give an overview of impor-
tant coastal effects resulting from the respective land/
ocean discontinuity.

2.1.1 Land/Ocean Wind Speed Gradients

As a consequence of the roughness discontinuity, air
advected from the land towards the ocean experiences
less frictional forces over water leading to an increase
in wind speed. At the same time, the relative influence
of the Coriolis force grows, which causes a slight clock-
wise rotation of the wind direction on the northern hemi-
sphere (EMEIs etal., 2007). This speed-up effect has
been investigated in a number of studies in the past (TAY-
LOR, 1969; TAYLOR, 1970; MULHEARN, 1981; GARRATT
and RyAN, 1989; GARRATT, 1990; BARTHELMIE and PA-
LUTIKOF, 1996; LANGE et al., 2004). For example, TAay-
LOR (1969) used a simple 2D model to describe this pro-
cess assuming a neutral atmosphere and neglecting pres-
sure effects. Simulated profiles for wind speed and nor-
malised shear stresses based on this model are shown in
Figure 4 for a wind speed of 10 ms~! at 10 m height over
land, a land surface roughness of 3 cm, and an ocean
surface roughness of 0.3 mm. It becomes obvious that
in this simulation the boundary layer has not reached a
new equilibrium even after 60 km. In general, the forma-
tion of an IBL is observed, where a relative quick adjust-
ment to the oceanic conditions is taking place near the
surface and remainders of the land boundary layer are
found at higher altitudes. This so-called residual layer
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Figure 4: Simulations of wind speed profiles and normalised vertical shear stresses computed with the 2D model presented in TAYLOR
(1969) for different distances to the coastline. A land roughness length of 3 cm, an ocean roughness length of 0.3 mm and neutral conditions

were assumed.

(EMEIS etal., 2007) is typically characterised by higher
turbulence intensities than the air below.

In order to understand the boundary layer adjustment
process in more detail, it is necessary to take into ac-
count differences with respect to thermodynamic pro-
cesses within the land and ocean surface layer. Due to
the relatively high heat capacity of water, the oceanic
temperature response to changes in solar radiation fluxes
is much smaller compared to land (CHALIKOV, 2005).
This is reflected by smaller daily and annual temperature
variations in the ocean (KAawar and WADA, 2007). As a
consequence, significant horizontal gradients can exist
in surface temperatures for air masses moving from land
towards the ocean. The stabilising effect of cooler water
below warmer air advected from land or the respective
destabilising effect of cooler air above warmer water has
a big impact on the dynamics of the IBL. In general, the
IBL adjustment process is accelerated by unstable con-
ditions (PrRyor and BARTHELMIE, 1998; LANGE etal.,
2004; BARTHELMIE etal., 2007; DORENKAMPER et al.,
2015b). For instance, using near-surface satellite derived
wind speeds, DJATH et al. (2022) showed that horizontal
wind fields with thermally unstable stratification adjust
towards an equilibrium over shorter distances from the
shore than in stable conditions.

The IBL evolution in stable conditions has been
investigated in a number of studies (CSANADY, 1974;
MULHEARN, 1981; GARRATT and RyAN, 1989; SMED-

MAN et al., 1997). Here, a pronounced IBL forms imme-
diately downstream of the coastline with a warm neutral
air mass above. With increasing distance to the coast-
line the IBL height increases and the stability in the near
surface layer tends towards neutral, because the IBL
air temperature is adjusting to the colder water temper-
ature. Eventually, a shallow neutral near surface layer
forms with remainders of the IBL above. The top of the
IBL is typically characterised by an inversion separat-
ing the new marine boundary layer and the remainders
of the land boundary layer at higher altitudes. Often a
low-level jet (LLJ) is forming at this inversion (see Sec-
tion 2.1.2). In stable conditions it can take several hun-
dred kilometres downstream before the full ABL has
reached a new quasi-equilibrium and the inversion has
disappeared. For these conditions a simple empirical ex-
pression was proposed for the dependence of the IBL
height 4 on the distance to the coast x and the tempera-
ture difference A8 between the sea and the land accord-
ing to (MULHEARN, 1981; GARRATT, 1994)

h(x) = 0.015u (gA8/6)" 2 x1/? (2.1)
where u is wind speed, g is gravitational acceleration,
and 0 is ocean temperature. More discussion of this issue
can be found in FLoors etal. (2011); AN etal. (2020);
DORENKAMPER et al. (2015b); EMEIs (2018); SHIMADA
etal. (2018); VAN DER LaAN etal. (2017).
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2.1.2 Low Level Jets (LLJs)

Another phenomenon frequently occurring at coastal lo-
cations is the low level jet (LLJ). The LLJ is charac-
terized by a wind profile exhibiting a local maximum
in wind speed at a particular altitude. Above this alti-
tude wind speed is decreasing again. There are differ-
ent threshold values for LLJ identification. Frequently,
a wind speed difference of at least 2ms~' and 25 %
between the maximum wind speed and the subse-
quent minimum above is used as criterion (Baas etal.,
2006; LAMPERT etal., 2015; ZIEMANN et al., 2020). An
overview of coastal LLJs on a global scale can be found
in Liva etal. (2018). A closer analysis of LLJs and ex-
treme wind shear events at the US east coast was given
in DEBNATH et al. (2021).

Two LLJ formation mechanisms can be distin-
guished: (1) LLJs which form due to frictional de-
coupling from the underlying surface, and (2) LLIJs
due to the thermal contrast between land and sea. The
first mechanism can be further split into cases where
(1a) the jet forms after the passage of the coastline due
to frictional decoupling at the top of an IBL (see Sec-
tion 2.1.1), and (1b) where jet structures, which have
evolved over land due to nocturnal frictional decoupling,
are “exported” to offshore areas. The second mechanism
can be explained by the definition of the thermal wind
(see WAGNER etal. (2019) for more details on the differ-
ent mechanisms). According to this source, LLJs have
been observed at 65 % of all days during a campaign
over the Southern North Sea from May 2015 to Septem-
ber 2016. Wind LIDAR measurements during a period
of one year showed that LLJs occurred during 7 % of the
total time at Heligoland, and during 11 % at Norderney
(see Figure 1a). Numerous events of stable stratification
with LLJs during daytime have been identified here for
wind directions from sea to land (8 of 29 daytime LLJ
events identified in radiosonde data at Norderney). The
stratification for LLJ events during night, measured by
radiosonde profiles at Norderney, is mostly neutral or
even unstable. An area, which has already been exten-
sively studied with respect to marine LLIJs, is the Baltic
Sea in Northeastern Europe (e.g. SMEDMAN etal. (1993);
SMEDMAN et al. (1995); SMEDMAN et al. (1996)), which
is dominated by coastal effects to its full extent. A short
climatology of LLIJs observed at the Baltic Sea obser-
vation platform FINO?2 is presented in DORENKAMPER
etal. (2015b).

LLJs during daytime are mostly expected for wind
directions from land to sea, when advection of warm
air masses from land to sea, above the colder water sur-
face, results in the formation of an IBL with a temper-
ature inversion at its top (mechanism (1a) above). Noc-
turnal LLJs can be “imported” LLIJs from adjacent land
areas if the wind direction is from land to the sea (mech-
anism (1b) above) or form as a classical LLJ by fric-
tional decoupling (see DORENKAMPER etal., 2015b, for
an example). Jets due to mechanism (2) can appear at
any time of the day.
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2.1.3 Horizontal Roll Vortices

In unstable conditions the adjustment of the boundary
layer usually takes place over a distance of 10km or
less from the shore line (DORENKAMPER et al., 2015a;
DORENKAMPER, 2015; DORENKAMPER et al., 2015b). An
interesting phenomenon that was observed under these
conditions with both in-situ (SMEDMAN, 1991) and re-
mote sensing techniques (ALPERS and BRUMMER, 1994)
are horizontal roll vortices. These are helical circulation
patterns, which extend through the entire mixed bound-
ary layer (STuLL, 1988). The vortices are approximately
aligned with the mean wind direction and occur in pairs
with opposite sense of rotation in the plane perpendic-
ular to the mean flow. In the resulting updraft regions
one can typically find the formation of cloud streets. The
ratio of the vertical and horizontal dimensions of these
structures is roughly 1:3 and a possible misalignment of
the vortices with wind direction is stronger in more sta-
ble conditions (STULL, 1988).

Explanations for these processes are not straight-
forward, because different types of instabilities related
to inflection points or convection seem to play a role
(ETLING and BrROWN, 1993). Furthermore, the roll vor-
tices found in coastal areas often form over land be-
fore they are advected over the water (SVENSSON et al.,
2017).

2.1.4 Sea Breeze

There are local wind systems, which do not emerge from
large-scale pressure differences, but from regional or lo-
cal differences in thermal properties of the Earth’s sur-
face. These local or regional diurnal wind systems of-
ten exhibit a large regularity in climates where radiative
cooling and heating is the dominating diurnal feature
(MiLLER etal., 2003). Due to the different thermal iner-
tia of land and sea surfaces, land—sea wind systems can
form at the shores of oceans and larger lakes and modify
the atmospheric boundary-layer structure. Under clear-
sky conditions and low to moderate wind speed, land
surfaces become cooler than the adjacent water surface
due to long-wave emittance at night and they become
warmer than the water surface due to the absorption
of short-wave solar irradiance during daytime (STULL,
1988). As a consequence, rising motion occurs over the
warmer and sinking motion over the cooler surfaces. A
flow from the cool surface towards the warm surface de-
velops near the surface and a return flow emerges in the
opposite direction in the upper half of the boundary layer
in order to keep the mass balance (EMEIs, 2018).

The maximum wind speed in sea breezes can be
around 10—-11ms~! at about 100 m height (ATKINSON,
1981). Sea breezes originate from a 100-120 km broad
coastal zone over the water, detectable from satellite im-
ages showing cloud-free conditions in this space (Simp-
SON, 1994). The clouds are dissolved due to the sinking
motion in this marine branch of the sea breeze. Fewer
observations are available for the nocturnal land breeze,
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but it can be assumed that the spatial extent of these
winds is comparable to the extent of the sea breeze
(EMEIs, 2018).

2.1.5 Interaction of Coastal Effects with OWF
Wakes

There is some evidence that coastal effects can interact
with atmospheric wakes downstream of offshore wind
farms, but the relevant mechanisms are still not very
well understood so far. The combined effect of increas-
ing wind speeds and reduced turbulence in offshore ori-
ented flow conditions was investigated in DORENKAM-
PER (2015) for a stable boundary layer. The per-
formed Large-Eddy Simulations (LES) for a wind farm
15 km from the coast showed strong wind speed maxima
between the turbines. At the same time, the turbulence
created by the turbines counteracts a further stabilisation
of the boundary layer associated with the cooling of the
air by colder water below.

Possible impacts of coastal wind speed gradients on
the length of wakes downstream wind farms are also
visible in VAN DER LAAN etal. (2017), although these
are not explicitly discussed in this study. The results
indicate that, under certain conditions, wakes tend to
be shorter if the wind turbines are closer to land, where
wind speeds are lower.

2.1.6 Interaction with Synoptic Weather
Phenomena

The above mentioned coastline-specific phenomena
rarely occur as isolated features under stationary large-
scale weather conditions. Usually, the outer conditions
such as large-scale horizontal pressure gradients, air
mass temperatures and humidity, cloudiness (and linked
to this incoming short-wave and outgoing long-wave ra-
diation) change with the emerging, moving and dissipat-
ing synoptic-scale weather phenomena. Especially ap-
proaching and passing cold fronts can bring severe and
abrupt changes to the conditions invoking the above de-
scribed phenomena. For example, WAGNER et al. (2019)
describe the interaction between the various LLJ mecha-
nisms with frontal wind maxima. Nearly constant large-
scale weather conditions for several days can be ex-
pected in temperate latitudes only during blocking sit-
uations (WOOLLINGS et al., 2018).

2.1.7 Phenomena related to Land Inhomogeneity

The coastline in the German Bight has, like most coast-
lines, a quite irregular shape characterised by a variety
of islands, bays and river entrances. This heterogene-
ity in the coastline geometry leads to variations in the
fetch, i.e., the downstream distance from shore for a cer-
tain offshore wind direction. Figure 5 depicts these fetch
lengths for a wind direction of ® = 150°. One can see
that there are significant fetch variations due to coast-
line irregularities. In combination with the wind accel-
eration effect described in Section 2.1.1 this can result
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Figure S: Fetch distances in the German Bight for a wind direction
of ® = 150°.

in larger horizontal wind speed changes perpendicular
to the wind directions.

In addition, the topography in the German Bight is
quite variable as well. For example, larger parts of most
barrier islands are covered with sand dunes. These dunes
and the local wind field present a complex interact-
ing system. In the application of offshore wind energy,
mostly the effect of the dunes on the local wind field that
is advected towards potential wind farms is of interest.

Many ocean coastlines are accompanied by tidal
flats, which are flooded roughly twice a day and fall
dry in between. This leads to strong variations in sur-
face roughness of about two orders of magnitude (from
roughly 0.1 mm to roughly 1cm) and in thermal iner-
tia properties, which governs the vertical heat fluxes.
The difference between high tide and low tide can shift
the effective coastline by many kilometres and thus
shift the line where the IBL formation starts during
offshore winds. Also the sea breeze systems discussed
in Section 2.1.4 can be shifted by this effect consider-
ably. A numerical study with the mesocale model WREF,
which is discussed in more detail in Section 3.1.1, show-
ing these effects for one of the largest tidal flats in
the world in South Korea was performed by AN etal.
(2020).

2.2 Relevance of Coastal Effects for OWFs

The coastal effects described above are of relevance
for offshore wind farms in different ways. As already
explained in the context of Figure 3, the spatial and
temporal scales of coastal effects and OWFs show a
strong overlap leading to often complex and non-linear
interactions. This means that these phenomena should
be taken into account in the planning, construction and
operation phase of an OWF.



Meteorol. Z. (Contrib. Atm. Sci.)
PrePub Article, 2022

For example, the horizontal wind speed gradients
associated with coastal effects are of obvious rele-
vance for OWFs, because significant wind speed gra-
dients in the IBL, especially at hub height of the wind
turbines can directly affect the wind farm production
(BARTHELMIE etal., 2007). The dimension of most in-
stallations has grown so big, that significant wind vari-
ations within one wind farm can not only be caused by
shadowing effects, but also by coast related gradients in
the background wind field. The situation in the German
Bight is particularly interesting because the L-shaped
coastline leads to limited fetch conditions (i.e., relatively
small upstream distances to the coast) for both easterly
and southerly winds (see Figure 1). In the Baltic Sea,
where plans for significant expansions of offshore wind
farming exist as well (EUROPEAN CoMMISSION, 2020),
such conditions are found for almost all wind directions.

The IBL dynamics is also strongly connected to tur-
bulence intensities experienced by offshore wind farms
(ForReMAN and EMEils, 2012; FOREMAN etal., 2017).
Here, the question is not only whether the boundary
layer is stable or unstable, but also where the rotor
blades are located with respect to the IBL, i.e., detailed
information about the IBL structure is required. The lo-
cation of the temperature inversion with respect to the
wind turbine height results in either cooling or warming
of the air within the wakes (SIEDERSLEBEN et al., 2018b).
The vertical structure of the IBL will also be of growing
relevance with the increase of rotor diameters in the fu-
ture, because wind shear in the incoming wind profile
across the rotor disc can be a significant factor in the
fatigue loading (MICALLEF and SANT, 2018).

The wind speed variations perpendicular to the wind
direction discussed in Section 2.1.7 can lead to signif-
icant power variations within a wind farm with strong
dependencies on the flow direction.

Wind speed gradients are also important for oceanic
processes. Of particular interest for the wind farm sec-
tor are ocean waves, which are influenced by a com-
plex interplay of wind direction, bathymetry and in-
ternal processes (BARFUsS etal., 2020), because they
are of relevance for ship operations, which are typi-
cally limited to a significant wave height below 2m
(HALVORSEN-WEARE et al., 2013), and for fatigue load-
ing on turbine structures (BHATTACHARYA, 2014). The
IBL transition adds some complexity to the theoretical
description of ocean wave growth, which is already chal-
lenging in its basic form.

During LLIJs, profiles of wind speed and wind di-
rection strongly deviate from the logarithmic profile. In
many cases, wind is only measured at ground or at a
specific altitude, and a power law or logarithmic extra-
polation of the wind profile is used to estimate the wind
speed at higher altitudes (Justus and MIKHAIL, 1976).
In the presence of coastal effects these simplifications
are usually not feasible any longer.

As wind variations caused by horizontal roll vortices
are taking place on spatial scales, which are close to
characteristic length scales of a wind farm (e.g. rotor
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diameter hub height, wake width), these processes play
an important role in offshore windfarming. For example,
it was shown that ABLs can have an impact on the
shape and orientation of wakes downstream of OWFs
(DORENKAMPER et al., 2015b).

3 Analysis Tools for Coastal Effects

In this section an overview is given of different tools,
which are relevant in the context of coastal effects on
OWFs. Each subsection contains basic technical infor-
mation, a summary of existing applications in the off-
shore wind sector as well as a short discussion of on-
going and future developments. In the final subsection
the complementarity of the different tools is analysed
and discussed with consideration of different research
and operational applications.

3.1 Numerical Modelling

3.1.1 Mesoscale Models

Mesoscale atmospheric models like the Weather Re-
search and Forecasting Model (WRF) presented in
SKAMAROCK etal. (2019) yield a comprehensive de-
scription of the atmosphere and are generally applied
with resolutions larger than several kilometers. There-
fore, large spatial domains can be covered that con-
nect the wind field at the wind farm with the upwind
coast line. The results of the model simulations are
used for large scale wind resource assessment studies
(AL-YAHYAI etal., 2010; GRYNING etal., 2014; RYB-
CHUK etal., 2021). A comprehensive assessment of the
wind resource over Europe is given by the New Euro-
pean Wind Atlas (NEWA) described in HAHMANN et al.
(2020) and DORENKAMPER et al. (2020).

Mesoscale models are composed of a dynamical
core, which solves the Navier-Stokes equation using
several scale dependent parameterizations. The param-
eterizations approximate numerically expensive and
physically complex processes like the solar and ther-
mal radiation fluxes, the coupling of the atmosphere to
the Earth surface, the turbulent mixing within the lower
atmosphere, unresolved deep and shallow convective
clouds and the processes including water droplets and
ice crystals. Especially, wind farms are parameterized as
elevated momentum sinks across the rotor area (FITCH
etal.,, 2012; VoLKER etal., 2015). An open research
question is whether to explicitly include a term for the
creation of turbulent kinetic energy (TKE) or if the in-
troduced wind shear will develop the correct TKE inde-
pendently. These approximations are manifold, not gen-
erally valid and introduce uncertainty. Therefore, atmo-
spheric observations which are often limited to a small
part of the atmosphere are used to validate the model
setup and assess the model error. SIEDERSLEBEN et al.
(2018a) validated the spatial dimensions of the wake
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introduced by the wind farm parametrization of FiTcH
etal. (2012) for the German Bight. The study confirms
the results of LEE and LunpQuist (2017) that the up-
wind conditions introduce larger uncertainties than the
different wind farm parametrizations themselves. The
simulations, however, show poor agreement with obser-
vations when the wind is directed from land and the
coast line to the wind farm. Furthermore, a horizon-
tal resolution smaller than 5km is proposed to capture
the effects of the wind farm parametrization. This leads
to the general issue of limited computational resources,
which can be solved by nesting models with increasing
spatial and temporal resolution, thereby providing the
boundary conditions for the nested models, which must
be interpolated to the higher resolution. The boundary
conditions for the outer most domain are taken from
reanalysis datasets like ERAS (HERSBACH etal., 2020).
However, interpolating the data at the model boundaries
to the nested model’s grid introduces errors that will
be advected into the domain and negatively impact the
quality of the forecast. Additional simplifying assump-
tions are often made concerning the roughness length of
the ocean surface, where usually the Charnock relation
(CHARNOCK, 1955) is used to quantify the influence of
sea state. The respective neglection of wave age is so
far believed to have a relatively small impact on wind
resource estimation (JARGENSEN et al., 2005).

A promising development are parametrizations that
bridge the gap between mesoscale and higher-resolution
Large Eddy Simulations (LES) which are called gray-
zone parametrizations. At horizontal resolutions smaller
than only a few kilometer the mesoscale assumptions
for the treatment of turbulence and convection are not
valid anymore. Therefore, new scale-aware turbulence
parametrizations are proposed, for example by ZHANG
etal. (2018), that resolve turbulence in 3 dimensions and
could be used instead of the one-dimensional bound-
ary layer schemes. The manifold challenges that arise
from coupling the meso and LES scale are presented
in HAuPT etal. (2019) within the context of wind en-
ergy. Finally, the land-sea transition and the changes due
to the diurnal cycle are still a challenge for mesoscale
models. The diurnal cycle is not only dependent on the
change of the radiation itself and the heating of the sur-
face, but also the incident inflow and fetch that can lead
to induced stratification at the coastal transition. Thus,
a correct representation of the diurnal cycle at coastal
sites depends on many parameters, such as sea surface
temperature, time-evolving land-sea mask in tidal ar-
eas, land surface temperature, wind speed and direction
(SWEENEY etal., 2014). All of those can in principle
be modelled with the mesoscale modelling approach,
but a significant improvement can be achieved depend-
ing on what model boundary conditions and physics are
selected. Interesting research is presented in LEE etal.
(2016); LEE etal. (2020b) on the impact of tidal wet-
lands and the corresponding changes in latent and sensi-
ble heat fluxes, which are reduced by inundation during
daytime.
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3.1.2 Microscale Models

Due to their simplifying assumptions in the turbulence
parameterisation, the performance of mesoscale models
is usually less satisfactory in close vicinity to the coast
than over the open ocean (YANG etal., 2019). LES mod-
els aim at resolving the bulk of turbulence in a planetary
boundary-layer flow explicitly. The resolution of these
models is in the inertial range of atmospheric microscale
turbulence. This allows for the application of sub-grid
parameterizations that aim at taking the impact of the
non-resolved turbulence on the resolved turbulence into
account. Due to its ability to resolve the bulk of the tur-
bulence explicitly, LES can help to gain insights into the
complex turbulence processes in the coastal marine at-
mospheric boundary-layer (CMBL).

A pioneer study in which LES was used to investigate
an offshore flow was presented by SKYLLINGSTAD et al.
(2005). These authors studied the evolution of a CMBL
with an offshore flow transporting warm air over cool
water. Due to the high computational resources required
for the LES it was not possible to use a stationary
model domain with geographically fixed locations of
the inflow and outflow boundaries. Instead a Lagrangian
approach was applied: the model domain was assumed
to be translated with the geostrophic wind. Instead by
imposing horizontally heterogenous surface boundary
conditions to describe the heterogeneity at the coast, the
surface boundary conditions were changed in time in
order to mimic a flow crossing the coastline. Some basic
results of this study will be discussed in Chapter 4.

A recent pair of studies in which results from LES
with a similar Lagrangian approach as in SKYLLINGSTAD
etal. (2005) were reported can be found is formed by
JIANG etal. (2020) and JIANG and WANG (2021). The
focus of JIANG etal. (2020) was on the convective in-
ternal boundary layer (CIBL) that forms due to the ad-
vection of air that is initially situated above a cool and
rough land surface towards a smoother and warmer sea
surface. Despite using similar idealizations in the LES
setup as SKYLLINGSTAD et al. (2005), JIANG et al. (2020)
found a good agreement of their LES results with field
observations from the CASPER-EAST field campaign
(WANG etal., 2018). According to the LES consistency
with Monin-Obukhov similarity theory is reached only
after 8 km downstream from the coast. Further upstream
the surface wind speed and stress increase rapidly. Even
at 75km downstream of the coast the CIBL had not
yet reached a state of equilibrium. In JIANG and WANG
(2021) the development of a stable internal boundary
layer with distance from the coast is investigated. For
that purpose the advection of air that is initially situated
above a warm and rough land surface towards a cool and
smooth sea surface is simulated. According to the LES
the CMBL can be divided into three zones for this case.
In the zone closest to the shoreline advection of turbu-
lence from the land plays a significant role. In the zone
farthest away from the coast Monin-Obukhov similarity
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theory was found to be applicable throughout the con-
stant flux layer.

Another LES study refering to the CASPER-EAST
campaign was presented by YANG etal. (2019). Here, a
stationary, i.e. geographically fixed model domain was
used. Moreover, the complex coastal topography is ac-
counted for by making use of an immersed bound-
ary method. Due to the high computational cost that
results from the high resolution required to represent
the complex topography of the coastline in the model
only the flow conditions within the first 1.75 km down-
stream of the coastal transition could be simulated. With
only 250 m the extension of the model domain in the
vertical direction was severely limited. Both onshore and
offshore flows were simulated and impacts of the coastal
transition on turbulence fluxes were analyzed.

A number of LES studies have dealt with the simu-
lation of sea breezes. While ANTONELLI and ROTUNNO
(2007) used a very idealized setup with an initially rest-
ing atmosphere, a recent study aimed at making use of
a coupling of the LES to mesoscale simulations in or-
der to study the fine-scale characteristics of sea breeze
fronts for specific situations (CHEN etal., 2019).

A first LES study in which the impact of the coastal
transition on the flow conditions felt by an offshore wind
farm is investigated was presented by DORENKAMPER
etal. (2015b). As in SKYLLINGSTAD etal. (2005) the
coastal transition was mimicked by a change of the
surface conditions with time instead of by applying a
geographically fixed model domain with horizontally
heterogenous surface conditions.

The advancements in high performance computing
clusters has enabled the application of LES for the sim-
ulation of coastal flows for research purposes in the last
twenty years. So far, specific situations have been stud-
ied with LES only. Systematic sensitivity studies are still
lacking and only few LES have been done with realistic
representations of the topography at the shoreline so far.

3.1.3 Engineering Models

Engineering models, or commonly referred to as wind
farm models (e.g. Openwind (OPENWIND, 2020), Wind-
farmer (DNV-GL, 2013), Flappy (ScHMIDT et al., 2020)),
are used in offshore wind resource and energy assess-
ments, and for wind turbine layout optimization as part
of feasibility studies. They typically rely on wind flow
data provided by dedicated external models and model
atmospheric physics only as far as wakes and other wind
farm effects are concerned. Therefore, they do not re-
quire expensive computation time. To account for wind
turbine wake effects they rely on analytical wake models
with different degree of complexity implemented in the
model (JENSEN, 1983; FRANDSEN, 1992; AINSLIE, 1988;
BASTANKHAH and PORTE-AGEL, 2014). Some engineer-
ing models also provide a module for the formation of
the IBL triggered by large offshore wind farms, which
significantly lowers the observed wind speeds inside the
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farm below the levels calculated from the direct wake
models alone (BROWER and RoBINSON, 2009; DNV-GL,
2013). As pointed out in CANADILLAS et al. (2020), these
boundary-layer models treat the wind farm as an area
of increased roughness depending on the actual wind
farm geometry. The calculated energy yield inside an
offshore wind farm thus depends on the interplay and
the parametrization of both the direct wake model and
the IBL model. It is worth to mention that these mod-
els are usually applied under the assumption of a neutral
atmospheric layer and the blocking effect (PORTE-AGEL
etal., 2020) of wind farms has recently started to be con-
sidered. Effects of non-neutral stratification (but no hor-
izontal inhomogeneity) have been considered in the an-
alytical model EFFWAKE (EmErts, 2010; EmErts, 2018;
EMmErs, 2022).

Additionally, the background wind field required as
input is commonly based on measured wind data (masts,
radiosondes, etc.) in combination with simulated data,
e.g. from numerical weather prediction models, compu-
tational fluid dynamics (CFD), or simplified models like
e.g. WindMap (BEAUCAGE et al., 2009) or WasP (TROEN
and PETERSEN, 1989). The topographical discontinuities
are provided to the model through sea/land maps (eleva-
tion data), coastline and roughness maps.

Engineering or industry models should reliably de-
scribe the wind speed profiles over water, including
the influence of the surface roughness (which deter-
mines the drag exerted by the surface on the atmo-
sphere) length and atmospheric stability (JORGENSEN
etal., 2005). Surface roughness variations are so far not
explicitly taken into account for wind resource assess-
ments as they are both considered to be small (Jgr-
GENSEN etal., 2005) and partly already included in the
wind flow modelling. For simplicity, a constant value of
0.0002 to 0.001 m is commonly used for surface rough-
ness in microscale models like WASP (zo = 0.0002 m)
and WindMap (z9 = 0.001 m).

So far, scarce work has been done on the effect of
tidal amplitude on wind speed profiles, which indicates
that tidal range does not affect mean offshore wind
resource estimates (JORGENSEN et al., 2005). Tidal ef-
fects are normally not considered in flow models, but
as pointed out in BARTHELMIE (2001) for coastal ar-
eas where a moderate to large tidal range exposes tidal
flats, assuming that these are always flooded will result
in a non-conservative estimate in the models because of
the modified surface roughness. Additionally, inhomo-
geneities in the coastline are expected to cause disconti-
nuities in the inflow approaching an offshore wind farm
located near shore when the air is flowing from land to
sea. Therefore, wind models that feed into wind farm
models must be able to capture all these complex ef-
fects. To this end, mesoscale atmospheric models that
capture effects down to about 1 km are frequently cou-
pled to microscale models (from very simple models
such as WindMap to very complex models such as LES)
to decrease the horizontal resolution down to some 50 m
or even less. The actual model setup always depends
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on the site conditions and the required level of model
detail.

In addition, there are various models for load as-
sessments including simplified approaches based on
surrogate techniques (e.g. DiMITROV etal., 2018). An
overview of these models is beyond the scope of this

paper.
3.2 In-Situ Measurements

In-situ measurements can be taken from fixed platforms
as well as from manned or unmanned aircrafts. In both
cases the measurement sensor is in direct contact with
the observed quantity.

3.2.1 Aircraft

In-situ measurements of meteorological parameters can
be performed by research aircraft, equipped with a
sensor system specialized for meteorological mea-
surements. This has been done with the twin-engine
turboprop-powered research aircraft Dornier 128-6 with
call sign D-IBUF in the projects WIPAFF (BARFUSS
etal., 2019; LampERT etal., 2020) and X-Wakes, and
further for different kinds of meteorological research,
in particular for investigations of processes in the ABL.
Sensors for measuring temperature, humidity, wind
speed and wind direction are contained in the nose
boom (CORSMEIER etal., 2001; LAMPERT etal., 2020).
The measuring rate of 100 Hz with a ground speed of
about 65ms~! results in a spatial resolution of the data
of higher than 1 m. The aircraft is capable of perform-
ing research flights especially at very low altitudes (e.g.
down to 60 m for constant altitude flight legs at the wind
farms, and down to 15 m for short time periods during
profile measurements), provided that a special permis-
sion has been granted for the specific campaign. All im-
portant measured and calculated meteorological param-
eters (wind speed, wind direction, turbulent kinetic en-
ergy, eddy dissipation rate, temperature, potential tem-
perature, humidity and surface temperature) can be dis-
played online with time series and vertical profiles. This
enables the onboard scientist to adapt the flight pattern
during the mission if necessary, based on the measured
parameters. Examples of aircraft data will be presented
in Section 3.4.2.

3.2.2 Unmanned Aircraft Systems (UAS)

With fixed wing unmanned aircraft systems (UAS) it
is possible to perform measurements analogous to the
manned aircraft measurements presented previously, but
typically on smaller horizontal scales. UAS can be de-
ployed where manned aircraft systems are limited es-
pecially at very low altitudes (e.g. 30 m above surface),
very close to wind turbines (e.g. less than one rotor di-
ameter (MAuUz etal., 2019)), and in restricted areas such
as nature reserves upon permission. Small UAS with
wingspans of a few metres and especially using a pusher
configuration achieve very high spatial resolutions even
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into the sub-metre range and hence allow for the investi-
gation of turbulence and effects at scales smaller than the
resolution of standard remote sensing instruments and
most manned research aircraft.

For measuring coastal effects, the UAS system
MASC-3 (Multipurpose Airborne Sensor Carrier Mk 3)
developed at the Eberhard-Karls University of Tiibin-
gen was deployed (RAUTENBERG etal., 2019b). These
are fixed wing aircraft with 4 m wing span, carrying a
meteorological payload of up to 1.5 kg. The sensor pay-
load consists of a five hole probe (WILDMANN etal.,
2014b; RAUTENBERG etal.,, 2019a), a fine-wire plat-
inum resistance thermometer (WILDMANN et al., 2013),
a hygrometer (WILDMANN etal., 2014a; MAuUz etal.,
2020), and an inertial navigation system (INS) includ-
ing GNSS. This enables high resolution measurements
of the 3D-wind vector, temperature and water vapor. All
data are sampled at 100 Hz leading to a post-Nyquist
resolution of up to 30 Hz. Combined with a cruising
airspeed of 18.5ms™! this allows measurement of fast
variations of thermodynamic quantities on a 1 m scale
and hence the calculation of turbulence parameters such
as the TKE and turbulent-flux calculation also in very
stable thermal stratification. The flight endurance in off-
shore conditions is approximately 1.5 hours. The UAS
is controlled by an autopilot system, flying predefined
flight patterns that are highly accurate and reproducible.

At the time of writing, such UAS observations were
mainly realized within the visual line of sight (VLOS)
of an operator, limiting the operation radius to few kilo-
meters, but sufficient in many cases since the horizon-
tal scales to be covered are only at the lower end of
meso-scale modeling or on that of a single wind farm.
Beyond visual line of sight (BVLOS) operations will al-
low for distances up to tens of kilometers. Currently, the
required technology in order to meet the legal require-
ments is under development and testing. We will discuss
examples of UAS data in the context of the case study
presented in Section 3.4.3.

3.2.3 Maeteorological Towers at Land and Sea

The installation of offshore in-situ meteorological tow-
ers to collect the desired wind information in the
nearshore regions is associated with a high investment,
regulatory constraints, and a large effort in the per-
mitting process. For this reason, offshore meteorologi-
cal towers are still quite sparse (ARCHER etal., 2014).
The FINO1 and FINO3 meteorological towers (see
Figure la) are a unique measurement source of pub-
licly available in-situ meteorological and oceanographic
(metocean) data in the German Bight. FINOI1 is already
operating since 2003, to our knowledge delivering the
longest continuous offshore time series for wind energy
worldwide. FINO3 is in operation since 2009 (LEIDING
etal., 2012). There are some private met masts (e.g.,
OWP Nordsee Ost (NSO)), the data of which is how-
ever not public. In addition, atmospheric profile infor-
mation is available from the FINO2 platform at the Ger-
man Baltic Sea coast.
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While the original task of these meteorological tow-
ers is to observe the environmental conditions near the
planned offshore wind areas, they are still in a region
where coastal influence is existent. For the investigation
of coastal effects, they provide reference data for the al-
most fully developed offshore boundary layer. They are
the only source of long-term data based on high fre-
quency ultrasonic anemometers and they deliver in-situ
temperature and humidity profiles, including SST mea-
surements. A growing challenge in the interpretation of
FINO1 and FINO3 data is the impact of the increasing
number of surrounding wind turbines on the measure-
ments.

3.3 Remote Sensing

Remote sensing devices for wind measurements open
up the possibility to measure wind speeds at locations
far from the measurement system. This allows for wind
field monitoring from the coast, from offshore plat-
forms, or from different moving systems.

3.3.1 LIDAR

In recent years, remote sensing systems like wind
LIDAR (Light Detection And Ranging, also Lidar or
LiDAR) and particularly Doppler wind LIDAR has been
proven to have a high reliability for remote wind mea-
surements (EMEIs etal.,, 2007; HASAGER etal., 2013;
PENA etal., 2013; CLIFTON etal., 2018). A single wind
LIDAR is able to measure wind speed components in the
LIDAR’s laser beam direction. To calculate the horizon-
tal wind speed and direction from this measured radial
(or Line of Sight (LoS)) wind speed components, several
techniques, such as Velocity Azimuth Display (VAD),
Doppler Beam Swinging (DBS) or integrating Veloc-
ity Azimuth Process (iVAP) together with the assump-
tion of horizontal homogeneity of the flow are applied
(VASILJEVIC etal., 2016).

In the wind energy context, Doppler wind LIDAR
has become a commonly used technology, both as pro-
filing LIDARSs (fixed laser beam geometry, looking up-
wards) and scanning LIDARs (more flexible geometry
with adjustable laser beam azimuth and elevation an-
gles). Since both profiling and scanning LIDARs are ef-
ficient tools to investigate coastal effects, they are briefly
discussed in the following.

Profiling LIDARs were originally introduced as a
replacement for meteorological towers in wind energy
applications. They come along with the advantage of
measuring the wind at different heights simultaneously,
reaching maximum altitudes above the LIDAR of typi-
cally 250 m up to 1000 m and more for short- and long-
range systems, respectively. The achievable LIDAR per-
formance depends on the prevailing atmospheric con-
ditions (cloud coverage, aerosol concentration). In the
offshore environment profiling LIDARs are deployed at
the coast (SHIMADA et al., 2020; SHIMADA etal., 2018),
on fixed platforms (HASAGER etal., 2013; PERA etal.,
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2013), integrated in or on top of buoys (GOTTSCHALL
etal., 2017) or on vessels (GOTTSCHALL etal., 2018).
The fact that profiling LIDARs can provide measure-
ments of the whole wind profile up to a relevant height
makes them very suitable for studying LLJs as one of the
most typical coastal effects. Specific LLJ studies making
use of wind LIDAR measurements were published for
the North Sea (KALVERLA etal., 2019; WAGNER etal.,
2019) and Baltic Sea (HALLGREN etal., 2020).

Scanning (long-range) LIDARSs can be used to cover
larger areas and distances allowing to measure how
the wind flow evolves when approaching or moving
away from the coast. Instruments are typically oper-
ated in Plan Position Indicator (PPI: fixed elevation
and varying azimuth angle) or Range Height Indicator
(RHI: fixed azimuth and varying elevation angle) mode,
or in multi-(dual- or triple-) LIDAR mode (FLOORs et al.,
2016; CAMERON etal., 2017). Commercially available
compact long range scanning LIDARs nowadays ob-
tain wind speed measurements at horizontal distances
up to 14 km within the boundary layer. Therefore, care-
ful LIDAR alignment (RoTT etal., 2022) and uncer-
tainty estimation of the measurement geometry is crucial
(SCHNEEMANN et al., 2021; CANADILLAS et al., 2021).

Due to the aforementioned formation of the IBL at
the coast, the wind speed is expected to increase with
distance from the coastline and to be less pronounced at
higher altitudes (SHIMADA etal., 2020). Therefore, not
only the vertical but also the horizontal characterization
of the wind is important in near shore areas. Long range
scanning LIDARs deployed at the coastline could be a
valuable tool to characterize or monitor the near shore
wind resource (SIMON and COURTNEY, 2016). Examples
of LIDAR measurements will be presented as part of the
case studies in Sections 3.4.1, 3.4.2 and 3.4.3.

3.3.2 Ground-based Radar

Ground-based Dual Doppler Radar (DD Radar) as de-
veloped by Texas Tech University / Smart Wind Tech-
nologies comes along with similar advantages as long-
range scanning LIDARs, but with significantly larger
range and faster scanning capability. Compared to com-
pact scanning LIDARs current Doppler radar devices are
much bigger, which makes the deployment more com-
plex and on some offshore structures not possible. The
only near-shore deployment so far was demonstrated in
the Beacon project (NYGAARD and NEwWCOMBE, 2018;
VALLDECABRES et al., 2018), for which a DD Radar sys-
tem was installed onshore close to the coast measuring
offshore. Though the objective of the Beacon project has
been to study wind farm wakes around and inside a near-
shore wind farm, there is an obvious potential for map-
ping coastal effects as well.

3.3.3 Airborne Laser Scanner

Today, mainly two kinds of data sets for ocean waves
are available to the community: point measurements
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recorded on buoys or platforms, and satellite altime-
ter measurements. In between point and satellite al-
timeter measurements, there is an observation gap for
area-covering measurements with small-scale resolu-
tion. During the projects WIPAFF and X-Wakes, air-
borne measurements were performed in the German
Bight with the aim to characterize the modified flow-
field downwind of offshore wind farms. In that con-
text, laser scanner measurements were performed by the
Dornier128 aircraft operated by TU Braunschweig pro-
viding information on the small scale roughness and the
elevation of the sea surface. The system appears to be
very promising for the analysis of coupling effects be-
tween the atmosphere and the ocean, such as the impact
of atmospheric wakes on ocean wave evolution (BAR-
FUss etal., 2021).

3.3.4 Satellite Synthetic Aperture Radar (SAR)

Satellite Synthetic Aperture Radar (SAR) is an ac-
tive microwave system, which operates independent of
weather and daylight conditions. At moderate incidence
angles (20°—45°) the radar return is dominated by Bragg
scattering, which means that SAR images provide in-
formation on the ocean surface roughness at a scale
comparable to the radar wavelength (a few centime-
tres depending on frequency band). As the small scale
surface roughness is strongly linked to the near sur-
face wind, SAR has become an established tool for the
measurement of 2D wind fields close to the ocean sur-
face (LEHNER et al., 1998; CHRISTIANSEN and HASAGER,
2005; L1 and LEHNER, 2013; DJATH etal., 2018; DjaATH
and SCHULZ-STELLENFLETH, 2019). The spatial resolu-
tion of the obtained wind fields is typically of the order
of 100 m and the coverage can reach up to several hun-
dred kilometres in both dimensions depending on the
SAR operating mode. The principle ability of SAR to
resolve flow features on a smaller scale has been demon-
strated using concurrent Doppler LIDAR measurements
(SCHNEEMANN etal., 2015; AHsBAHS etal., 2020). The
main limitation of satellite SAR measurements is due to
the sun-synchronous orbits of the respective platforms
leading to revisit periods of typically a few days depend-
ing on constraints defined for the imaging geometry. The
measurements are always at two fixed times of the day
(e.g. around 5:00 UTC and 17:00 UTC for the Sentinel 1
satellites in the German Bight). SAR data have already
been used for the analysis of coastal effects in previous
studies (BARTHELMIE et al., 2007). However, this was so
far not done for the German Bight and the analysed data
sets were very limited. Recent studies focused on the sta-
tistical analysis of the horizontal wind fields with respect
to offshore winds in the German Bight (DJATH etal.,
2022). Apart from that, the studies have shown some dis-
crepancies with in-situ measurements, which still need
clarification.

There are a couple of developments in the SAR tech-
nology, which are not yet fully exploited and which
could be of interest for future studies of coastal effects.
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For example, polarimetric SAR data can help to distin-
guish between different scattering mechanisms and to
identify dry-fallen Wadden Sea areas. Non-Bragg scat-
tering processes can be caused by wave breaking, i.e.
polarimetric SAR data can potentially be used to better
understand the structure and roughness properties of the
sea surface (Viana etal., 2020). An example of SAR
wind measurements will be given in the context of the
case study presented in Section 3.4.1.

3.4 Complementarity of Tools

As discussed in Section 2 and illustrated in Figure 3,
coastal effects cover a wide range of spatial and tempo-
ral scales. As so far no single measurement device is able
to cover all these scales and because numerical models
are still affected by significant uncertainties in our pro-
cess understanding, an integrated approach is necessary
to obtain a more complete picture of coastal processes.
In the following we will discuss the complementarity of
some of the tools presented in the previous sections. Af-
ter some general discussion the added value of combin-
ing different tools is illustrated based on three case stud-
ies.

Aircraft measurements can cover a large area as well
as doing vertical profiles of the atmosphere. This al-
lows to get a picture of the wind field and its varia-
tions on different spatial and temporal resolutions, fill-
ing the gap between satellite and stationary point mea-
surements. Due to the fast sensors, even small and fast
variations (e.g., turbulent kinetic energy) are measured.
A measurement flight, depending on the mission, takes
up to several hours. This means it is only a snapshot
of the current atmospheric situation. The assumption
that the atmospheric conditions are stationary during the
measurements is not always valid. Measuring the full
extent of the wake by the aircraft over such a time span
may comprise temporal changes in the atmospheric con-
ditions and if the effect investigated is comparably small
(e.g. wind farm blockage effects), natural variations in
the wind field, e.g. induced by the coast, can be higher
than the effect investigated.

With diurnal variations, and sometimes additionally
changing air masses flowing in on the one hand, and the
changing position of the aircraft on its flight path dur-
ing several hours on the other hand, the separation be-
tween spatial and temporal variability of the observed
weather situation is sometimes not distinctively possi-
ble. But if these limitations are considered, aircraft mea-
surements are a valuable contribution to the analysis of
coastal effects and complement long term measurements
as provided by LIDAR or measurement towers. For mea-
surements very close to the ground or very close to the
coast unmanned aircraft systems (UAS) are more suit-
able due to legal reasons and safety concerns. To reduce
the mentioned limitation of only measuring a snapshot
of the current atmospheric situation, the use of multiple
aircrafts measuring at the same time should be consid-
ered.
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Satellite data provide large coverage and have poten-
tial for the optimisation of numerical mesoscale mod-
els because the range of spatial scales is similar. Be-
cause of the sparse temporal sampling it is questionable,
whether improvements can be achieved using data as-
similation methods in an operational mode to improve
short term forecasts. However, the low frequency of data
acquisitions is less critical for the optimization of uncer-
tain model parameters and the reduction of systematic
model errors. This approach, which includes challeng-
ing inverse modelling problems, should be investigated
more in the future.

Another important aspect is the combination of sur-
face information obtained from satellites with profile in-
formation acquired by aircraft, UAV, LIDAR or mast
measurements. As explained before, the vertical struc-
ture of the ABL can be very complicated in coastal ar-
eas and simple extrapolation of surface measurements to
hub height is often not feasible. Furthermore, profile in-
formation can help in the interpretation of satellite radar
data, because simplifying assumptions about the ABL
stability are usually made in the respective wind speed
retrieval algorithms.

Finally, it is important to mention, that the addi-
tional use of supervisory control and data acquisition
(SCADA) data, which provide information about the
operational status of wind farms, can be crucial for
a meaningful interpretation of the measurements dis-
cussed above. Access to these data is controlled by in-
dustry and usually requires special agreements concern-
ing confidentiality and use restrictions.

3.4.1 Case Study on 14 March 2020

An interesting situation on 14 March 2020, for which co-
located satellite SAR and LIDAR measurements as well
as WREF simulations are available, is shown in Figure 6.
A measurement flight south of the OWF Godewind (see
cluster 3 in Figure la) was performed earlier, around
11:00 UTC to 15:00 UTC, showing stable conditions
in the measurement area. This was a relatively cold day
with near surface air temperatures around 7 °C-8 °C and
wind coming from the south east. The 2 m air temper-
atures as provided by the operational model run at the
DWD in Figure 6e indicate an increase from the north
east towards the south west with temperature differences
of around 2 °C across the German Bight. The water tem-
peratures were around 7 °C with only small spatial varia-
tions. The air temperature gradient was causing a higher
thermal stability in the south/western part of the area as
shown in Figure 6f. Around the time of the satellite ac-
quisition at 17:16 UTC a LIDAR located at Norderney
(see Figure 6c¢, d) measured profiles of wind speed and
wind direction with a quite pronounced temporal vari-
ation. The wind speed profiles in Figure 6¢ acquired
between 16:00 and 18:00 UTC indicate an increase by
about 2ms~! and a stabilisation with increased vertical
gradients above 100 m height. As expected, the wind di-
rections show a stronger clockwise rotation with height
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for the stable situations, because the decoupling from the
rough surface makes the Coriolis force more dominant.

The near surface wind speeds estimated with the
WRF model (Figure 6a) and derived from Sentinel-1A
SAR data (Figure 6b) show overall reasonable agree-
ment. There is a clear downstream wind speed in-
crease from the land towards the sea by roughly 7ms™!
over 200 km. This horizontal wind gradient is shown to
follow a power law (DJATH etal., 2022). There are big-
ger differences in the eastern and western part, where
the SAR measurements indicate a smaller wind speed
gradient than the model. In the SAR data the gradient
seems to be stronger in the eastern part, where the sta-
bility is lower. As already discussed in Section 2.1.1, the
response of the boundary layer to the surface roughness
change can be expected to be stronger in unstable situ-
ations. In addition, both SAR and WRF show fetch ef-
fects, which cause wind variations across stream direc-
tion due to the irregular shape of the coastline. This can
be observed downstream of the estuaries of the rivers
Ems and Weser as well as the Jade Bay (see Figure 1a).
The respective fetch lengths for that wind direction are
shown in Figure 5.

This example is illustrating a couple of important
aspects. Firstly, one can see that due to the big spa-
tial heterogeneities even small inaccuracies in the nu-
merical model, e.g. with respect to wind direction or
the ABL adjustment process, can lead to large predic-
tion errors for certain wind parks. Looking at wind park
cluster 4 (see Figure la) significant differences can be
seen between measurement and simulation with regard
to both wind speed magnitude (about 20 % error) and
spatial variations within the cluster. Secondly, the exam-
ple demonstrates the fast dynamics of wind profiles at al-
titudes, which are relevant for OWF operations. Thirdly,
the SAR observation show that wind speed gradients can
extend way beyond 100 km, i.e., even OWFs far offshore
can be affected by this phenomenon.

3.4.2 Case Study on 23 July 2020

Figure 7 shows results from aircraft and LIDAR mea-
surements co-located with WRF simulations on 23 July
2020. For end of July it was a cold, overcast day with
some rain showers and wind from south westerly di-
rections. The air temperature above ground measured at
the DWD weather station on Norderney at 07:00 UTC
was 13 °C-14 °C rising to 21 °C around 10:00 UTC. The
SST measured by the aircraft (Figure 7c) was ranging
from 15°C in the north-western part of the measure-
ment area to 17.5 °C in the south-eastern part close to the
coast and therefore shallower water. Figure 7d shows the
ERAS5 SST output that was used within the WRF model.
The measurements and simulations are in good agree-
ment with the model slightly overestimating the SST
when compared to the measurements. But one has to
keep in mind that the measurements were done over a
time span of four hours, while the model result is only a
snapshot at noon when the air temperature was already
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Figure 6: Near surface wind speed from the mesocale model WRF (a) and from the SAR onboard the satellite SENTINEL-1A (b) at
17:16 UTC on 14 March 2020 (Copernicus data (2020)). (c, d) Co-located vertical profiles of wind speeds (c) and wind directions (d)
measured by a LIDAR located at the island of Norderney. (e, f) Estimates of 2 m air temperature (¢) and thermal stability (f) provided by the

operational German weather service model.

peaking at that time. However, the SST gradients in east-
west direction of about 2 °C over 50 km indicated by the
airborne system are not due to temporal variability, be-
cause the aircraft was flying tracks parallel to the coast.
This spatial variability of SST is clearly underestimated
by the ERA4 data.

Figure 7a shows the mean horizontal wind at hub
height (112 m a.m.s.l.) measured by the aircraft. It is vis-
ible that the main land mass of North-West Germany and
the Netherlands with the Ems estuary has a large impact
on the offshore wind field. Over the water body of the

Ems Estuary with its much smaller roughness length the
wind speed is considerably higher compared to the flow
over the coastal regions of North Germany, which is ob-
vious in the higher wind speed measured downstream
of this bay. Between 15km and 45km distance from
the coast low wind speeds between 3ms~! and 7ms~!
were measured with an exception of a small area at the
most western end of the measurement trajectory. Here,
the wind speed ranges from 7ms™' to 10ms™!. At a
distance of around 45 km North of the main land, the
wind speed increases with distance to the coast. This in-



Meteorol. Z. (Contrib. Atm. Sci.)
PrePub Article, 2022

Mean hor. Wind [m/s]

J. Schulz-Stellenfleth et al.: Coastal impacts on offshore wind farms

17

wind speed [ms™1]

17.00
16.75
16.50
54.5°N
16.25
16.00
54°N
15.75
15.50
53.5°N
15.25
15.00
500 T T 500 T T T T T T
09:33:50 8.5km ——09:30:00
450 09:55:12 17km 1 450 F —+— 10:00:00
10:42:35 31.4km ——10:40:00
400 11:00:16 27.5km 1 400 F —+— 11:00:00
11:47:17 54.7km ——11:50:00
350 2:04:40 52.8km 1 350 F —+—12:00:00
2:35:05 65.2km S 12:40:00
E 300 ¢ 2:41:26 40.6km 4 -E- 300 F 12:40:00
- 8:00 15.6km Py 12:50:00
g 250 1 5280f
B2 =
< 200 - 1 <200t
150 1 150
100 : 100 |
50 1 50
0 L \ . , s . 0 . s . \ L .
5 6 7 8 9 10 11 12 5 5] 7 8 k] 10 " 12

Wind speed [m/s]

Wind speed [m/s]

Figure 7: Wind speeds at hub height (100 m—120 m) from aircraft measurements (a) and from the mesoscale model WREF (b) for 23 July 2020
at 12:00 UTC. Sea surface temperature (SST) measured by the aircraft (c) and from the mesocale model WRF (d) for 23 July 2020
at 12:00 UTC. Vertical profiles of the mean horizontal wind speed from aircraft measurements (e) at different locations during the flight and
measured simultaneously by a LIDAR located at the island of Norderney (f).

crease in wind speed is again more dominant towards
the most western parts of the flight trajectory, reaching
nearly 12ms~!. These higher wind speeds in the most
western part of the measured area are also visible in
the WRF simulation in Figure 7b. The wind speed close
to the coast north of the East Frisian Islands (see Fig-
ure la) ranges from 4ms~! to 6ms!, while the west-
ern area north of the Dollart and further away from the

coast shows higher wind speeds above 8 ms~!. The ver-
tical profiling of the wind speed done by the aircraft in
Figure 7e and the LIDAR on Norderney in Figure 7f
show a similar range of wind speeds between 6ms™!
to 11 ms™! for the lowest 500 m above the sea. Here, we
have to consider that the aircraft is moving in time and
space. So each of the shown profiles was done at differ-
ent times during the flight but was as well done at differ-
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ent locations. The LIDAR on the other hand measures
the diurnal variations while being fixed to one location.
We can see the wind speed increasing to nearly 11 ms~!
over time until 09:00 UTC and then decreasing to less
than 9ms~! at 11:00 UTC. Due to the aircraft also cov-
ering a large area, it is difficult to see the same behav-
ior in the wind speed data in Figure 7e. The two ver-
tical profiles with lower wind speeds around 5-6ms™!
were taken in the most south-eastern area of the flight
path, so an area that is very close to the coast and there-
fore largely impacted by the coastal effect. Very inter-
esting is the vertical profile at 09:33 UTC. It shows a
LLJ at 250 m altitude above ground with nearly 10 ms™!
wind speed, while only half an hour later the LLJ disap-
peared. This profile was as well very close to the coast. It
is possible the LLJ was still apparent, but not measured
by later vertical profiles due to the plane now being fur-
ther away from the coast line.

This case study shows that a combination of dif-
ferent approaches with different time and length scales
to measure and simulate a complex atmospheric phe-
nomenon like the coastal effect has benefits. The rather
coarse simulation using WRF gives a good overview of
the synoptic situation, while the aircraft measures small
scale differences in wind and temperature over a large
area and LIDAR at different locations can keep track of
the diurnal cycles in wind conditions. Combined these
methods are a powerful tool to identify strong gradi-
ents in wind conditions on fairly small areas like bays
or other irregularities in the coastline and quantify the
effect the coast has onto the wind field and therefore on
OWFs far away from the coast. The example has also
shown that the SST data used as boundary forcing for the
model did not contain the spatial variability indicated by
the observations. The observed differences have an order
magnitude, which was shown to be relevant for the ABL
dynamics in coastal areas in previous studies (SWEENEY
etal., 2014)

3.4.3 Case Study on 30 September 2020

Another interesting situation observed by different mea-
surement systems and simulated by the WRF model oc-
curred on 30 September 2020. On this day UAS flight
measurements and LIDAR vertical wind measurements
were conducted from the East Frisian Island of Norder-
ney. Technical details for these systems were given in
Sections 3.2.2 and 3.3.1. The location of the LIDAR on
Norderney as well as the UAS tracks north of the is-
land are depicted in Figure 8a. The wind was coming
from southerly directions on that day (about 160°-180°),
i.e., the air was coming from land resulting in condi-
tions as described in Section 2.1.1. The UAV flight mea-
surements took place between 12:24 and 13:24 UTC.
A continuous vertical ascent up to 600 m was performed
followed by a meander pattern at 30 m, 50 m, 80 m and
120 m altitude with three different distances to the shore-
line. The length of the measurement legs is 1.2 km and
the meridional distances between the measurement legs
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is approximately 350 m. The measured wind speeds and
virtual potential temperatures are shown in Figure 8b
and Figure 8c. One can see that the wind was mod-
erate with speeds around Sms~!. The wind speed is
clearly increasing from about S5ms~! near the surface
to about 7ms~! at 500 m. There are only small gradi-
ents noticeable in the meridional and zonal directions.
The WRF simulation of wind speed shown in Figure 8d
illustrates that this is not surprising, because the hor-
izontal scale of this gradient is much larger than the
area covered by the UAS. The virtual potential tempera-
ture shows a near neutral situation below 100 m altitude.
Around 100m altitude a rapid temperature decrease
is observed indicating unstable conditions followed by
slightly stable stratification further up. The LIDAR wind
speed profiles shown in Figure 8e demonstrate consider-
able temporal variations in the vertical gradients. One
can see that the wind speeds between 100 m and 350 m
are close to constant at the beginning and the end of the
observation period. Within a period of 10 min a signifi-
cant positive gradient can be observed, which is consis-
tent with a stabilisation within that altitude band already
suggested by the UAV temperature measurements. This
example is an illustration of the strong dynamics of the
boundary layer, which can occur on relatively small spa-
tial and temporal scales due to either local processes or
advection from land. Rapid changes of the vertical wind
profile were observed on a time scale of 10 minutes and
spatial variations of virtual potential temperatures were
noticeable on sub-kilometer scale.

4 Required Research

There is still a large number of open questions concern-
ing the understanding and modelling of coastal effects.

The challenges associated with the modelling of
the ABL across a land/sea boundary are illustrated in
SKYLLINGSTAD etal. (2005), where comparisons be-
tween a mesoscale and a microscale model showed a
deeper boundary layer in the mesoscale model com-
pared to the LES. The profiles of turbulent kinetic en-
ergy showed significant differences between the two
modeling approaches. The origin of these differences
could be traced back to the mixing-length in the tur-
bulence closure scheme used in the mesoscale model.
A comparison with data from a measurement campaign
showed LES results were closer to the observations,
although the strength of turbulence was overpredicted
by the LES. Microscale simulations are still limited by
available computer resources, but their value for coastal
effect studies is obvious and should be exploited more
in the future.

Concerning the surface roughness, more work is still
required to better estimate roughness length scales for
land and the ocean. For land surfaces different forms of
usage (e.g. cities, agriculture, forests) as well as vege-
tation (including annual cycle) are often updated every
few years only and more frequently updated datasets
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Figure 8: (a) Optical image of the island Noderney with the position of the LIDAR system and the UAS tracks. (b, c) UAS measurements of
wind speed (b) and potential temperature (c) on 30 September 2020 around 12:00 UTC. (d) Wind speed map computed with the mesoscale
model WREF. (e) Vertical wind speed profiles measured by the LIDAR system on Norderney during the time of the UAS flights.

might be helpful. In case of time-dependent land-use
such as in tidal areas this impact should be taken into
account. New satellite-based estimation techniques can
be used to improve wind resource modelling onshore
(e.g. FLooRrs etal., 2021). Offshore, roughness lenghts
are mostly estimated by the Charnock relation which
was developed for open seas and needs improvements
in case of fetch limited conditions which are common
in coastal areas. For the ocean the dynamics of wind
generated surface waves plays an important role. In case
of offshore wind directions these waves are growing in
amplitude and length with increasing distance from the

coast (HASSELMANN etal., 1973; BARFUSs etal., 2021).
The interaction of the waves with the ABL during this
growth phase is known to be complicated and more work
is required to optimise the representation of this process
in mesoscale atmospheric models (WAHLE etal., 2017).

The estimation of SST in coastal regions is a chal-
lenge, because different processes are interacting. First
of all, one can observe a strong water depth depen-
dence with faster heating and cooling in shallow wa-
ter (BECKER etal., 1992; GrRAYEK etal., 2011). Secondly,
horizontal temperature gradients are advected by mean
ocean currents (e.g. due to tides), which contain uncer-
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tainties as well (SCHULZ-STELLENFLETH etal., 2021).
Finally, the vertical mixing of the water column can have
a strong effect on surface temperatures (BECKER et al.,
1992). As ocean mixing is dependent on many factors
(e.g., bed friction, ocean waves, current shear, stabil-
ity of the water column), there is still significant un-
certainty in the estimation of SST (O’CARROLL etal.,
2019). Improved estimates of near shore SST fields
would certainly be beneficial for optimised representa-
tions of coastal effects, because these can have a big im-
pact on the evolution of the ABL (SWEENEY etal., 2014;
SHIMADA et al., 2015).

The change of surface properties caused by wetting
and drying in Wadden Sea areas still needs further inves-
tigations both from the modelling and the observations
side. Changes with respect to momentum and heat fluxes
can be expected and the respective impact on the bound-
ary layer with possible implications for offshore wind
farms should be analysed.

There are still a lot of open questions about the
interaction of coastal effects with offshore wind farms.
The current growth of offshore wind turbine diameters
and hub heights requires a better understanding of the
wind conditions at higher altitudes above ground that
can be significantly impacted by e.g. low-level jets. The
impact of coastal effects on wind farm production has
only been studied for a low number of wind farms
in particular in closer proximity (<25km) to the next
shoreline.

Concerning LLJs, the frequency of occurrence of the
combination of wind directions from sea to land and
stable stratification during day should be determined in
more detail, using measurements and simulations, in or-
der to better enable the specification of its statistical
distribution, its vertical and horizontal extent, and thus
the formation mechanism behind. In particular measure-
ments of temperature profiles close to the coast should
be improved to derive stability. While vertical profiles
of wind speed and wind direction can be measured rela-
tively easily with a wind LIDAR, it is so far not possible
to continuously record profiles of temperature, except
for meteorological towers, which are rare.

Finally, the possible impact of climate change on
coastal effects requires more detailed analysis. For ex-
ample, it is not clear what consequences water temper-
ature trends in the North Sea (HZYER and KARAGALI,
2016) will have for the formation and structure of the
IBL. Furthermore, there are indications that the statisti-
cal distribution of both wind speeds and wind directions
will change (STERL etal., 2015). This may have conse-
quences for the frequency of certain coastal effects as
well as their intensity. Additional effects can be expected
due to sea level rise, which was observed to be of the or-
der of 1-2 mm/year in the North Sea since 1800 (WAHL
etal., 2013) and which may accelerate considerably in
the decades to come (HOwARD etal., 2019). In the long
run rising water levels will have an impact on the Wad-
den Sea areas in the German Bight with consequences
for the thermodynamic properties of the land/sea tran-
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sition zone. Further consequences can be expected for
the ocean wave dynamics and the associated roughness
properties of the sea surface. A big uncertainty exists
with regard to the resulting morphodynamic processes,
e.g. whether the Wadden Sea areas will grow in the ver-
tical due to adjusting sediment transport processes.

5 Conclusions and Outlook

An overview was given of the existing knowledge con-
cerning coastal effects, which are relevant for the off-
shore wind energy sector. The discussion used the Ger-
man Bight as an example, where a growing number of
wind farms is installed in relative proximity to the coast.
The presented material is of relevance also for other
coastal regions (e.g. USA or Japan), where wind farms
are placed even closer to the coast (up to 10 km). It was
explained that coastal effects are important in all phases
of an OWF’s life time and that a large number of atmo-
spheric and oceanic mechanisms have to be considered.
One effect of particular interest is the expected wind
speed increase with growing distance from the land in
situations of offshore wind directions. It was illustrated
that a large number of offshore wind turbines is located
in areas with significant horizontal wind speed gradients
associated with the coastal effect. With the growing size
of wind farms, it can be expected that wind speed varia-
tions within single wind farms caused by these gradi-
ents will become more pronounced. A second impor-
tant process discussed in more detail is the low-level
jet. This phenomenon can lead to very high wind speeds
and strong vertical shear in the rotor area and is usually
connected to situations with high stability of the bound-
ary layer. This process is an example where the advec-
tion of the land boundary layer (e.g., the stable nocturnal
boundary layer) towards the sea plays an important role.
A second example where this is often the case are atmo-
spheric boundary rolls, which typically form over land
in unstable conditions before they are shifted over wa-
ter. LLJs are however not limited to situations with off-
shore wind directions and can be triggered by different
mechanisms.

A number of scientific challenges were identified that
deserve more attention in the future. The most important
topics discussed are the following:

e turbulence dynamics in the internal boundary layer
is impacted by horizontal variations of vertical heat
fluxes in the land/sea transition zone and these should
be considered more carefully, in particular in cases
with strong spatial variability of sea surface temper-
atures;

* heat flux variations due to drying and flooding in
Wadden Sea areas are not well understood and not
well captured by models so far;

* heat flux variations due to water depth variations with
quicker cooling and heating of shallow areas should
be considered more carefully;
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* sea surface roughness variations due to different
stages of sea state development are usually not taken
into account in numerical models;

* interaction of coastal effects with OWF wakes is
not well understood so far, in particular there are
open questions with regard to the impact of coastal
gradients on wake lengths;

* information on land roughness variations needed as
input for numerical models is still sparse, in particu-
lar concerning roughness variations due to changing
land use or tidal flats;

* more work is required to better understand the inter-
action of coastal effects with synoptic weather phe-
nomena, e.g., the passage of cold fronts introduces
additional complexity;

* coastal effects in the assessment of offshore wind
farm energy performance (AEP) using engineering/
industrial models have not been studied in detail so
far and model validation using, for example, SCADA
data would be very valuable for the wind community
as well;

* nearshore measurements are very scarce and, due to
the inhomogeneities of the coast, it would be very
crucial to have a better combination of in-situ mea-
surements and remote systems, not only to better un-
derstand coastal flow but also to validate flow mod-
els.

Some of the above challenges have to do with lack of
basic process understanding, while others are related
to still insufficient spatial resolution of the respective
numerical models and forcing data. There are addi-
tional very relevant questions, like the impact of climate
change on coastal effects, which are beyond the scope of
this paper and require more attention in the future.

Available modelling and observation tools were pre-
sented and the synergy potential was discussed for dif-
ferent research and operational applications. It was em-
phasized that the large spectrum of spatial and tempo-
ral scales of coastal effects require the combination of
different techniques. On the modelling side, mesoscale
models can cover the entire relevant coastal area, but re-
quire some simplifying assumptions, in particular about
the turbulence dynamics. LES models have a more solid
foundation in first order physical principles, but are so
far limited to relatively small domains due to computa-
tional constraints. On the observation side, in-situ data at
fixed locations usually provide only limited information
on spatial variations, but are still valuable to monitor at-
mospheric and ocean parameters continuously and with
high temporal resolution. On the other side, satellite data
can be used to obtain a snapshot view of a particular
situation with good spatial resolution, but the sampling
frequency is poor and the information usually limited to
the atmospheric conditions close to the sea surface. Air-
borne measurements from manned or unmanned aircraft
have a big potential to deliver a comprehensive 3D pic-
ture of particular situations with both large coverage
and high resolution. Ground or platform based remote
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sensing devices like scanning LIDAR or RADAR cover
smaller areas compared to satellite SAR or aircrafts, but
offer the possibility for continuous wind field monitor-
ing over long periods with a good temporal resolution.
The following recommendations are given for the fur-
ther evolution of different tools and in particular for the
integration of information from observations and models
in the future:

* inverse modelling techniques could be applied to use
observations for the optimisation of uncertain model
parameters;

* measurement strategies could be developed to moni-
tor coastal effects on longer time scales in order to
detect possible trends related to climate change or
changing land use;

* coastal effects could be better represented in indus-
trial models used by offshore wind farm developers
and operators;

* oceanic and atmospheric observations and models
could be better linked to capture important two-way
interaction processes, e.g., impacting vertical heat
fluxes;

* more analysis is required of stochastic and system-
atic errors in different modelling and observation
tools on spatial and temporal scales relevant for
coastal effects;

* observations which are available continuously could
be assimilated into numerical models to optimise
state estimates for routine applications.

Inverse modelling approaches require four main compo-
nents: 1) a numerical model, which is able to replicate
the main characteristics of the observations, 2) some
idea about the origins of the dominating model errors,
3) information about observations errors, and 4) a nu-
merical scheme, which is able to adjust uncertain model
parameters such that the agreement between simulated
and actual measurements is improved.

Many of the above points are not only important in
the context of coastal effects, but in more general terms.
In particular, the analysis of interactions between coastal
effects and OWF wakes will require an integrated ap-
proach based on a variety of tools. With the increasing
size of wind farms this topic will grow in importance and
strategic planning is required. There is some urgency in
this topic because the rapid growth of offshore installa-
tions has led to a situation where free stream conditions
to be used as a reference are increasingly hard to find.
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