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1. Introduction 
The first electron microscope was designed by Ruska and Knoll [Kno1932] in the 

1930s and since then electron microscopy has become an indispensable technique in 

numerous scientific fields. The traditional subdivision of electron microscopy into 

(scanning) transmission electron microscopy ((S)TEM) performed at high electron 

energies and scanning electron microscopy (SEM) performed at lower electron energies, 

is nowadays bridged by implementing a STEM detector below the specimen in a 

conventional scanning electron microscope. This enables STEM at low electron energies, 

which is denoted as low-keV STEM or STEM-in-SEM [Mer2005, Mor2007, Pfa2011, 

Pfa2012, Vol2014, Li2020]. A scanning electron microscope with a STEM detector is a 

very versatile tool that is capable of topography imaging of bulk specimens and the 

investigation of thin, electron-transparent specimens in the STEM mode within one 

instrument. Moreover, the STEM detector is often installed in a dual-beam instrument, 

where thin samples can be prepared from bulk specimens using a focused-ion beam 

(FIB) that can be subsequently analyzed by STEM in the same instrument without 

exposure to ambient conditions. Low electron energies (5 – 30 keV) used in low-keV 

STEM is beneficial for weakly scattering materials, like life-science samples and 

polymers, because the contrast is enhanced due to the improved signal-to-noise ratio in 

the images [Sas2014]. Furthermore, materials susceptible to knock-on damage can be 

studied at these low electron energies without inducing electron-beam damage. 

Another advantage is the availability of different detectors enabling correlative SEM and 

STEM imaging, where the topography and interior of the same specimen region are 

simultaneously imaged and thus provide comprehensive information on the sample 

properties [Sun2018]. In addition to imaging, several analytical techniques are available 

in a conventional scanning electron microscope. Energy-dispersive X-ray spectroscopy 

(EDXS) is the most common technique and provides chemical information on the 

analyzed specimen. Overall, the potential of the imaging capabilities of scanning 

electron microscopes is up to now not developed to their full extent and deserves 

further methodological developments. 

Traditionally, SEM or low-keV STEM images provide only qualitative information on 

the sample morphology, chemical composition, or distribution of different phases. It is 

not straightforward to derive quantitative information because the measured intensity 

is determined by a complex interplay of several different factors, such as imaging 

parameters, detection-system settings, sample thickness, and material properties. More 

recently, the interest in extracting quantitative information from SEM and low-keV 

STEM images has significantly increased, which requires adequate approaches for the 

simulation of SEM and STEM intensities [Vol2010, Wal2018, Xia2018, Gua2020, 

Kim2010, Cid2018, Mül2017]. Image simulations also provide insight into the image-

contrast formation and enable the optimization of imaging conditions. The 

quantification of material contrast is of particular interest because it can provide 

information on the chemical (in)homogeneity of the sample directly from high-angle 

annular dark-field (HAADF-)STEM or backscattered-electron (BSE-) SEM images. Even 
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quantitative chemical analyses can be performed if some pre-knowledge on the material 

system is available.  

Quantification of information from low-keV HAADF-STEM and BSE-SEM images 

requires the comparison of experimental and simulated image intensities performed for 

well-known simulation parameters. Monte Carlo (MC) simulations are well suited and 

often applied to calculate low-keV STEM and BSE intensities and can be utilized for 

quantitative analysis. However, the comparison of measured and simulated image 

intensities is not straightforward. All data must be normalized with respect to a suitable 

reference intensity and the properties of the electron-detection system must be well 

known. Moreover, MC-simulation results strongly depend on the differential scattering 

cross-sections (DSCSs), that describe the interaction between electrons and the sample. 

The use of screened Rutherford DSCSs in MC simulations is convenient because the 

screening parameter in the DSCSs can be utilized as a calibration parameter to achieve 

agreement between measured and simulated data. In previous work, MC simulations 

have been demonstrated to be well suited to quantitatively describe experimental low-

keV HAADF-STEM intensities [Hol2018, Wal2018, Xia2018, Li2020]. However, a 

consistent description for different materials and electron-energy intervals was not 

achieved, which is attributed to inadequately chosen DSCSs. Up to now, no general 

agreement regarding the applicability of different DSCSs or screening radii in Rutherford 

DSCSs for a wide range of materials and electron energies is available in the literature, 

which motivates the study of screening parameters in screened Rutherford DSCSs 

performed in this work.  

BSE-SEM imaging is a valuable technique for materials characterization because it 

provides important information about the mean atomic number of the analyzed 

specimen. The main challenge of quantitative BSE-SEM imaging is to relate the 

measured BSE intensity to the backscattering coefficient 휂 and the (average) atomic 

number 𝑍 to derive chemical information from the BSE-SEM image. Several successful 

attempts of using quantitative BSE-SEM are found in the literature, e.g. [Gua2020, 

Ros1995, Kim2010, Mül2017], where MC simulations were used as an essential addition 

to the measured data to reveal quantitative information from the BSE intensities. 

However, a detailed study addressing measures for precise comparison of the measured 

and simulated data is missing. The measures are analogical to low-keV HAADF STEM, 

where the selection of proper DSCS and the detection-system geometry and properties 

must be determined and considered in the calculations. Moreover, a method for 

normalization of the measured data is needed to enable direct comparison with MC 

simulations. These challenges are addressed in the new quantitative BSE method 

proposed in this work.  

The exploitation of MC simulations for the interpretation and understanding of 

contrast formation in SEM images is essential for FIB-SEM tomography where reliable 

segmentation of different phases in SEM images is required. A challenging task for FIB-

SEM tomography is the 3D reconstruction of porous polymer structures that were 

analyzed in this work because of the weak contrast between the pore and polymer 

phases. It is even more challenging to quantitatively determine the pore-size 
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distribution within these structures because precise SEM-image segmentation is the 

biggest obstacle in deriving trustworthy 3D material properties. Due to the non-zero 

interaction volume of the primary electrons, the measured intensity contains 

information not only from the sample surface (as is desired) but also from the region 

below the sample surface. As a result, a single pixel in the SEM image contains an 

intermediate intensity that cannot be assigned to the pure pore (or material) phase. 

Therefore, a grey-value itself is not sufficient as a segmentation criterium leading to a 

large number of incorrectly classified pixels by the traditional thresholding algorithms 

[Ots1978, Bez1981, Kim2019, Sal2014]. The application of MC simulations to study the 

intensity variation at the pore/material interface enables to derive segmentation criteria 

that could be applied to the segmentation of SEM images using machine-learning 

segmentation algorithms. This motivates the 3D quantitative study of material 

properties of porous polymer structures that were fabricated within the excellence 

cluster 3D Matter Made to Order (3DMM2O) at KIT. 

The three research topics contained in this thesis are all concerned with the 

quantification of image intensity and are organized in three Chapters. Beforehand 

Chapter 2 provides the fundamentals of the experimental techniques, together with the 

physical background of electron-matter interactions, and gives details on MC 

simulations. The first research topic on the quantification of low-keV HAADF-STEM 

image intensities is presented in Chapter 3. It presents a method for the experimental 

determination of screening parameters in screened Rutherford DSCS, which enables the 

agreement between measured and simulated data. The second research topic is covered 

in Chapter 4. It deals with the quantitative analysis of BSE contrast in SEM. In this 

chapter, a method for quantitative BSE analysis is proposed and tested on two 

differently challenging multilayer systems. Chapter 5 is not a purely methodological 

study but addresses the quantification of the pore-size distribution in porous polymers. 

The focus of this chapter is on the reliable segmentation of the pore and polymer phase 

of SEM images in FIB-SEM data stacks by using a machine-learning segmentation 

algorithm and insights from MC simulations on the experimental BSE-SEM images. 

Finally, Chapter 6 summarizes the results of this thesis and provides an outlook. 
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2. Fundamentals   
 Within this chapter, we introduce the basic principles of methods used in this 

thesis. In the first part, the interaction of an electron with a solid material is described, 

including the elastic and inelastic scattering. Further, multiple electron scattering, beam 

broadening, and electron interaction volume are introduced, as these phenomena are 

essential to understand the origin of different signals in scanning electron microscopy 

(SEM) and low-keV scanning transmission electron microscopy (STEM). The latter 

technique is also often referred to as STEM-in-SEM. Section 2.2 describes the 

experimental techniques in more detail. First, the SEM setup is presented together with 

an overview of the individual components. Additionally, the two most common 

detectors in SEM are introduced. Next, the focused ion beam (FIB) technique is 

presented. FIB and SEM are often combined in one FIB/SEM instrument. The advantages 

of FIB/SEM and possible limitations are discussed. Finally, the low-keV STEM and the 

high-angle annular dark-field (HAADF) imaging modes are presented. Section 2.3 covers 

the analytical techniques used within this thesis. Energy-filtered transmission electron 

microscopy (EFTEM) technique is introduced, which was mainly used to determine the 

local sample thickness of a wedge-shaped specimen. The second technique is energy 

dispersive X-ray spectroscopy (EDXS), which yields the chemical composition of the 

specimen. The last section of this chapter deals with Monte-Carlo (MC) simulations that 

are an essential part of quantitative analyses of STEM image intensities. The MC 

simulation principle is introduced and necessary aspects for comparison of MC-

simulated and measured data are discussed.  

2.1. Introduction in electron – material interactions 
The interaction between an electron beam and a sample material is a fundamental 

source of contrast and several different signals that are used for imaging in electron 

microscopy. Based on the electron energy and sample thickness, the electrons can pass 

through the sample without any interaction, undergo only one scattering event, or, most 

likely, undergo multiple scattering events. In general, we can distinguish between two 

scattering processes. Elastic scattering occurs due to the interaction of the impinging 

electron with the atom core of the sample material, where the impinging electron only 

changes its trajectory without losing energy. Contrary, inelastic scattering occurs due to 

the interaction of the impinging electron with electrons of the sample material and 

involves energy transfer from the impinging electron to the target atom. The transferred 

energy is often released via photon/electron emission that can be exploited to 

investigate the studied sample material.   

Elastic/inelastic scattering processes are mathematically described by differential 

electron scattering cross-sections (DSCS). The DSCS 
𝑑𝜎

𝑑𝛺
 describes the probability of an 

electron to be scattered into the differential solid angle 𝑑𝛺 after impinging on an atom 

with its potential 𝑉(𝑟 ). In general, the DSCS is calculated using Eq. 2.1, where 𝑓(휃) is a 

scattering function.  

 
𝑑𝜎

𝑑𝛺
= |𝑓(휃)|2 (2.1) 
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Under the first Born approximation [Lew1956] the scattering function is related to the 

Fourier transform [Bra1999] of the potential 𝑉(𝑟 ), as described in Eq. 2.2. The 𝑚𝑒 

denotes the mass of an electron, �⃗�  and 𝑘′⃗⃗  ⃗ denote the wave vector of the impinging and 

scattered electron, respectively. 

 
𝑓(휃) = −

𝑚𝑒

2𝜋ℏ2
∫𝑒−𝑖(𝑘

′⃗⃗⃗⃗  − �⃗� )𝑟 𝑉(𝑟 ) 𝑑3𝑟  

 
(2.2) 

   

As Eq. 2.1 and Eq. 2.2 reveal, in non-relativistic quantum mechanics the potential of an 

atom defines the DSCS. The validity of Eq. 2.2 is restricted by the first Born 

approximation to high electron energies and low atomic-number materials. 

2.1.1 Elastic electron scattering  
The first elastic DSCS was derived in 1911 by Rutherford [Rut1911] by considering an 

electron with an impact parameter 𝑔 scattering in the Coulomb potential of a positively 

charged atomic core without electron cloud (Figure 2.1a). The DSCSs for carbon and gold 

are plotted in Figure 2.1b (dashed line) and show a divergence for small scattering angles 

휃. The divergence for the small scattering angles can be eliminated by introducing a 

dimensionless screening function 𝛷(𝑟) to the Coulomb potential (Eq. 2.3) [Joy1995]. 

The screening function reduces the Coulomb potential with increasing distance from the 

nucleus and describes the screening of the nucleus by the electron cloud. 

 𝑉(𝑟) = −
𝑍𝑒2

4𝜋휀0𝑟
𝛷(𝑟) (2.3) 

   

 

 

Figure 2.1 Elastic electron scattering. a) Classical model of elastic electron scattering at 
a charged nucleus (with impact parameter 𝑔) scattering at a nucleus in the Coulomb 
potential 𝑉(𝑟). Electrons that hit the area 𝑑𝜎 are scattered through an angle 휃 into a 
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solid angle 𝑑𝛺. b) Logarithmic polar diagram of the screened (full line) and unscreened 
(dashed line) Rutherford differential scattering cross-sections of carbon and gold. Taken 
from [Rei1998]. 

Several expressions for the function 𝛷(𝑟) are available in the literature. In the Bohr 

potential [Boh1948] the screening effect is described through an exponential function, 

resulting in a potential shown in Eq. 2.4. The constant 𝑎 is the screening length. 

 𝑉(𝑟) = −
𝑍𝑒2

4𝜋휀0𝑟
𝑒−𝑟 𝑎⁄  (2.4) 

   

More accurately, the screening effect can be approximated by a series of exponentials 

(Eq. 2.5), where the coefficients 𝑎𝑗 and 𝑏𝑗 are calculated using the Hartree-Fock-Slater 

functions [Cox1967].  

 𝑉(𝑟) = −
𝑍𝑒2

4𝜋휀0𝑟
∑𝑏𝑗𝑒𝑥𝑝(−𝑎𝑗𝑟)

𝑗

 (2.5) 

   

The most common screening function is derived from the Wenzel model with only one 

exponential term (Eq. 2.6), where the parameter 𝑅 is the screening radius (defined by 

Eq. 3.3) [Len1954]. 

 𝑉(𝑟) = −
𝑍𝑒2

4𝜋휀0𝑟
𝑒−𝑟 𝑅⁄  (2.6) 

   

Despite its implemented approximation, the Coulomb potential with the Wenzel 

screening function is widely used in elastic electron-scattering calculations and is also 

used in the following text, particularly in chapter 3. 

 Substituting the Wenzel potential (Eq. 2.6) in Eq. 2.2 and further calculating 
𝑑𝜎

𝑑𝛺
 

according to Eq. 2.1 leads to the screened Rutherford DSCS in Eq. 2.7. 𝐸0 denotes the 

primary electron energy and 휂 is the screening parameter (defined by Eq. 3.2) that is a 

function of 𝐸0 and 𝑍 [Kyr2013]. Consideration of the screening parameter results in a 

finite value of 
𝑑𝜎

𝑑𝛺
 at 휃 = 0 (see Figure 2.1b full line) and leads to more accurate 

calculations, especially for small 휃 [Rei1998]. 

 
𝑑𝜎𝑒𝑙
𝑑𝛺

= (
𝑒𝑍

4𝜋휀0
)
2 1

4𝐸0
2

1

(1 − cos(휃) + 2휂)2
 (2.7) 

   

Another widely used elastic DSCS is the Mott cross-section [Mott1987], which is 

obtained by substituting the screened Coulomb potential (Eq. 2.3) in the relativistic 

Pauli-Dirac equations. Contrary to the screened Rutherford DSCS, the Mott DSCS 

considers relativistic effects, a spin of the electrons and thus is believed to be more 

accurate, particularly for heavy target atoms. However, the suitability of the Mott or the 

screened Rutherford DSCS has to be tested for a particular experiment because 

contradictory findings have been reported in the literature. According to Reimer 

[Rei1998], the difference between the screened Rutherford and Mott DSCS is small for 
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light target atoms and low electron energies (3-30 keV). Contrary, Browning et al. 

[Bro1994] reported that the screened Rutherford DSCS is suitable for low 𝑍 materials at 

high electron energies, whereas the Mott DSCS gives reliable results only at low electron 

energies. Shimizu and Ze-Jun [Shi1992] recommend using screened Rutherford DSCS for 

elements with 𝑍 < 13 and electron energies in the 1-20 keV range. Since the exact form 

of the Mott DSCS can be expressed only as an infinite series of Legendre polynomials, 

no analytical formula can be derived. Using the Mott DSCS in simulations requires the 

determination of the scattering amplitudes numerically or from tabulated values 

[Rei1998].  

2.1.2 Inelastic electron scattering  
In an inelastic scattering process, the kinetic energy of the impinging electron is 

not conserved but is partially transferred to the target atom [Wil2009]. The energy loss 

of the electron is a continuous process due to several processes including bremsstrahlung 

(i.e. electrons are decelerated by the Coulomb force and the energy is released as an X-

ray), generation of SE electrons, and phonon excitations (i.e. collective vibrational 

motion of a lattice of atoms). Moreover, the transferred energy excites electrons in the 

target atom and can be subsequently released in some other form (plasmon, secondary 

electron emission, photon emission,…). The transferred energy has only discrete values, 

which is characteristic for a particular atom, and thus the energy loss 𝑊 is valuable 

analytical information. The most important excitation processes are [Wil2009, Rei1998, 

Ful2008]: 

 The most frequent inelastic excitation is a phonon and molecular oscillation 

excitation. The energy loss 𝑊 in this process is < 1 eV. The consequence of 

phonon and molecular oscillations is heating of the specimen. 

 Plasmons (i.e. collective longitudinal oscillations of the valance or conduction 

band electrons) can be excited by the incident electrons. The transferred energy 

is related to the plasmon frequency 𝜔pl and is in the 5-30 eV range. 

 Inter- and intraband electronic transitions with energy loss 0 < 𝑊 < 50 eV. The 

plasmon excitation and inter/intraband transitions lead to scattering angles 

below 10 mrad. 

 Excitation of inner-shell electrons: In the ionization process, the impinging 

electron transfers some energy to the inner-shell electron, which is excited to a 

vacant level at higher energies, or it can be released into a vacuum. 

Subsequently, the created vacancy can be filled by an electron from a higher 

energy level. The energy difference between both energy levels is released by the 

emission of an X-ray photon. The X-ray energy is characteristic for the particular 

atom and can be used for qualitative and quantitative chemical composition 

analysis. This technique is denoted as energy-dispersive X-ray spectroscopy (EDXS) 

which is introduced later in section 2.3.2).  

In analogy to elastic scattering, inelastic scattering can be mathematically described 

by a DSCS 
𝑑𝜎𝑖𝑛𝑒𝑙

𝑑𝛺
. The inelastic DSCS of inner-shell ionization [Rei1998] is shown in Eq. 2.8, 
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where 𝐽 is the mean ionization potential,  𝐸0 is the primary electron energy, 휃0 is the 

characteristic angle and 𝜆 is the wavelength.  

 𝑑𝜎𝑖𝑛𝑒𝑙
𝑑𝛺

=
4𝑒2𝑍

(4𝜋휀0)2𝑚𝑒
2𝑣4

1 − (
1

1 + (휃2 + 휃𝐸
2)/휃0

2)
2

(휃2 + 휃𝐸
2)2

, 휃𝐸 =
𝐽

4𝐸0
, 휃0 =

𝜆

2𝜋𝑅
 

(2.8) 

   

To reduce inelastic scattering (and radiolysis damage), high electron energies are 

preferred. Moreover, inelastic interactions (apart from phonon scattering) typically 

scatter electrons into small angles compared to elastic scattering [Wil2009]. Considering 

the probability of scattering through large angles 휃 > 10 °, the contribution of the 

inelastic DSCS can be included in the elastic DSCS by replacing the factor 𝑍2 in Eq. 2.7 

with 𝑍(𝑍 + 1) [Rei1998]. In the MC simulations performed within this work, the inelastic 

electron scattering was considered in the 𝑍(𝑍 + 1) form. 

 Considering elastic and inelastic scattering the total cross-section is given by 

integration of the elastic and inelastic DSCS over the scattering angle range as shown in 

Eq. 2.9. 

 𝜎 = 𝜎𝑒𝑙 + 𝜎𝑖𝑛𝑒𝑙 = 2𝜋∫ (
𝑑𝜎𝑒𝑙
𝑑𝛺

+
𝑑𝜎𝑖𝑛𝑒𝑙
𝑑𝛺

)

𝜋

0

sin(휃) 𝑑휃 (2.9) 

   

2.1.3 Multiple electron scattering  
In electron-microscopic analyses of real samples, the primary electrons usually 

experience several scattering events. Therefore, the mathematical description of single 

scattering discussed in sections 2.1.1 and 2.1.2 has to be adapted. The approach 

outlined in the following neglects the effects of Bragg diffraction, which is adequate for 

amorphous materials or kinematical imaging conditions, where Bragg reflections are 

only weakly excited. In this case, the number of scattering events 𝑝 depends on the local 

sample thickness 𝑡 and on the mean-free-path length 𝛬 according to 𝑝 = 𝑡 𝛬⁄ . 𝛬 

describes the distance that an electron travels between scattering events and is 

expressed by 𝛬 = 1 (𝑁𝜎)⁄ , where 𝑁 denotes the number of atoms per unit volume. 

Calculated values of 𝛬 are listed elsewhere [Rei1998] and are in the nm range. For 

example, the mean-free-path length of a 30 keV electron beam in C and Au is 14 and 3.8 

nm, respectively. As a consequence, even for very thin samples (thickness of 100 nm), 

multiple electron scattering theories have to be employed. 

The angular intensity distribution of scattered electrons into the solid angle 𝑑𝛺 

after one scattering event can be described using the normalized single-scattering 

function 𝑆1(휃) = (1 𝜎)⁄ 𝑑𝜎 𝑑𝛺⁄  by 

 𝐼1(휃)𝑑𝛺 = 𝐼0𝑁𝜎𝑡 (
1

𝜎

𝑑𝜎

𝑑𝛺
)𝑑𝛺 = 𝐼0

𝑡

𝛬
𝑆1(휃)𝑑𝛺 (2.10) 

   

where 𝐼0 denotes the intensity of the primary electrons. Expanding Eq. 2.10 to consider 

two scattering events means replacing the function 𝑆1 with function 𝑆2(휃) = 𝑆1(휃) ⊗
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𝑆1(휃), where 𝑆2(휃) is given by self-convolution of the function 𝑆1(휃). Considering 𝑝 

scattering events, the 𝑚-fold scattering function 𝑆𝑚(휃) is given by the 𝑚-fold self 

convolution of 𝑆1(휃). Using the function 𝑆𝑚(휃), the angular intensity distribution of 𝑝-

times scattered electrons is given by Eq. 2.11. 

 𝐼(휃)𝑑𝛺 = 𝐼0𝑑𝛺 ∑
𝑝𝑚

𝑚!
𝑒−𝑝𝑆𝑚(휃)

∞

𝑚=0

 (2.11) 

   

Eq. 2.11 is exact only with two approximations that are considered for the multiple 

electron scattering [Rei1998]. First, the energy loss is negligible and 𝑑𝜎 𝑑𝛺⁄  does not 

change with scattering at different sample depths. Second, the decrease of the mean-

free path length of the scattered electrons can be neglected. To calculate Eq. 2.11 

analytically, Goudsmit and Saunderson [Gou1940] expanded the function 𝑆1(휃) into a 

series of Legendre polynomials. Rewriting Eq. 2.11 using the series of the Legendre 

polynomials 𝑃𝑛(cos 휃) leads to the final expression (Eq. 2.12) for the angular intensity 

distribution after multiple electron scattering, normalized to the primary electron 

intensity. The integration variable 𝑠 denotes the path length inside the sample. 

 

1

𝐼0
𝐼(휃)𝑑𝛺 =

𝑑𝛺

4𝜋
∑(2𝑛

∞

𝑛=0

+ 1)exp [−𝑁∫{∫
𝑑𝜎

𝑑𝛺
[1

𝜋

0

𝑠

0

− 𝑃𝑛(cos 휃)]2𝜋 sin 휃 𝑑휃}𝑑𝑠] 𝑃𝑛(cos 휃) 

(2.12) 

   

Even with today’s computation power, solving Eq. 2.12 is very challenging and 

requires several approximations [Neg2005]. For this reason, the scattered intensities are 

often calculated based on other approaches (Monte Carlo simulations, electron 

transport equation, semi-empirical equations assuming Gaussian angular distribution,…) 

[Rei1998]. 

2.1.4 Beam broadening 
 Due to the multiple scattering of the primary electrons, the diameter of the 

electron beam broadens as the electrons propagate through the sample. Particularly for 

low electron energies and large specimen thicknesses the lateral resolution strongly 

degrades and beam broadening has to be considered in image interpretation [Dre2017]. 

 A simple model of beam broadening developed by Goldstein et al. [Gol1977] is 

schematically shown in Figure 2.2. In this model, the scattering of the electron beam is 

assumed to take place in the middle of the sample at thickness 𝑡/2. The effective 

scattering angle 휃 then defines the beam broadening 𝑏. Based on this model a 

mathematical formula (Eq. 2.13) for the beam broadening was derived. The variable 𝑍 

is the average atomic number of the sample with thickness 𝑡 in cm units, 𝜌 is mass 

density in g/cm3, 𝐴 is average atomic weight in g/mol and 𝐸0 is the primary electron 

energy in keV. 



20 
 

 𝑏 = 625
𝑍

𝐸0
√
𝜌

𝐴
𝑡
3
2⁄ , (cm) (2.13) 

   

               

Figure 2.2 Scheme of beam broadening. In the scattering model of Goldstein et al. 
[Gol1977], the electrons are assumed to be scattered only once in the middle of the 
sample. The resulting beam broadening 𝑏 is then given by the effective scattering angle 
휃. 

 Even though the Goldstein et al. model is very simple, according to other studies 

[Koh2008, Mic1987] the 𝑡3 2⁄  dependence of the beam broadening is confirmed. 

Recently, a more elaborated model of beam broadening was established [Gau2016], 

introducing a Hurst exponent that takes into account different scattering regimes 

depending on the sample thickness. An experimental study by Hugenschmidt et al. 

[Hug2019] confirmed the suitability of this model and revealed a 𝑡1.75 dependence of 

the beam broadening on the sample thickness in STEM measurements for sample 

materials in 10 < 𝑍 < 32 range, sample thicknesses up to 900 nm, and electron 

energies between 15 and 30 keV.  

 Another possibility of calculating beam broadening is from the trajectory image 

obtained from Monte Carlo simulations [Kys1976].  

2.1.5 Electron-specimen interactions  
In SEM, the impinging electron beam interacts with the sample material and 

produces numerous additional signals. In the case of thin electron-transparent samples 

(Figure 2.3a), a fraction of the primary electrons remain unscattered and are 

transmitted through the specimen without being deflected. The transmitted electrons 

(TE) can undergo elastic (Section 2.1.1) or inelastic (Section 2.1.2) scattering events and 

are deflected from the unscattered electron beam. Electrons that leave the sample via 

the upper surface, are by definition separated mainly into two categories. Electrons with 

a kinetic energy of less than 50 eV are denoted as secondary electrons (SE) and electrons 

with an energy ≥ 50 eV are denoted as backscattered electrons (BSE). Besides electrons, 

X-rays can be also emitted as a result of electron-sample interaction. All produced 

signals are a valuable source of information about the analyzed sample and can be 

collected with various detection systems.  
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Figure 2.3 Electron beam – sample interactions. a) Scheme of electron-sample 
interactions in SEM with possible emitted signals. b) Scheme of interaction volumes of 
the SEs in dark blue, BSEs in light blue, and X-rays in purple. The electron range 𝑃 is 
shown in black. 

In the case of bulk samples (Figure 2.3b), it is important to consider the 

interaction volumes of the different signals. SEs can only be emitted from regions close 

to the sample surface (medium blue regions in Figure 2.3b) due to their low energy. As 

a result, the SEs are used for topography imaging with high spatial resolution. However, 

the spatial resolution of the SEs is not given by the small diameter of the primary 

electron beam because BSEs can generate SEs on their way back through the specimen 

surface and thus can deteriorate the spatial resolution. The information volume of the 

BSEs (light blue regions in Figure 2.3b) is generally much larger than the information 

volume of the SEs, resulting in worse spatial resolution. The primary electrons penetrate 

even deeper into the sample and, based on inelastic interactions, lose their energy until 

they are absorbed. Most of the energy lost by the electrons is converted to phonons and 

heat the sample. Concurrently, X-rays with characteristic energies of the sample 

material can be emitted. The information volume of the X-rays is represented by the 

purple region in Figure 2.3b. The total range of the electrons 𝑃 is given by Eq. 2.14 

[Kan1972] and depends on the primary electron energy 𝐸0 and material parameters, 

i.e., material density 𝜌, (average) atomic weight 𝐴, and (average) atomic number 𝑍. The 

validity of Eq. 2.14 was experimentally verified for SEM electron energies [Kur2007]. In 

literature [Rei1998] several expressions for the electron range exist depending on their 

definition. For SEM samples 𝑃 is usually in the range 10 nm – 10 μm. According to Reimer 

[Rei1998], the escape depth of BSEs is in the order of half of the range 𝑃.  

 

 𝑃 = 27.6
𝐴𝐸0 

1.67

𝜌𝑍0.89
, (nm) (2.14) 
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The generation of BSEs is described by the backscattering coefficient 휁, which 

gives the number of BSEs per single primary electron. 휁 is given by Eq. 2.15 [Rei1998], 

where 𝑍 is the atomic number and 𝜑 is the incident angle of the electron with respect 

to the surface normal. 

 휁 = (1 + cos𝜑)
−9

√𝑍 (2.15) 

   

We note that Eq. 2.15 was derived from fitting experimental data, does not apply to low 

electron energies (below approximately 5 keV) and other approaches exist for 

calculating 휁 [Rei1998]. However, Eq. 2.15 nicely visualizes the dependence of 휁 on 𝑍, 

which is the prerequisite for material contrast for samples with flat-polished surfaces.  

Eq. 2.15 does not describe the dependence of 휁 as a function of 𝐸0, which is 

shown for several materials in Figure 2.4a. We see that 휁 is almost constant for all 

materials for 𝐸0 > 5 keV. The value of the 휁 increases with increasing 𝑍 for 𝐸0 ≥ 5 keV. 

This is well visible in Figure 2.4b, where the 𝑍 dependence of 휁 is shown for several 

primary electron energies. For 5 and 20 keV, the curves monotonically increase with Z. 

This yields material contrast, where an increasing BSE intensity can be attributed to 

phases with increasing (average) atomic number. However, this is not true for 𝐸0 <

5 keV because 휁 for low-𝑍 materials increases and goes through a maximum with 

increasing atomic number. This introduces an ambiguity for the assignment of 휁 to one 

particular Z value. The 휁 dependence on 𝑍 at low electron energy range (0.4 – 5 keV) for 

materials ranging from Be to Au expressed in an analytical formula was obtained by 

Cazaux  [Caz2012]. 

 

Figure 2.4 Backscattering coefficient 𝜻. a) Backscattering coefficient 휁 as a function of 
electron energy. b) Measured backscattering coefficient 휁 as a function of atomic 
number 𝑍 for different electron energies in range 0.5 – 5 keV. Taken from [Rei1998] 

 The emission of SE is described by SE yield 𝛿 that gives the number of SEs per 

primary electron. 𝛿 strongly depends on the primary electron energy 𝐸0, on the exit 

depth for SEs 𝑡SE and on the incident angle of the primary electrons 𝜑. Because of these 

strong dependencies, SEs are mainly used for topography imaging. A simplified 



23 
 

expression for 𝛿 is shown in Eq. 2.16 [Rei1998], where 𝐽 denotes the mean ionization 

energy. 

 𝛿 ∝ 𝐸0
−1 ln (

𝐸0
𝐽
)

1

cos𝜑
∫ 𝑒𝑥𝑝 (−

𝑧

𝑡SE
) 𝑑𝑧

∞

0

 (2.16) 

   

 

2.2 Experimental techniques 
 In this section, we briefly introduce the experimental techniques used in this 

thesis. Section 2.2.1 describes the working principle of the scanning electron microscope 

(SEM) and describes the two most common detection systems. Section 2.2.2 introduces 

the focused ion beam (FIB) and its combination with the SEM instrument. The FIB/SEM 

instrument was used in all experimental chapters of this thesis. Section 2.2.3 discusses 

the low-keV scanning transmission electron microscopy (STEM) that could be performed 

in the FIB/SEM instrument. Low-keV STEM is further discussed in more detail in Chapter 

3. 

2.2.1 Scanning electron microscopy 
Scanning electron microscopy (SEM) is a technique that is widely used to image 

and analyze near-surface properties of bulk samples at the nanoscale. In a scanning 

electron microscope (see scheme in Figure 2.5a), the electrons are produced at the top 

of the column and accelerated towards the specimen. The electron beam is focused to 

a small diameter in the order of 1 nm or even below on the sample surface by a 

combination of lenses and apertures. The beam position on the sample surface is 

controlled by scan coils, which are used to scan over the sample surface. The beam 

position in the raster-scan pattern is combined with the intensity of the detected signal 

to produce an SEM image [Rei1998]. Depending on the detected signal (Section 2.1.5), 

different information on the specimen is retrieved. The best possible spatial resolution 

in SEM depends on the diameter of the electron beam, which is determined by the 

electron energy and the electron-optical system of the instrument [Ham2018]. 

However, in most cases, the resolution is limited by the interaction volume, as already 

discussed above. Modern scanning electron microscopes can achieve a spatial 

resolution better than 1 nm in the SE-imaging mode [Kaz2004]. 



24 
 

 

Figure 2.5 Scanning electron microscope. a) Scheme of the scanning electron 
microscope (SEM). b) Scheme of a semiconductor BSE detector, where BSEs reaching 
the silicon detector with implemented p/n junction create electron-hole pairs that lead 
to a formation of charge collection current. This current leads to a detected BSE signal.  

For electron detection, two types of detectors are usually used. The first type 

uses a scintillator-photomultiplier combination and is referred to as Everhart-Thornley 

detector (ETD) [Eve1960]. This type of detector is located in the SEM chamber and is 

usually used for the collection of SE electrons. The SEs are collected by a biased grid and 

accelerated towards the scintillator. Within the scintillator, the detected electrons 

generate light quanta that are further guided to a photomultiplier [Sch1992]. In the 

photomultiplier, the light quantum creates a photoelectron that is further multiplied by 

successive acceleration to a series of dynodes, where on each dynode 2-10 secondary 

electrons are generated [Rei1998]. In this way, a signal from the detected electron is 

multiplied. The Everhart-Thornley detector shows low noise and is therefore widely 

used for SE detection. In modern SEM the specimen is often immersed into a magnetic 

field of the objective lens, which hinders the SE detection with the ETD. For this case 

detectors inside the objective lens or inside of the column are used for electron 

detection. Especially for SEs, in-lens detectors are convenient because they collect 

mostly SEs generated by direct interaction with the incident beam and thus carry the 

highest spatial resolution information. The BSEs are often detected using the second 

type of detector, i.e., a semiconductor detector (see scheme in Figure 2.5b). The BSE 

detector is positioned below the pole piece of the objective lens directly above the 

specimen. BSEs first penetrate through the thin Au electrical contact (serving also as a 

protection layer) and are inelastically scattered within the semiconductor material. The 

inelastic interaction results in the generation of electron-hole pairs. For silicon, the 

average energy that is necessary to create such an electron-hole pair is 𝐸�̅� = 3.6 eV. The 

mean number of electron-hole pairs �̅� created by an electron with energy 𝐸0 is �̅� =

𝐸0 𝐸�̅�⁄ . The p-n junction in the detector acts as an internal field and separates electrons 

and holes before recombination, which leads to an external charge collection current. 

The current is fed into an amplifier to generate a signal with corresponding intensity at 

the image position that is synchronized with the position of the electron beam 

[Gol1992]. A semiconductor detector is sensitive to both the number and energy of 

detected electrons. Semiconductor detectors detect only BSEs because SEs are 
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adsorbed in the Au-protection layer due to their low kinetic energy and, hence, cannot 

be detected by the detector. Likewise, BSEs lose part of their energy while penetrating 

through the protection layer. For quantitative BSE analysis, this effect must be 

considered in MC simulations.  

2.2.2 Focused-ion-beam/scanning-electron microscopy 
 The combination of a scanning electron microscope with a focused-ion beam 

(FIB) column is denoted as a combined FIB/SEM instrument. The FIB column generates 

Ga+ ions and focuses them on the specimen surface. The scanned Ga+ beam (FIB) can be 

used for imaging (in analogy to SEM) because the interaction of an ion beam with the 

specimen results in the generation of SEs, secondary ions and neutral atoms [Ham2018]. 

More importantly, ions carry a larger momentum compared to electrons, and can easier 

remove material from the specimen surface. Utilizing this, FIB is used for sputtering, 

milling, etching, or micromachining of materials. The FIB can be also equipped with gas 

injectors to introduce precursor gases in the vicinity of the sample surface. The gas 

molecules are split by the ion beam and materials such as Pt, C, or W are deposited on 

the surface during ion-beam-assisted deposition. Alternatively, etching processes can be 

induced [Ham2018]. FIB-based material deposition and material removal can be 

controlled with a nanometre precision resulting in milled/deposited features as small as 

10-15 nm [Gia1999]. An advantage of FIB, compared to SEM, is the possibility to 

characterize nonconducting materials by neutralizing the accumulated positive charge 

on the sample surface by a source of low-energy electrons [Rey2001].   

 A FIB/SEM instrument is especially convenient because specimens can be 

prepared with FIB and subsequently analyzed by SEM. Moreover, combined FIB/SEM 

instruments enable FIB/SEM tomography, where FIB milling is alternated with SEM 

imaging of a region of interest and in this manner, an SEM image data stack is obtained. 

Segmenting the images of the data stack regarding different phases enables then 3D 

visualization of the analyzed volume and calculation of 3D material properties 

[Utk2012]. The FIB/SEM method is described in more detail in Chapter 4. In Chapter 3 

and Chapter 5, FIB was used to prepare wedge-shaped specimens from bulk materials 

to enable low-energy STEM analysis. The preparation of wedge-shaped specimens 

follows the FIB preparation of conventional lamellae for TEM analysis [Giu2020]. After 

milling a lamella and lift-out of the lamella from the bulk material, it is attached to a 

prefabricated TEM grid. The lamella is then milled on one side in a wedge-shaped 

manner. The drawback of FIB preparation is ion implantation and possible 

amorphization of the crystalline structure close to the sample surface. Both ion 

implantation and amorphization can be reduced by milling with low ion energies, low 

ion currents, and grazing incidence of the ion beam. According to a recent study 

[Kel2013, Raj2002], the amorphization damage in crystalline Si by a Ga+ FIB with 30, 5 

and 2 keV ions is 22, 7, and 3 nm, respectively. Using instead Xe+ ions instead of Ga+ 

dramatically reduces the amorphization damage to 13, 4, and 2 nm for 30, 5, and 2 keV, 

respectively [Kel2013]. More details on FIB-based sample preparation are given in 

section 3.3.2. 
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2.2.3 Low-energy scanning transmission electron microscopy 
 Low-energy scanning transmission electron microscopy (low-keV STEM) is a 

technique that is gaining importance for imaging and analysis of soft and beam-sensitive 

materials. The advantages of using lower electron energies were illustrated for TEM in 

the work of Kaiser et al. [Kai2014]. Unlike in high-energy (S)TEM, where energies 

between 80-300 keV are used, low-keV STEM uses electron energies of 30 keV and 

below. At these smaller energies, knock-on-damage is reduced. Furthermore, the 

contrast is enhanced due to the improved signal-to-noise ratio [Sas2014]. The practical 

advantages of low-keV STEM apply in particular to weakly scattering materials including 

polymers, 2D materials, biological samples, etc. [Bel2014, Dru2014, Pfa2011, Sun2018]. 

Conveniently, low-keV STEM is possible in a scanning electron microscope if it is 

equipped with a STEM detector position below the sample. The working principle of low-

keV STEM is schematically shown in Figure 2.6a. A focused electron beam scans an 

electron-transparent sample. The transmitted electrons are detected with a STEM 

detector that is positioned below the sample. There is no image-forming lens system in 

low-keV STEM, as compared to TEM. A STEM detector is usually subdivided into three 

segments. The bright-field (BF) segment is positioned on the optical axis and collects the 

unscattered or only weakly scattered electrons. The annular dark-field (ADF) segment is 

positioned concentrically around the BF segment. It collects electrons with intermediate 

scattering angles. Transmitted electrons scattered into large angles are detected by the 

high-angle annular dark-field (HAADF) segment of the STEM detector. The 

semiconductor STEM detector implemented in the Helios G4 FX microscope is 

schematically shown in Figure 2.6b. The ADF segment of this particular detector is 

further subdivided into three segments (DF1, DF2, and DF3).  

 

Figure 2.6 Low-keV STEM in a scanning electron microscope. a) Scheme of low-keV 
STEM setup: A focused electron beam scans an electron-transparent specimen. The 
transmitted electrons are detected with a STEM detector positioned below the 
specimen. b) Scheme of the STEM-detector design in the Helios G4 FX microscope.   
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 The HAADF segment is widely used for the detection of the transmitted electrons 

because only incoherently scattered electrons into large scattering angles are collected. 

The coherent interferences of the electron waves do not contribute to the image 

formation in this case. The HAADF signal is therefore intuitively interpretable. Large-

angle scattering is related to electron interaction with the nuclei of the target atoms 

[Pen1988]. The HAADF-STEM intensity strongly depends on the (average) atomic 

number Z of the sample material and is therefore often called Z-contrast imaging. 

However, several other parameters such as material density, (average) atomic weight, 

local sample thickness, etc. determine the HAADF-STEM intensity. Therefore, the 

contrast in HAADF-STEM images has to be interpreted with care.  

 The resolution of low-keV STEM is determined by the diameter of the primary 

electron beam, denoted as spot size, and the electron interaction volume. For very thin 

electron-transparent samples, the electron interaction volume is small, and spatial 

resolution in HAADF-STEM is mainly limited by the spot size that is given by the spherical 

aberration of the objective lens [Vys2017]. However, the spatial resolution of modern 

low-keV STEM instruments in the BF-imaging mode is ≈ 0.3 nm at 30 keV electron 

energy. This resolution exceeds the spot size as a result of coherent interference of the 

electron waves, which allows to resolve lattice planes in some materials (carbon 

nanotubes 0.34 nm, silicon 0.31, tungsten disulphide 0.27 nm, etc.) [Sun2016, Vys2017]. 

The drawbacks of using low-energy electrons are mainly increased contamination and 

increased ionization-radiation damage in materials with low electrical conductivity 

[Ege2004]. Ionization damage arises from inelastic scattering of the incident electrons 

and can be reduced by cooling the specimen to low temperatures [Ege2012]. Mitigation 

of the sample contamination is possible by special treatments (heating, plasma cleaning, 

…) before the low-keV STEM analysis [Ege2019].  

2.3 Analytical techniques 
 Among the analytical techniques, energy-filtered transmission electron 

microscopy (EFTEM) was utilized to characterize the FIB-prepared wedge-shaped 

specimen. The chemical composition of the sample materials was verified by energy-

dispersive X-ray spectroscopy (EDXS). This was particularly important for the 

determination of the Os content in the OsO4-stained PETA structures (Chapter 4). 

2.3.1 Energy-filtered transmission electron microscopy (EFTEM) 
 EFTEM is a technique that is used in transmission electron microscopy (TEM), 

where only transmitted electrons of particular kinetic energy contribute to the image 

formation. In EFTEM images, chemical information is present and can be used to locate 

specific elements in the sample. When a thin specimen is illuminated by a high-energy 

electron beam, most electrons are not at all or only elastically scattered and only part 

of the electrons undergo inelastic scattering. The latter results in a change of 

momentum and energy loss, which in the case of inner-shell ionisation is characteristic 

of the element in the sample. By placing a magnetic prism on the optical axis below the 

sample, the trajectory of the transmitted electrons is changed depending on their 

energy. An adjustable slit placed in front of the detector allows only electrons with a 
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certain range of energies to form an energy-filtered image [Wil2009]. The working 

principle of EFTEM is schematically shown in Figure 2.7. With EFTEM, it is possible to 

visualize also light elements in the sample [Ver2004]. Therefore, it is popular in the 

analysis of soft materials and biological samples, although beam damage needs to be 

considered [Rhi2011]. 

 

 

Figure 2.7 Energy-filtered transmission electron microscopy (EFTEM). Simplified 
scheme of the EFTEM setup, where the electron beam passes through a thin specimen, 
while some electrons are inelastically scattered. The magnetic prism changes the 
electron path depending on its energy. The adjustable slit admits only electrons within 
a certain range of energies to form the image on the detector. 

 In this thesis, EFTEM was mainly used to characterize wedge-shaped specimens 

prepared by FIB milling. EFTEM can be also utilized to reveal the local specimen thickness 

[Aro2007, Lea1984]. In this approach, an unfiltered image is acquired, and subsequently 

another image of the same sample region is taken, where only the zero-loss electrons 

contribute to image intensity. With knowledge of the mean-free path for plasmon 

scattering of the analyzed material, the local sample thickness can be calculated. This 

approach is discussed in more detail in Section 3.3.3.  

2.3.2 Energy-dispersive X-ray spectroscopy (EDXS) 
 EDXS is an analytical technique used for the qualitative and quantitative chemical 

analysis of the studied material. The EDXS technique relies on a fact that each element 

has a unique electronic structure and therefore a unique set of peaks in the X-ray 

emission spectrum [Rus1984]. In SEM, a variety of signals arise from the interaction 
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between electron beam and sample. Among others, X-rays are generated (Figure 2.8). 

Inelastic interaction between beam electrons and inner-shell electrons can lead to the 

excitation of inner-shell electrons while leaving a hole in the inner shell. Subsequently, 

an electron from an outer shell fills the vacancy. As the electron moves from the outer 

(higher-energy state) to the inner (lower-energy state) shell of the atom, the energy 

difference is released in form of an X-ray. This characteristic X-ray is specific for a 

particular element and transition within an atom.  

 

Figure 2.8. Energy dispersive X-Ray spectroscopy (EDXS). Scheme of characteristic X-
ray generation used for EDXS. First, the incident electron excites an inner-shell electron. 
Subsequently, this position is filled by another electron from a higher-energy shell. As a 
result, an X-ray photon is emitted with an energy corresponding to the energy difference 
between the two shells. 

 The emitted X-rays are detected by a detector, which measures the number of 

X-rays over the chosen energy interval and interprets it using software (for Bruker 

Quantax 400 EDXS system in the Helios G4 FX microscope the XFlash 6T detector was 

used). In this manner, the chemical composition of the sample can be qualitatively and 

quantitatively analyzed. EDXS is widely used for its ease of application and rapid 

qualitative insight into chemical composition. The drawback of this technique is its low 

precision, especially when trying to quantify low-Z materials [Shi2002].  

2.4. Monte-Carlo (MC) simulations 
MC simulations are a class of computational algorithms that rely on repeated 

random sampling to obtain numerical results. MC simulations are widely used in 

electron microscopy to calculate electron-material interactions [Mül2017, Mur1971, 

Kuh1999, Tia2018]. A correct interpretation of images and spectra in electron 

microscopy is not simple because the interaction of an electron beam with a solid is 

highly complex. Before losing its energy or escaping from the sample, each primary 

electron may undergo hundreds of separate scattering events, which can be elastic or 

inelastic with a variety of different inelastic scattering processes. The MC technique aims 

to describe the trajectory, which each primary electron takes through the solid specimen 

[Joy1991]. Even though a simulated trajectory does not represent the trajectory of a 
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‘’real’’ electron, simulated predictions based on a large number of trajectories can 

accurately describe experimental data. The MC simulation process is schematically 

illustrated in Figure 2.9a. Each electron position 𝑟 𝑛+1 is calculated from the previous 

electron position 𝑟 𝑛 according to Eq. 2.17.  

 𝑟 𝑛+1 = 𝑟 𝑛 + 𝑠𝑛+1 sin 휃𝑛 cos 𝜒𝑛 (2.17) 
   

The values for the free path length (distance between two scattering processes) 𝑠𝑛 and 

the azimuthal angle 𝜒 are derived using a random number 𝑄 in an interval (0,1) 

according to Eq. 2.18 and Eq. 2.19, respectively. 𝛬 denotes the mean-free path length 

of the electron. 

 𝑠 = −𝛬𝑙𝑛(1 − 𝑄) (2.18) 
   

 휃 = 2𝜋𝑄 (2.19) 
   

The scattering-angle probability of an electron being scattered in the interval 휃, 휃 + 𝑑휃 

is given by Eq. 2.20 using the differential scattering cross-section 𝑑𝜎 𝑑𝛺⁄  [Rei1998]. The 

selection of the scattering cross-section has a major impact on the result of MC 

simulations. 

 𝑝(휃)𝑑휃 =
𝑑𝜎

𝑑𝛺
2𝜋 sin 휃 𝑑휃 (2.20) 

   

In MC simulations, each electron is traced until it leaves the sample as a transmitted 

electron, backscattered electron, or completely loses its energy and is absorbed within 

the specimen. A result of MC calculations of 30 keV electrons interacting with a 700 nm 

thick Si film is shown in Figure 2.9b. The electron trajectories within the Si film are shown 

in blue. Trajectories above the sample represent the BSEs, whereas the red trajectories 

below the sample represent the transmitted electrons.   
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Figure 2.9 Monte-Carlo simulations. a) Scheme of a sequence of single scattering events 
in MC simulations, wherein each step all coordinates are recalculated using random 
number (adopted from [Rei1998]) b) A trajectory image as a result of MC simulations of 
30 keV electrons interacting with a 700 nm thick Si film. The blue trajectories represent 
the electron path within the sample. Red trajectories mark backscattered and 
transmitted electrons.  

 The energy loss in MC simulations is assumed to be continuous, rather than a 

result of discrete inelastic events [Joy1989]. This assumption dramatically simplifies the 

calculation because the exact details of each inelastic scattering event do not have to be 

considered. For MC simulations at low electron energies, the continuous slowing down 

approximation by Joy and Luo [Joy1989] is widely used. It semi-empirically modifies the 

Bethe stopping power [Bet1930] by introducing an energy dependence to the mean 

ionization potential 𝐽 in Eq. 2.21, where 𝑠 denotes the path length along the electron 

trajectory in Å, ρ is material density in 𝑔 𝑐𝑚3⁄ , 𝐴 is the (average) atomic weight, and 𝑍 

the (average) atomic number of the target material.  

 
𝑑𝐸0
𝑑𝑠

= −785
𝜌𝑍

𝐴𝐸0
ln [

1.166𝐸0
𝐽(𝐸0)

] eV Å⁄  
 

(2.21) 

    

The result of the MC simulations yields the angular and energy distribution of 

the electrons leaving the sample. To calculate, for example, the transmitted STEM 

intensity, all transmitted electrons into the angular range of the STEM detector are 

summed up. Normalizing the summed-up number of electrons with respect to the 

number of incident electrons and consideration of the detector characteristics enable 

the comparison of the simulations with the measured STEM intensity. Considering a 

semiconductor STEM detector, the measured intensity does not only depend on the 

number of electrons but also on their energy 𝐸𝑖. The detected charge collection current 
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𝐼𝑐𝑐 of the silicon STEM detector is given by Eq. 2.22 [Rei1998], where 𝐼𝑝 denotes the 

incident electron current, 휀𝑐 describes the charge collection efficiency and 𝐸�̅� is the mean 

energy for electron-hole pair excitation (𝐸�̅� = 3.6 eV in case of silicon). Moreover, the 

휁𝑐  takes into account the loss of electron-hole pair generation by electron 

backscattering.  

 𝐼𝑐𝑐 = 𝐼𝑝(1 − 휁𝑐) (
𝐸𝑖 − 𝐸𝑡ℎ

𝐸�̅�
) 휀𝑐 (2.22) 

 

The threshold energy 𝐸𝑡ℎ denotes the minimum electron energy that can be detected 

by the STEM detector and needs to be taken into account for the simulated STEM 

intensity. The threshold energy of the STEM detector is influenced by the metal 

protection layer (see Figure 2.5b), which leads to an estimated value for 𝐸𝑡ℎ of 500 eV. 

Electrons with lower energies are partially adsorbed in the protection layer and 

contribute to the calculated STEM intensity with linearly decreasing detection efficiency. 

Normalizing Eq. 2.22 to the collection current of the incident electrons (𝐼𝑐𝑐 𝐼𝑐𝑐0⁄ ) 

simplifies Eq. 2.22 and yields Eq. 2.23, which is used to calculate the STEM and BSE 

intensities. The 𝑛0 denotes the number of incident electrons with energy 𝐸0. The STEM 

(or BSE) intensity is given by the number of transmitted (or backscattered) electrons 𝑛𝑖  

with energy 𝐸𝑖. 

 

 
𝐼𝑐𝑐
𝐼𝑐𝑐0

=
∑ 𝑛𝑖(𝐸𝑖 − 𝐸𝑡ℎ)𝑖

𝑛0(𝐸0 − 𝐸𝑡ℎ)
 (2.23) 
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3. Screened Rutherford differential electron 

scattering cross-sections at low electron energies 
This chapter describes the calibration of the Monte Carlo (MC) simulations for 

calculations of high-angle annular dark-field scanning transmission electron microscopy 

intensities (HAADF STEM) at low electron energies (10-30 keV). The MC simulations are 

calibrated by means of the screening parameter in the screened Rutherford differential 

scattering cross-section (DSCS). Section 3.1 explains the necessity to readjust the MC 

simulations and gives motivation to this work. In section 3.2 the screened Rutherford 

DSCS is introduced. Moreover, equations for different screening parameters are shown 

and described. Section 3.4 presents the experimental procedures that were used to 

derive measured HAADF STEM intensity –thickness curves (𝐼HAADF(𝑡) curves). First of 

all, wedge shaped specimens were prepared from bulk materials. Secondly, the wedge 

specimens were characterized and measured in HAADF STEM mode. Lastly, the measure 

𝐼HAADF(𝑡) curves were extracted from the HAADF STEM images and compared to MC 

simulations using different screening parameters, as shown in Section 3.5 for all 9 

studied materials (PTB7, DLC, MgO, Si, SrTiO3, ZnO, Ge, Pd, and W). In section 3.6 the 

screening radius in the MC simulations was treated as a fit parameter in order to obtain 

the best possible agreement between the measured and simulated data.  Moreover, a 

new expression for the screening radius was derived. In Section 3.7 the 𝑍 dependence 

of the HAADF STEM intensity is calculated. Section 3.8 validates the applicability of the 

newly derived screening radius expression for a larger detection angle range at different 

electron microscope. Finally, Section 3.9 summarizes Chapter 3. 

3.1. Introduction 
Quantitative evaluation of electron microscopy images requires the comparison of 

measured and simulated data. Image simulations are therefore a valuable addition to 

the experimental images enabling a deeper understanding of image formation as a 

function of imaging and material parameters. Monte Carlo (MC) simulations are well 

established for this purpose under experimental conditions, where Bragg contrast is 

absent (amorphous materials, crystalline materials under kinematic imaging conditions, 

and for large sample thickness). Under these conditions, MC simulations are frequently 

used in electron microscopy and provide insight into electron scattering. In the MC 

simulations, the electrons are traced by a sequence of single scattering events. Each 

scattering event is described by a differential scattering cross-section (DSCS). Calibration 

of the DSCS to particular experimental conditions is essential for reliable simulations of 

the measured data. 

High-energy electrons (80 – 300 keV) propagating through a thin specimen 

experience only one or few scattering event(s). For such a case several simulations 

models are well established and yield reliable results [Rei1984, Gen1976, Del2013]. In 

the case of scanning transmission electron microscopy (STEM) at low electron energy 

(≤ 30 keV) multiple electron scattering occurs. For low energy STEM, MC simulations are 

predominantly used to simulate HAADF STEM intensities. In this chapter, we calibrate 

the screened Rutherford DSCS by comparison of measured and simulated HAADF STEM 



34 
 

intensities at low electron energies. The calibration parameter in the MC simulations is 

the screening parameter that needs to be calibrated to the particular experimental 

conditions. 

Low energy STEM has gained increasing interest in the more recent past because 

high contrast and good signal-to-noise ratio are obtained especially for weakly scattering 

materials. Moreover, knock-on damage can be avoided [Kai2011, Bel2014]. At electron 

energies ≤ 30 keV the mean free path length is in the 1 – 20 nm range [Rei1998]. As a 

consequence, single-electron scattering is not valid anymore and even for sample 

thicknesses of a few 10 nm, multiple electron scattering has to be considered [Xu1989]. 

In MC simulations multiple electron scattering is modeled as a sequence of single 

scattering events defined by the scattering cross-section. Up to now, there is no general 

scattering cross-section that would yield reliable MC results for any arbitrary sample 

material, electron energy, or detection-angle range [Dil1974, Jac1973, Mic2003].   

MC simulations are well suited for the calculation of low-keV STEM intensities and 

can be, hence, utilized for the quantification of low-keV STEM images. However, only a 

few examples are found in the literature, which deal with the quantification of STEM 

images at low electron energies. For example, Volkenandt et al. [Vol2010] used low-keV 

STEM and MC simulations to quantify the In concentration of InGaAs quantum wells. 

Holm [Hol2018] compared measured and simulated STEM intensities as a function of 

the collection angle in annular dark-field STEM images. Walker et al. [Wal2018] 

compared measured and simulated STEM intensity for 100 nm Si and Au film as a 

function of the detector offset. Xiao et al. [Xia2018] used MC simulations to enable 

quantitative low-keV STEM in a liquid cell. Morandi and Merli [Mor2007] studied 

quantitatively the contrast of GaAs/AlAs multilayer in low-keV STEM. For quantification 

of image information, e.g. chemical composition, the local sample thickness is a decisive 

parameter. A method for sample-thickness determination based on comparison of MC 

simulations with measured low-keV STEM intensities has been previously established in 

our group [Vol2014, Pfa2011]. Moreover, MC simulations are essential in low-keV STEM 

images for the assignment of material contrast for materials with only slightly different 

scattering properties, e.g., P3HT:PCBM-based absorber layers of organic solar cells 

[Pfa2012, Li2020]. 

The examples listed above show the necessity for a reliable model of electron 

scattering in MC simulations at electron energies at 30 keV and below. Considerable 

deviations between experimental and MC-simulated STEM intensities were observed in 

some cases (e.g. for Si at 15 keV [Vol2014], polymers PTB7 and PCBM at 30 keV [Li2020]) 

and the origin of these deviations are not clear up to now. To investigate the origin of 

these discrepancies, this work is concerned with the comparison of different DSCSs and 

the importance of the screening parameter in DSCSs in the MC simulations. To get access 

to DSCSs we have acquired low-keV HAADF STEM images to obtain high-angle annular 

dark-field intensities 𝐼HAADF from materials with well-known composition using 

specimens with a known thickness profile. In addition, by comparison of experimental 

and simulated 𝐼HAADF the effect of different screening parameters on the 𝑍 dependence 

of 𝐼HAADF is evaluated.  
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3.2 Screening parameter 
 The selection of DCSC is decisive for reliable results of MC simulations. DSCSs can 

be subdivided into two groups. The first group is based on the Rutherford formula and 

the first Born approximation [Kyr2013]. The second group of DSCSs is Mott cross-

sections [Mot1987], which are derived from partial wave calculations and are thus more 

precise. The inconvenience of the numerical form of the Mott DSCSs led to several 

attempts to represent the Mott DSCSs as a semi-analytical function [Kyr2013, Bro1994, 

Czy1990, Fit1985, Rei1998], usually based on the screened Rutherford model. Kyriakou 

et al. [Kyr2013] and Fitting and Reihardt [Fit1985] derived DSCSs that are particularly 

suitable for low electron energies by introducing an energy-dependent screening radius 

for the Thomas-Fermi screening parameter in the screened Rutherford DSCS. The latter 

DSCS is known as NISTelaFit because it was obtained by fitting to calculated NIST data 

of the Mott DSCS [Jab2004]. Currently, the NISTelaFit is considered to be the state-of-

the-art elastic DSCS for low-electron energy scattering with a precision better than ± 3% 

[Kyr2013].  

 𝑑𝜎

𝑑𝛺
= (

𝑒𝑍

4𝜋휀0
)
2 1

4𝐸0
2

1

(1 − cos(휃) + 2휂)2
 

(3.1) 

   

 휂 =
ħ2

8𝑚𝑒𝐸0𝑒𝑅2
= 𝑐𝑜𝑛𝑠𝑡

𝑍2 3⁄

𝐸0
 (3.2) 

 

The screening parameter (Eq. 3.2) in the screened Rutherford DSCS (Eq. 3.1) is 

given by the reduced Planck constant ħ, electron mass 𝑚𝑒, electron energy 𝐸0, electron 

charge 𝑒, and screening radius 𝑅. The screening radius is a function of the average 

atomic number of the sample material 𝑍 and is usually described by Eq. 3.3, where 𝑎0 

denotes the Bohr radius and 𝜏 is the low-keV correction factor.  

 𝑅 =
0.885𝑎0𝑍

−1 3⁄

𝜏
 (3.3) 

   

The physical meaning of the screening radius expresses the effect of the electron cloud 

of an atom on the scattering process of a charged particle and it decreases the 

electrostatic potential with increasing distance from the nucleus [Eve1955]. 

 Substituting 𝑅 in Eq. 3.2 by Eq. 3.3 reveals the dependence of 휂 on 𝑍 and 𝐸0, 

multiplied by a constant value. Several expressions for 휂 exist in the literature. The basic 

screening parameters differ only by a constant which depends on the choice of the low-

keV correction factor 𝜏. Setting 𝜏 = 1 yields the Thomas-Fermi screening parameter 

with 𝑐𝑜𝑛𝑠𝑡 = 4.34 J [Kyr2013] 

 휂TF = 4.34
𝑍2 3⁄

𝐸0
 

 

(3.4) 
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For 𝜏 = 0.885 the Bishop screening parameter [Joy1995] with 𝑐𝑜𝑛𝑠𝑡 = 3.4 J is obtained 

(Eq. 3.4). A slightly higher prefactor 𝑐𝑜𝑛𝑠𝑡 = 5.44 J is given by 𝜏 = 1.12, which 

corresponds to the Nigam [Nig1959] screening parameter. Eq. 3.5 gives the more 

advanced Moliere screening parameter [Mol1947] that was obtained from the Thomas-

Fermi screening parameter by introducing an additional Z-dependent term representing 

the deviation from the 1. Born approximation. Because Moliere’s screening parameter 

was derived by exploiting the small-angle approximation, its use is restricted to electron 

energies above about 0.1 𝑍4 3⁄  keV. The parameter 𝛾 in Eq. 3.5 denotes the fine 

structure constant (1/137) and 𝛽 = 𝑣 𝑐⁄ , where 𝑣 is the electron velocity and 𝑐 is the 

speed of light. 

 
휂𝑀 = 

𝑍2 3⁄

4
(

𝛾

0.885
)
2 1 − 𝛽2

𝛽2
[1.13 + 3.76 (

𝛾𝑍

𝛽
)
2

] 

 

(3.5) 

 Seltzer [Sel1991] modified Moliere’s screening parameter to achieve better 

results at low electron energies for high-Z materials by adding the term 𝜏 = 𝐸0 𝑚𝑒𝑐
2⁄ . 

The screening parameter suggested by Seltzer has a form of Eq. 3.6. 

 휂𝑆 = 
𝑍2 3⁄

4
(

𝛾

0.885
)
2 1 − 𝛽2

𝛽2
[1.13 + 3.76 (

𝛾𝑍

𝛽
)
2

(
𝜏

𝜏 + 1
)
1 2⁄

] 

 

(3.6) 

The screening parameter obtained by Fitting and Reinhardt [Fit1984] (Eq. 3.7) 

introduces an energy dependence to the Thomas-Fermi screening parameter in order to 

better describe scattering at lower electron energies (𝐸 > 0.1 keV). In Eq. 3.7 𝑞0 

represents the wave vector of the incident electron and 𝐸 the electron energy in eV. 𝐸𝜏 

denotes a screening energy parameter, which is unique for each material. Values of 𝐸𝜏 

for some materials can be found in [Fit1984]. 

 휂Fitt =
1

4

ħ2

𝑞0
2 [
0.9 + exp (−

𝐸
𝐸𝜏
)

𝑎0𝑍−1 3⁄ 0.885
]

2

= 휂TF [0.9 + exp (−
𝐸

𝐸𝜏
)]
2

 

 

(3.7) 

The NISTelaFit screening parameter [Kyr2013] given by Eq. 3.8 is believed to be 

the state-of-the-art screening parameter for low electron energies with an applicability 

range of 50 eV – 30 keV. For energies 𝐸 > 1 keV, 휂TF (Eq. 3.4) is used, whereas for 𝐸 ≤

1 keV an additional energy-dependent term in 휂TF is included.  

 
휂NIST =

{
 
 

 
       휂TF,                                                                          𝐸 > 1 keV

       휂TF [1 + exp(−
𝐸 (eV)

200
− 2.15)]

2

,                𝐸 ≤ 1 keV

 

 

(3.8) 

 All screening parameters listed above were implemented in the MC simulations 

and tested to fit the measured 𝐼HAADF.  
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3.3 Experimental procedures 
 The experimental procedures comprise three steps. In the first step, a wedge-

shaped specimen is milled from a bulk material with well-known chemical composition 

and material density 𝜌 (cf. section 3.3.1). The wedge-shaped specimens allow to 

determine the local specimen thickness with high accuracy, which can be correlated 

with the local STEM intensity. Despite careful FIB milling, the prepared wedges are not 

ideally sharp but rounded at the wedge edge. In the following, the minimal thickness at 

the wedge edge is denoted as the wedge offset. In the second step, the prepared wedges 

were characterised. The wedge angle and wedge offset were determined from the top 

view SEM image. Additionally, the wedge thickness profile was measured by the energy-

filtered transmission electron microscopy (EFTEM). In the third step, the 𝐼HAADF is 

measured as a function of the local sample thickness and compared with the MC-

simulated data. 

3.3.1 Microscopes  
 The STEM measurements and sample preparation were performed in Helios G4 

FX dual-beam instrument (Thermo Fisher Scientific, USA). This instrument is equipped 

with a field-emission gun and a focused Ga+-ion beam system. In addition to the bulk 

stage, the Helios G4 FX is equipped with a compustage with a double-tilt sample holder 

for electron-transparent specimens that enable precise control of the orientation of 

crystalline materials. A semiconductor detector (STEM detector) positioned 40 mm 

below the pole piece detects the electrons that are transmitted through the specimen. 

The STEM detector is subdivided into 5 segments where the outermost is the HAADF 

segment. The detection-angle range of the HAADF segment depends on the working 

distance (WD) between the objective pole piece and the specimen. For WD = 4 mm, as 

used in all measurements, the detection-angle range of the HAADF segment is 65 – 

272 mrad. Furthermore, the Helios G4 FX is equipped with an e-FlashHR CCD camera 

(Bruker, Germany) implemented in a Bruker OPTIMUSTM camera head enabling the 

acquisition of on-axis transmission electron diffraction (TED) patterns. TED patterns 

reveal information about the crystal orientation and crystal structure of the sample. The 

Helios instrument was also used for the two-beam measurements. Firstly, precise two-

beam sample orientation was obtained using the double-tilt sample holder and checked 

with the TED pattern. Secondly, the dark field image under the two-beam condition was 

acquired.  

 The energy-filtered transmission electron microscopy (EFTEM) measurements 

were performed on a Titan3 80-300 (Thermo Fisher Scientific, USA) transmission 

electron microscope operated at 300 keV and equipped with a Gatan Tridiem 655 HR 

imaging filter. Measured thickness maps were obtained using a log-ratio routine 

implemented in the software suite Gatan DigitalMicrograph (version 1.85.1535). 

3.3.2 Preparation of wedge samples 
 Wedge-shaped samples were prepared from 9 different materials with well-

known compositions. The chosen materials cover a large range of atomic numbers 𝑍. 

Low-𝑍 materials comprise of PTB7 (C41H53FO4S4), diamond-like amorphous carbon (DLC), 
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MgO, and Si. Among intermediate-𝑍 materials comprise SrTiO3, ZnO, Ge, and Pd. 

Tungsten (W) was chosen as a representative of the high-𝑍 materials. Among those 

materials, PTB7 and DLC have a disordered/amorphous atomic structure. Material 

densities 𝜌 and (average) atomic numbers are compiled in Table 3.1. The average atomic 

numbers of compounds were calculated according to Eq. 3.9, where 𝑐𝑖 and 𝑍𝑖  are 

concentrations in at.% and the atomic number of the particular element in the 

compound. The power 𝑎 = 2 is related to the Rutherford model where 𝑍 has a quadratic 

dependence.  

 
�̅� = √∑𝑐𝑖𝑍𝑖

𝑎

𝑖

𝑎
 

 

(3.9) 

Table 3.1 Sample materials and wedge sample properties. The top-view wedge angles 
and offsets were estimated by SEM from top-view secondary-electrons SEM images. The 
EFTEM wedge offset was determined by EFTEM. 

Material Average 
atomic 

number Z 

Density ρ 
(g/cm3) 

Top-view 
wedge 
angle 

Top-view 
wedge 
offset 
(nm) 

Thickness 
contours 
wedge 
angle 

EFTEM 
wedge 
offset 
(nm) 

PTB7 5.3 1.12 20°±0.5° 30±10 - 35±10 

DLC 6 1.9 25°±0.5° 12±5 - 15±4 

MgO 10.2 3.58 24.8°±0.5° 10±5 - - 

Si 14 2.33 29.7±0.5° 22±10 28.2°±1.3° 35±5 

SrTiO3 20.6 5.11 24.7°±0.5° 20±10 23.7°±0.2° 35±10 

ZnO 21.95 5.6 24.9°±0.5° 35±10 - 23±8 

Ge 32 5.3 29.7°±0.5° 20±10 29.1°±0.4° 23±4 

Pd 46 11.99 24.2°±0.5° 24±10 - 30±10 

W 74 19.25 25°±0.5° 20±10 - 50±20 
 

 The FIB-milling procedure of wedge preparation was the same for all materials. 

First, a Pt-protection layer was deposited to protect the material from damage by the 

Ga+ ions. Second, a lamella with a thickness of about 1.5 μm was prepared. Lamella 

preparation is a common procedure and details can be found elsewhere [May2007]. The 

prepared lamella was further thinned in a wedge-like shape with a wedge angle 𝛼. The 

milling parameters have to be chosen carefully in order to prepare a smooth and sharp 

wedge edge. The best results were obtained for a 5 keV and 63 pA ion beam for final 

polishing.  

Even though the final wedge polishing was performed with rather low-energy 

ions, implantation of Ga ions into the milled material is unavoidable [Bas2011]. To 

estimate Ga+-ion implantation, simulations were performed using the stopping and 

range of ions in matter (SRIM) formalism [Zie2010] to determine the penetration depth 

of 5 keV Ga+ ions into polymer PTB7. In order to investigate the worst case, the PTB7 

material was chosen because the Ga+-ion implantation is more pronounced for light 

materials. The average penetration depth at a grazing angle of 1° was found to be only 
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a few nm. The influence of Ga+ implantation on the HAADF-STEM intensity 

measurements is most severe at the thin wedge edge. Considering a wedge-edge 

thickness of 20 nm and a Ga+-implantation concentration into PTB7 of 7 %, the error in 

HAADF-STEM intensity is only 5 %. For larger sample thicknesses, the influence of the 

Ga+ implantation is even lower. Already at 100 nm, the error for sample-thickness 

determination is reduced to 1.3 %, and it further decreases with even larger sample 

thicknesses. As a consequence, Ga+ implantation was not considered in the evaluation 

of the HAADF-STEM intensities. 

3.3.3 Wedge characterization 
After wedge preparation, the wedge angle and the wedge offset were 

characterised to enable precise determination of the local wedge thickness. Especially 

for materials with high 𝑍 and 𝜌, the local thickness at the wedge tip has to be known 

with high accuracy. Moreover, the surface of the polished wedge has to be verified to 

be as smooth as possible.  

The wedge properties can be determined by the acquisition of top-view 

secondary electron (SE)-SEM images. Figure 3.1 shows as an example SE-SEM images of 

the SrTiO3 wedge. The wedge angle can be measured from the top-view SE-SEM image 

in Figure 3.1a. Enlarging the image in the region of the wedge edge, the wedge offset 

can be obtained. The wedge angle for the shown SrTiO3 wedge is 𝛼 = 24.7° ± 0.5° and 

the wedge offset is 𝑡0 = 20 ± 10 nm. The determined wedge angles and wedge offsets 

from the top-view SE-SEM image of all prepared wedges are summarized in Table 3.1. 

This simple characterisation method has one disadvantage. In the top-view SE-SEM 

image the Pt protection layer is imaged and not the wedge of the material to be analysed 

below. Due to different sputtering properties of the Pt layer and the material below, the 

wedge angle and wedge offset of the material below could differ from the values 

determined from the Pt layer. The smoothness of the milled surfaces can be checked by 

tilting the wedge in both directions with respect to the top-view position. Figure 3.1b 

and c show SE-SEM images of the SrTiO3 wedge tilted to -8° and +17° and reveal smooth 

wedge surfaces. The error for the wedge-angle determination was estimated to be 

± 0.5°. The uncertainty of the wedge offset is related to the shape of the wedge tip and 

was estimated between ± 5 nm and ± 10 nm. The uncertainties of the wedge angles 

and wedge offsets represent the ability to deduce the correct values of the wedge angles 

and wedge offsets from the top view SE SEM image. The relatively large uncertainty of 

the wedge offset comprises also possible small effects of Ga+ implantation during FIB 

milling.  
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Figure 3.1 Top-view SEM image wedge characterization. a) 5 keV SE-SEM top-view 
image of the FIB-prepared SrTiO3 wedge, enabling the determination of wedge angle 
and wedge offset. Adapted from a publication [Čal2019]. The smoothness of the milled 
surfaces is verified by 5 keV SE-SEM images acquired at b) -8° and c) +17° tilt with respect 
to the top-view orientation. 

 Another technique for sample-thickness and wedge-angle determination is the 

acquisition of STEM images acquired under two-beam conditions, where only one 

reflection together with the zero-order beam is strongly excited while other Bragg 

reflections show only weak intensities. In such a case, the bright-field or dark-field STEM 

intensity oscillates as a function of the specimen thickness. Local intensity minima 

appear in dark-field STEM images for thicknesses 𝑡𝑛 given by Eq. 3.10 where 𝑛 is an 

integer number and 휁𝑔 is the extinction length for the Bragg reflection excited in a two-

beam condition. The extinction length for particular Bragg reflection is given by Eq. 3.11, 

where 𝜆 is the electron beam wavelength, 𝑉𝑒 is the volume of the unit cell, 휃𝐵  denotes 

the Bragg angle for the particular Bragg reflection, and 𝐹𝑠,𝑔 denotes the structure factor 

of the unit cell for the particular Bragg reflection 𝑔. 

 
𝑡𝑛 = 𝑛 휁𝑔 

 
(3.10) 

 
휁𝑔 =

𝜋𝑉𝑒 cos 휃𝐵
𝜆𝐹𝑠,𝑔

 

 

(3.11) 
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The position of the intensity minima can be used to determine the local thickness 

by the following procedure. First, the wedge has to be tilted into a two-beam condition. 

Figure 3.2a shows a diffraction pattern of the SrTiO3 wedge with the (200) Bragg 

reflection and zero-order beam strongly excited while other Bragg reflections show only 

weak intensities. Second, a DF-STEM image is taken that shows thickness contours at 

the thin wedge region (Figure 3.2b). An intensity-line profile along the red dashed line 

in Figure 3.2b was extracted, where the thickness increases from right to left. By 

converting the spatial coordinate 𝑥 into a local wedge thickness 𝑡 according to 𝑡 =

𝑥 tan (𝛼), an oscillating intensity-thickness line profile (Figure 3.2c) is obtained. The 

wedge-thickness change between intensity minima in the intensity profile is constant 

and 25.4 nm for SrTiO3. The wedge angle 𝛼 was treated as a parameter and was modified 

until the spacing of the intensity minima was 25.4 nm. Using the thickness-contour 

method, the wedge angle of the SrTiO3 wedge was determined to be 𝛼 = 23.7° ± 0.2°. 

The wedge offset can be also deduced from the curve in Figure 3.2c. For the SrTiO3 

wedge, the offset based on the thickness-contour method is 𝑡0 = 12 ± 10 nm. The 

drawback of this method is that it is only applicable to crystalline materials. It is also less 

accurate due to the effect of a non-zero excitation error on the extinction distance.  
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Figure 3.2 Wedge characterisation using thickness contours. a) Diffraction pattern of a 
SrTiO3 wedge tilted into a (200) two-beam condition. b) Two-beam dark-field STEM 
image of the SrTiO3 wedge edge where thickness contours are visible. c) Intensity line 
profile along the red-dashed line in b) as a function of the sample thickness. The vertical 
dashed lines indicate the position of the intensity minima. Fitting the minima in the 
thickness-contour curve to the vertical lines enable the determination of the wedge 
angle. 
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Figure 3.3 Energy-filtered transmission electron microscopy (EFTEM) measurement. a) 
Electron energy loss spectra of the transmitted electrons. The unfiltered image in the 
blue frame was acquired using all transmitted electrons. Only the electrons in the zero-
loss peak of the spectrum were selected for the elastic image in the red frame. b) 
Thickness map obtained by EFTEM at 300 keV from the SrTiO3 wedge based on the 
elastic and unfiltered images in a). The red arrow indicates the direction of the thickness-
line profile that is shown in Figure 3.4. 

 Alternatively, the wedge offset can be determined from a thickness map 

obtained by energy-filtered transmission electron microscopy (EFTEM). The thickness 

map can be deduced from the log-ratio routine in the software suite Gatan 

DigitalMicrograph (version 1.85.1535). In this routine, an unfiltered and a zero-loss 

filtered image from the same sample region are acquired. Figure 3.3a shows an electron 

energy loss spectrum (EELS) of the transmitted electrons, where the first peak is the 

zero-loss peak. Using EFTEM the electrons in the zero-loss peak can be filtered and only 

the zero-loss electrons (the red-highlighted region in the EELS) contribute to the image 

formation. By considering the logarithm of the intensity ratio between unfiltered 𝐼𝑡 and 

zero-loss 𝐼𝑍𝐿 images according to Eq. 3.12, a relative thickness map is obtained.  

 
𝑡 = 𝜆𝑝ln (

𝐼𝑡
𝐼𝑍𝐿
) 

 

(3.12) 

A thickness map corresponding to the unfiltered and zero-loss images of the SrTiO3 

wedge in Figure 3.3a is shown in Figure 3.3b. Each pixel in the thickness map contains 

the information on the local wedge thickness in units of the mean free path for plasmon 

scattering 𝜆𝑝. For wedge-shaped specimen 𝜆𝑝 can be obtained from geometry 

considerations according to Eq. 3.13, where 𝛼 is the wedge angle and 𝑓 is the fitted slope 

of the wedge.  

Figure 3.4 shows the thickness profile of the SrTiO3 wedge as a function of the distance 

𝑥 that was extracted along the red dashed line in the thickness map in Figure 3.3b. By 

fitting the thickness profile with a linear function (black curve in Figure 3.4) the slope 

 
𝜆𝑝 =

tan (𝛼)

𝑓
 

 

(3.13) 
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𝑓 = 0.004556 is determined. Considering the wedge angle 𝛼 = 24.7° obtained by the 

top-view image yields 𝜆𝑝 = 100.9 ± 1.2 nm at 300 keV for the SrTiO3 wedge. Calibrating 

the thickness map with 𝜆𝑝 rescales the 𝑦 axis in Figure 3.4. The smoothness of the wedge 

surfaces can be also assessed from the thickness profile. The wedge profile shown in 

Figure 3.4 reveals only light surface roughness. The wedge beginning is indicated by the 

steep increase of the thickness profile and is not ideally sharp, rather rounded with an 

offset value of 𝑡0
′ = 35 ± 10 nm. The EFTEM results for the wedge offsets of other 

wedge-shaped specimens are summarized in Table 3.1. 

 

Figure 3.4 EFTEM SrTiO3-thickness profile. The thickness profile of the SrTiO3 wedge as 
a function of the spatial coordinate x is shown in red. The linear fit (black curve) is 
necessary for the determination of the mean free path for plasmon scattering 𝜆𝑝 that is 

used to rescale the 𝑦 axis of the plot. With knowledge of the wedge angle and 𝜆𝑝, the 

wedge offset can be evaluated. Adapted from a publication [Čal2019]. 

Among the wedge characterisation methods presented above, the wedge angle 

and wedge offset results determined from the top-view SE-SEM image (cf. Table 3.1) are 

considered to be the most reliable and will be used in further evaluations. The EFTEM 

measurements of crystalline materials are affected by diffraction contrast. The thickness 

contours of two-beam STEM images are strongly dependent on the accuracy with which 

the two-beam condition can be set up. However, for amorphous materials (DLC and 

PTB7), the determined wedge offsets determined from the top-view SEM image and 

EFTEM agree well. 

3.3.4 Measurement of 𝐼HAADF-thickness line profiles 
𝐼HAADF-thickness line profiles are measured on the prepared wedge samples in 

HAADF-STEM mode. Figure 3.5a shows a 30 keV HAADF-STEM cross-section image of 

the SrTiO3 wedge where the black region represents vacuum. The dark layer in the upper 

part of the image is the Pt-protection layer. Below is the studied SrTiO3 wedge, where 
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the wedge thickness increases from left to right. The HAADF-STEM intensity was 

extracted by an intensity-line scan averaged over a width of 20 pixels along the red 

dashed line in Figure 3.5a. The line-scan distance 𝑥 from the wedge edge can be 

converted to the local wedge thickness 𝑡 according to 𝑡 = 𝑡0 + 𝑥 tan (𝛼) where 𝑡0 and 

𝛼 are the previously determined wedge offset and wedge angle (cf. Table 3.1). The 

obtained measured 𝐼HAADF-thickness dependence is shown in Figure 3.5b. In general, 

the 𝐼HAADF-thickness profiles first increase as expected with increasing sample 

thickness. A maximum is then reached before 𝐼HAADF decreases for larger wedge 

thicknesses. The origin of the 𝐼HAADF reduction is electron scattering in very large angles 

beyond the scattering-angle range of the HAADF segment of the STEM detector. The 

sample thickness at the 𝐼HAADF maximum depends strongly depends on the material 

properties and primary electron energy. The error of the measured data originates from 

the errors of the wedge angle and thickness-offset (Table 3.1) and is further carried 

through the data evaluation calculations. 

 

Figure 3.5 HAADF-STEM intensity as a function of sample thickness. a) 30 keV HAADF-

STEM image of the SrTiO3 wedge, where the thickness of the wedge increases from left 

to right. b) HAADF-STEM intensity-line profile as a function of the local wedge thickness 

taken along the red dashed line in a). Adapted from a publication [Čal2019].  

 To enable the comparison of the measured 𝐼HAADF(𝑡) with simulations, 

normalization of the measured 𝐼HAADF data is necessary. Moreover, special attention 

has to be paid to the contrast and brightness settings for the correct quantification of 

the measured 𝐼HAADF. The contrast/brightness settings have to be adjusted to detect 

the full range of the HAADF intensity, whereas over- and undersaturation of the STEM 

detector must be strictly avoided. The contrast/brightness settings have to be kept 

constant during the measurements. Normalization of the HAADF-STEM intensity with 

respect to the primary electron beam is carried out according to Eq. 3.14 

where 𝐼𝑚 is the measured HAADF-STEM intensity, 𝐼𝑏 is a reference black intensity, and 

𝐼𝑤 is a reference white intensity. 𝐼𝑤 and 𝐼𝑏 are obtained from a reference image where 

the STEM detector is directly illuminated by the primary beam without a sample. The 

 
𝐼HAADF =

𝐼𝑚 − 𝐼𝑏
𝐼𝑤𝑐𝑔 − 𝐼𝑏

 

 

(3.14) 
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reference image has to be acquired before every 𝐼HAADF(𝑡) measurement with 

unchanged imaging conditions. A reference image corresponding to the HAADF-STEM 

image in Figure 3.5a is shown in Figure 3.6. 𝐼𝑏 is determined by averaging intensity 

values of the pixels in the inactive area of the STEM detector appearing dark (pixels 

circumscribed by the white dashed line). In analogy, 𝐼𝑤 is determined from the active 

regions of the STEM detector (here HAADF segment) that are exemplarily marked by 

black dashed squares. We note that only a small fraction of the HAADF segment is visible 

in Figure 3.6 because the field of view is limited by the pole piece and apertures. 

Figure 3.6 also shows that parts of the HAADF segment of the STEM detector are 

covered by bars and inactive narrow line-like regions occur between the active regions. 

For this reason 𝐼𝑤 has to be corrected by a geometrical correction factor 𝑐𝑔. For our 

system 𝑐𝑔 is 0.84 because 8.5 % of the HAADF segment are completely blocked by bars 

and 7.5% are inactive due to the line-like regions. All measured HAADF-STEM intensities 

were normalized using Eq. 3.14. 

 

Figure 3.6 Reference image obtained by directly scanning a part of the STEM detector. 
A reference image is obtained by direct illumination of the STEM detector. The bright 
region corresponds to a small section of the activated HAADF segment of the STEM 
detector, from which 𝐼𝑤 is obtained. The black value 𝐼𝑏 is determined from the inactive 
regions (the region in the white dashed line). About 8.5% of the HAADF STEM detector 
is shielded by bars and 7.5% of the HAADF-STEM segment is inactive. Adapted from a 
publication [Čal2019]. 

3.3.5 Influence of sample orientation on the HAADF-STEM 

intensity 
The HAADF-STEM intensity of crystalline materials depends on the sample 

orientation. However, MC simulations do not take into account crystal structures and, 

hence, Bragg-diffraction effects cannot be taken into account. Nevertheless, MC 

simulations can be used to simulate the STEM intensity of crystalline materials under 

incoherent imaging conditions (i.e. in the absence of Bragg reflections contributing to 

the image intensity). To examine the influence of sample orientation on the HAADF-

STEM intensity, we have compared 𝐼HAADF(𝑡) curves derived from HAADF-STEM images 
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of a Si-wedge specimen under zone-axis and off-zone-axis sample orientation. The 

sample orientations were examined by taking transmission electron diffraction (TED) 

patterns. Figure 3.7a and b show TED patterns of the Si wedge tilted to zone-axis and 

off-zone-axis conditions, respectively. The white circle represents the inner radius of the 

HAADF-detector segment. For the Si wedge oriented in zone-axis, the TED pattern 

reveals several Bragg reflections within the HAADF-detector segment. To avoid the 

contributions of these Bragg reflections, the wedge was tilted to off-zone-axis 

orientation. However, for materials with strong Bragg reflections (including Si) even at 

off-zone-axis orientation, the Bragg reflections cannot be completely avoided and still 

contribute to the measured HAADF-STEM intensity. Figure 3.7c shows 𝐼HAADF(𝑡) 

derived from the HAADF-STEM images acquired under zone-axis (green curve) and off-

zone-axis (blue curve) sample orientations. For comparison, an MC simulated curve is 

plotted in red. The difference between the plotted 𝐼HAADF(𝑡) curves are at the maximum 

of the curve. Relating the curves to the particular TED patterns and considering, that the 

MC-simulated curve corresponds to ideal incoherent imaging, reveals that the presence 

of Bragg reflections lowers the 𝐼HAADF(𝑡) curve at the curve maximum.  

Before the acquisition of HAADF-STEM images, the sample orientation was 

checked by taking TED patterns and if needed, the sample was tilted to minimize the 

excitation of Bragg reflections on the HAADF-detector segment. 𝐼HAADF(𝑡) curves 

obtained from HAADF STEM images under off-zone-axis sample orientations are 

comparable with the MC-simulated data. 

 

 

Figure 3.7 Influence of sample orientation on the HAADF-STEM intensity. Transmission 
electron diffraction patterns of the Si wedge specimen tilted in (a) zone-axis, (b) off-
zone-axis orientation. The white circle represents the inner radius of the HAADF 
detector segment. c) Comparison of the measured 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves for different sample 
orientations (zone-axis – green, off-zone-axis – blue) and MC simulations (red). Adapted 
from a publication [Čal2019]. 
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3.4 MC-simulated 𝐼HAADF-thickness profiles 
Along with the measured 𝐼HAADF(𝑡) curves, MC simulations with different 

screening parameters were carried out to test their applicability to correctly predict the 

𝐼HAADF(𝑡) curves for various sample materials (material properties in Table 3.1) and 

electron energies. In this work, we have adopted the NISTMonte simulation package 

[Rit2005] and implemented the screening parameters mentioned in section 3.2 into the 

screened Rutherford scattering cross-section. The energy loss of the scattered electrons 

is described by the Joy and Luo [Joy1989] continuous slowing down approximation. To 

obtain simulated 𝐼HAADF(𝑡) curves, the MC simulations were performed in the thickness 

range of 1 – 1000 nm with 2 nm thickness intervals. By integrating the angular 

distribution of the transmitted electrons over the detection-angle range of the HAADF 

detector segment (65 – 272 mrad), 𝐼HAADF(𝑡) is calculated at each sample thickness.  

In order to achieve a more precise comparison between measured and simulated 

data, the properties of the semiconductor STEM detector have to be considered in the 

simulated intensity. The intensity detected by the semiconductor STEM detector is the 

sum of contributions of all transmitted electrons that are traced in the MC simulations 

with energy 𝐸𝑖 [Rei1998]. The detected intensity is given by the detected charge which 

depends on the number of electrons 𝑛𝑖  with energies 𝐸𝑖 impinging on the 

semiconductor STEM detector. Normalization of the detected intensity 𝐼 to the primary 

electron intensity 𝐼0 is given by Eq. 3.15 

where 𝐸0 is the incident electron energy, 𝑛0 denotes the number of incident electrons, 

and 𝐸𝑡ℎ represents the cut-off energy of the STEM detector caused by a metal protection 

layer. The cut-off energy of the STEM detector was experimentally determined by 

measuring the grey-value dependence on the primary electron energy while keeping the 

contrast/brightness settings unchanged. The measured dependence is linear with an 

intersection of the energy axes at 𝐸𝑡ℎ = 500 V, which is the cut-off energy of the STEM 

detector. Electrons with lower electron energy, that reach the STEM detector, are 

partially adsorbed in the protection layer and contribute to the calculated HAADF-STEM 

intensity with linearly decreasing detection efficiency. 

MC-simulated 𝐼HAADF(𝑡) curves with different screening parameters (introduced 

in section 3.2) are plotted in Figure 3.8. In the first column (Figure 3.8a, c, and e), MC-

simulated data for Si at 30, 20, and 10 keV electron energies are presented. The second 

column (Figure 3.8b, d, and f) contain results for Ge using the same conditions. The MC-

simulated 𝐼HAADF(𝑡) curves for different screening parameters in the differential 

Rutherford cross-section are colour-coded in the following manner: Bishop – red, 

Moliere – orange, Nigam – green, NISTelaFit – light green, Seltzer – black, and Thomas 

Fermi – purple. In addition, MC simulations using Mott scattering cross-sections derived 

by Czyzewski [Czy1990] are plotted in blue for comparison. The plots in Figure 3.8 reveal 

that, with the used experimental conditions (electron energy and detection-angle 

range), several of the screening parameters lead to similar results. This applies in 

 

𝐼

𝐼0
=
∑ 𝑛𝑖(𝐸𝑖 − 𝐸𝑡ℎ)𝑖

𝑛0(𝐸0 − 𝐸𝑡ℎ)
 

 

(3.15) 
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particular to the Bishop and the NISTelaFit screening parameters, which yield similar 

𝐼HAADF(𝑡) curves for both studied materials (Si and Ge) at 30 and 20 keV. Similarly, the 

𝐼HAADF(𝑡) curves derived from the Thomas-Fermi, Moliere, and Seltzer screening 

parameters are identical. An explanation for this behaviour is that Moliere and Seltzer 

screening parameters are derived from the Thomas-Fermi screening parameter. For Ge 

at 10 keV (Figure 3.8f) the situation is the same, the Bishop and NISTelaFit curves are 

identical. Furthermore, the Thomas-Fermi result is only slightly shifted from the identical 

Moliere and Seltzer 𝐼HAADF(𝑡) curves. In Figure 3.8e, where the results for Si at 10 keV 

are displayed, only the 𝐼HAADF(𝑡) curves calculated using the Moliere and Seltzer 

screening parameters overlap. Interestingly, the 𝐼HAADF(𝑡) curves calculated using the 

Mott scattering cross-section yield the same result as the Bishop and NISTelaFit 

screening parameters for Si at 30 and 20 keV and for Ge at 10 keV. For Si at 10 keV the 

Mott scattering cross-section result is identical with the NISTelaFit screening parameter.  

The results in Figure 3.8 indicate that for our experimental conditions screening 

parameters derived from the Thomas-Fermi screening parameter (Moliere and Seltzer) 

give similar results. The same applies to Bishop and NISTelaFit screening parameters. 

Therefore, only Bishop, Nigam, and Thomas-Fermi screening parameters are compared 

in the following 𝐼HAADF(𝑡) plots. The Mott scattering cross-section is not shown in the 

following  𝐼HAADF(𝑡) plots because it does not represent the measured data consistently 

and is not easily adaptable as compared to the Screened Rutherford scattering cross-

section. 
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Figure 3.8 Comparison of MC-simulated 𝑰𝑯𝑨𝑨𝑫𝑭(𝒕) curves with different screening 
parameters. a), c) and e) show results for Si at 30, 20, and 10 keV respectively. In the 
same way, results for Ge are shown in b), d), and f). Calculated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves using 
different screening parameters (Bishop – red, Moliere – orange, Nigam – green, 
NISTelaFit – light green, Seltzer – black, and Thomas-Fermi – purple). In addition, 
calculated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves using Mott differential scattering cross-sections are 
displayed in blue. 
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3.5. Experimental results 
In this section, the experimental results are presented and compared with MC-

simulated 𝐼HAADF(𝑡) curves for all studied materials listed in Table 3.1. Figures 3.9 – 3.17 

show in (a) the top-view SE-SEM image of the wedge with a TED pattern revealing the 

wedge crystal orientation for the crystalline materials (PTB7 and DLC have disordered 

atomic structures), in (b) a 30 keV HAADF-STEM image with indicated position of the line 

scan (white dashed line). Plots in (c), (d), and (e) show the measured 𝐼HAADF(𝑡) curves 

(in blue) acquired at 30, 20, and 10 keV, respectively, with corresponding simulated 

𝐼HAADF(𝑡) curves using the Bishop (red), Thomas-Fermi (purple), and Nigam (green) 

screening parameters. The error bars of the measured data indicate the uncertainties of 

the determined wedge angles and wedge offsets. The wedge offset error is constant at 

all sample thicknesses, whereas the wedge angle error increases with increasing sample 

thickness. The Sum of these errors for all measured data is shown in the following plots.  
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3.5.1 PTB7 (C41H53FO4S4) 
The preparation of a wedge-shaped sample from polymer materials is 

challenging and requires low-voltage (5 keV) milling. The PTB7 wedge is shown in the 

top-view SE SEM image in Figure 3.9a. The black regions represent the Si support 

material that is not fully milled. The 30 keV HAADF-STEM image in Figure 3.9b shows the 

wedge cross-section with indicated line scan (dashed line) in the PTB7 layer. The PTB7 is 

deposited on a Si support. On top of the PTB7 layer is the Pt-protection layer. 

Comparison of measured and simulated 𝐼HAADF(𝑡) curves in Figure 3.9c-e reveal that 

none of the screening parameters describes the measured data well. However, the 

closest result is obtained with the Bishop screening parameter.  

 

Figure 3.9 Experimental results and MC simulations for PTB7. a) Top-view SE-SEM 
image and b) HAADF-STEM image of the PTB7 wedge-shaped specimen. c)-e) 
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Comparison of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), 
Thomas-Fermi (purple), and Nigam (green) screening parameters at 30, 20, and 10 keV 
electron energy. 

3.5.2 Diamond-like-carbon (DLC) 
The DLC wedge was cut with a sharp wedge edge with only 12 ± 5 nm wedge 

offset, as visualized in Figure 3.10a. The 30 keV HAADF STEM image (Figure 3.10b) shows 

a smooth grey-scale transition throughout the whole DLC layer that is confirmed by 

smooth measured 𝐼HAADF(𝑡) curves (blue) in Figure 3.10c-e. The plots in Figure 3.10c-e 

resemble the results for PTB7, where none of the simulated curves represents the 

measured data sufficiently well. The closest conformity is given by the Bishop screening 

parameter. However, for all studied electron energies the maximum of the measured 

curves is shifted to lower thicknesses as predicted by the simulations.  
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Figure 3.10 Experimental results and MC simulations for DLC. a) Top-view SE-SEM 
image and b) HAADF-STEM image of the DLC wedge-shaped specimen. c)-e) Comparison 
of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), Thomas-Fermi 
(purple), and Nigam (green) screening parameters at 30, 20, and 10 keV electron energy. 

3.5.3 MgO 
The preparation of a sharp and smooth MgO-wedge sample (Figure 3.11a) was 

challenging. While FIB milling, either the MgO structure becomes amorphous at a 

certain sample thickness, or the milled surface suffers from redeposition. As a result, the 

wedge tip (up to a wedge thickness of about 100 nm) in the 30 keV HAADF STEM image 

(Figure 3.11b) looks rough and not homogeneous. Moreover, the TED pattern (inserted 

in Figure 3.11a) reveals some excited Bragg reflections that are situated on the HAADF-

detector segment (outside of the white circle, pointed out by arrows). Due to these 
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imperfections, the measured 𝐼HAADF(𝑡) curves do not reach the simulated intensity at 

the maximum of the curve at all electron energies. At larger wedge thicknesses, MC 

simulations with the Bishop screening parameter describe the measured curves well. 

 

Figure 3.11 Experimental results and MC simulations for MgO. a) Top-view SE-SEM 
image with inserted TED pattern and b) HAADF-STEM image of the MgO wedge-shaped 
specimen. c)-e) Comparison of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with 
Bishop (red), Thomas-Fermi (purple), and Nigam (green) screening parameters at 30, 20, 
and 10 keV electron energy. 

3.5.4. Si 
 The Si-wedge specimen was milled with an angle of 30°. The smoothness of the 

prepared wedge seen in the top-view SE-SEM image (Figure 3.12a) is confirmed by the 
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smooth grey-scale transition in the HAADF-STEM image (Figure 3.12b). The TED pattern 

reveals only a few weak reflections outside of the white circle indicating the inner radius 

of the HAADF-STEM detector. Comparison of the measured and simulated data in 

Figures 3.12c-d shows good agreement between the measured and MC-simulated 

𝐼HAADF(𝑡) curves with the Bishop screening parameter for all studied electron energies.  

 

Figure 3.12 Experimental results and MC simulations for Si. a) Top-view SE-SEM image 
with inserted TED pattern and b) HAADF-STEM image of the Si wedge-shaped specimen. 
c)-e) Comparison of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), 
Thomas-Fermi (purple), and Nigam (green) screening parameters at 30, 20, and 10 keV 
electron energy. 
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3.5.5 SrTiO3 
 The top-view SE-SEM image in Figure 3.13a and the HAADF-STEM image in 

Figure 3.13b shows a well-prepared SrTiO3 wedge. The best off-zone-axis crystal 

orientation of the wedge is shown in the TED pattern in Figure 3.13a. For results 

obtained at 30 and 20 keV (Figure 3.13c and d), the best agreement between measured 

and simulated data is obtained for the Thomas-Fermi screening parameter. At 10 keV 

(Figure 3.13e) the Nigam screening parameter more accurately describes the measured 

data.  

 

Figure 3.13 Experimental results and MC simulations for SrTiO3. a) Top-view SE-SEM 
image with a TED pattern and b) HAADF-STEM image of the SrTiO3 wedge-shaped 
specimen. c)-e) Comparison of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with 
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Bishop (red), Thomas-Fermi (purple), and Nigam (green) screening parameters at 30, 20, 
and 10 keV electron energy. 

3.5.6. ZnO 
 The top-view SE SEM image in Figure 3.14a shows a not ideally sharp ZnO wedge 

with a wedge offset of 35 ±10 nm. Extracting a line scan along the white dashed line in 

the HAADF-STEM image in Figure 3.14b yields a smooth 𝐼HAADF(𝑡) curve, shown in blue 

in Figure 3.14c. Figures 3.14c and d reveal that the MC simulations with the Thomas-

Fermi screening parameter describe the measured 𝐼HAADF(𝑡) curves well at 30 and 

20 keV. At 10 keV (Figure 3.14e) the Thomas-Fermi screening parameter gives good 

agreement only at higher wedge thicknesses.   
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Figure 3.14 Experimental results and MC simulations for ZnO. a) Top-view SE-SEM 
image and b) HAADF-STEM image of the ZnO wedge-shaped specimen. c)-e) Comparison 
of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), Thomas-Fermi 
(purple), and Nigam (green) screening parameters at 30, 20, and 10 keV electron energy. 

3.5.7 Ge 
Figure 3.15a shows the Ge wedge with a small hump at the wedge edge (marked 

by a white arrow) that could not be removed by FIB milling. However, this hump can 

serve as a marker because it is visible in the measured 𝐼HAADF(𝑡) curves (marked by 

black arrows in Figure 3.15c-e). Determining wedge thickness directly next to the hump 

(20 ± 10 nm) and subsequently positioning the visible hump in the 𝐼HAADF(𝑡) curve to 
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this determined thickness enables precise comparison with MC simulations. For 30 and 

20 keV (Figure 3.15c and d), the best fitting MC results are obtained for the Thomas-

Fermi screening parameter with a decent agreement with the measured data. At 10 keV 

(Figure 3.15e) the situation is similar as for the 10 keV ZnO wedge. For larger 

thicknesses, the Thomas-Fermi screening yields good results, but at smaller thicknesses, 

none of the screening parameters represents the measured data well. 

 

Figure 3.15 Experimental results and MC simulations for Ge. a) Top-view SE-SEM image 
with a TED pattern and b) HAADF-STEM image of the Ge wedge-shaped specimen. c)-e) 
Comparison of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), 
Thomas-Fermi (purple), and Nigam (green) screening parameters at 30, 20, and 10 keV 
electron energy. 
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3.5.8 Pd 
 Figure 3.16a shows the prepared Pd wedge, where the wedge offset was 

determined to be 24 ± 10 nm. The TED pattern in Figure 3.16a shows the best possible 

off-zone-axis crystal orientation of the wedge that was achieved. Pd (and also W) 

represent high-Z materials. For these materials, the HAADF-STEM image (Figure 3.16b) 

typically shows only a decline of the intensity with increasing wedge thickness because 

the intensity maximum appears already at small wedge thicknesses. The wedge tip is 

never ideally sharp and is always rounded. As a result, the measured 𝐼HAADF(𝑡) curves 

in Figures 3.16c – e (in blue) are displayed from thicknesses, where the comparison with 

simulations is relevant. Comparison of the measured and simulated 𝐼HAADF(𝑡) curves in 

Figures 3.16c – e indicate that the Thomas-Fermi screening parameter is suitable for the 

MC simulations for larger sample thicknesses. The Nigam screening reaches better 

agreement with the measurements at smaller sample thicknesses, although substantial 

deviations are observed between simulated and experimental data at 20 and 10 keV.  

 

Figure 3.16 Experimental results and MC simulations for Pd. a) Top-view SE-SEM image 
with a TED pattern and b) HAADF-STEM image of the Pd wedge-shaped specimen. c)-e) 
Comparison of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), 
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Thomas-Fermi (purple), and Nigam (green) screening parameters at 30, 20, and 10 keV 
electron energy. 

3.5.9. W 
The preparation of the W wedge-shaped specimen turned out to be challenging 

because tungsten is in general difficult to mill with Ga+ ions. The milled wedge is seen in 

the SE-SEM image (Figure 3.17a) and the cross-section in the HAADF-STEM image 

(Figure 3.17b). Several grains are visible in Figure 3.17b leading to different image 

intensities due to Bragg contrast. This is expected from the TED pattern in Figure 3.17a 

which shows a polycrystalline structure. The intensity line scan was performed along the 

white dashed line in a grain that is sufficiently large to contain the full 𝐼HAADF(𝑡) curve. 

Comparison of the measured and MC-simulated 𝐼HAADF(𝑡) curves at 30 and 20 keV 

reveals that Thomas-Fermi and Nigam screening parameters can predict the measured 

intensities reasonably well. Figure 3.17 does not show data for 10 keV electron energy 

because the HAADF STEM intensities are too low. We note that the measured curves for 

W might be inaccurate because the orientation of the grain is not clear and the peak in 

the measured  𝐼HAADF(𝑡) curve is located at small thicknesses even below the thickness 

of the wedge edge. 

 

Figure 3.17 Experimental results and MC simulations for W. a) Top-view SE SEM image 
with a TED pattern and b) HAADF-STEM image of the W wedge-shaped specimen. c) and 
d) Comparison of measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), 
Thomas-Fermi (purple), and Nigam (green) screening parameters at 30 and 20 keV 
electron energy. 
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3.5.10 Summary of the comparison between experimental and 

simulated HAADF-STEM intensities  
For each material, the most suitable screening parameter was determined. It was 

shown that the Bishop screening parameter is most adequate for the description of the 

HAADF-STEM intensities in low-Z materials (Figure 3.9 – 3.12; PTB7, DLC, MgO and Si). 

However, for materials with very low Z (PTB7 or DLC) the discrepancy between 

measured and simulated 𝐼HAADF(𝑡) is significant and thus not satisfactory. For the 

intermediate-Z range (Figure 3.13 – 3.15; SrTiO3, ZnO and Ge), the measured 𝐼HAADF(𝑡) 

curves can be well described by using the Thomas-Fermi screening parameter. For high-

Z materials (Figure 3.16 and 3.17; Pd and W), the simulated 𝐼HAADF(𝑡) curves yield the 

best fit of the measured data using the Nigam screening parameter.  

The origin of the deviations between the measured and simulated 𝐼HAADF(𝑡) 

curves particularly at low sample thicknesses are not clear. A possible source of these 

deviations might be a change of material composition by FIB milling. As discussed in 

Section 3.3.2 Ga+ implantation is present, however, the effect on the 𝐼HAADF is rather 

small. Another possible source of inaccuracy could be the incorrectly determined wedge 

angle or wedge offset. The wedge angles and wedge offsets were determined from the 

SE SEM images (Section 3.3.3), where only the Pt protection is visible. The wedge shape 

of the material underneath can possible have slightly different. The difference between 

the real values for wedge angle and wedge offset compared to the values determined 

from the SE SEM images are expected to be small, as suggested by other wedge 

characterisation techniques (EFTEM and two-beam thickness contours) discussed in 

Section 3.3.3.  

In summary, this section reveals that none of the tested screening parameters is 

suitable to describe all the studied materials at all electron energies studied. The results 

in Section 3.5 indicate incorrect 𝑍 dependence of the screening parameter. Possible 

readjustment of the 𝑍 dependence of the screening radius could improve the MC 

simulation fit to the measured data.  

3.6 Adjustment of the screening radius 
The previous section reveals that none of the screening parameters can generally 

describe the measured data (all studied materials and electron energies) sufficiently 

well. Moreover, the results show that a transition from the Bishop to the Nigam (through 

the Thomas-Fermi) screening parameter is required to obtain reliable MC-simulated 

data for different materials with different 𝑍. This indicates an incorrect 𝑍 dependence 

in the screening parameter formula (Eq. 3.2). The 𝑍2 3⁄  dependence is derived from the 

screening radius (Eq. 3.3) where the Bishop, Thomas-Fermi, and Nigam screening 

parameters differ only by the constant 𝜏 maintaining the 𝑍−1 3⁄  dependence for all 

screening radii.  

Figure 3.18 compares measured and MC-simulated 𝐼HAADF(𝑡) curves for single-

element materials (DLC, Si, Ge, Pd and W) at different electron energies. In the 

presented MC-simulated data, the value of the screening radius was treated as a fit 
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parameter to achieve the best fit between experimental data and simulations with the 

Bishop screening parameter. For DLC (Figure 3.18a), the best fit was achieved for a 

screening radius 𝑅DLC = 0.58 𝑎0. MC-simulated 𝐼HAADF(𝑡) curves (in red) with this value 

of the screening radius yield good agreement with the measured data for all investigated 

electron energies. Good agreement with the measured data for all electron energies for 

Si (Figure 3.18b) and Ge (Figure 3.18c) was obtained for screening radii 𝑅Si = 0.41 𝑎0 

and 𝑅Ge = 0.27 𝑎0. For studied single-element high 𝑍 materials the determined 

screening radii were 𝑅Pd = 0.22 𝑎0 for Pd and 𝑅W = 0.2 𝑎0 for W. For both these 

materials small discrepancy between the measured and simulated data at lower 

electron energies is probably caused by analyzing a not well-focused HAADF-STEM 

image. 
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Figure 3.18 Comparison of measured and MC-simulated (red curves) HAADF-STEM 
intensities for different electron energies as a function of the local specimen thickness 
by treating the screening radius R as a fit parameter. The screening radius R was 
manually adjusted in the simulations to obtain the best fit of the measured data for (a) 
DLC, (b) Si, (c) Ge, (d) Pd, and (e) W. Adapted from a publication [Čal2019]. 

The screening radii determined from single-element materials from the best fit 

between the experimental and simulated 𝐼HAADF(𝑡) curves were plotted as a function 

of the atomic number 𝑍, as shown by black squares in Figure 3.19. Fitting these data 

points by a power-law function yields a new expression (Eq. 3.16) for the screening 

radius in units of the Bohr radius 𝑎0. 
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Besides the new expression for the screening radius (red curve), the screening radius 

used in the Bishop screening parameter is displayed in blue In Figure 3.19. An 

intersection of these two curves appears at 𝑍 = 10 and with further decreasing and 

increasing 𝑍 the difference increases. For very low 𝑍, e.g. 𝑍 = 1, Eq. 3.16 yields 𝑅 =

1.28𝑎0, as compared to the Bishop screening radius 𝑅 = 𝑎0.  

 

Figure 3.19 Screening radii in units of Bohr radius plotted as a function of the atomic 
number Z. The screening radii were determined from single-element materials (DLC, Si, 
Ge, Pd, and W) from the best fit between experimental and simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves 
and fitted by a power-law function (red curve). For comparison, the Z dependence of 
the screening radius used in the Bishop screening parameter is plotted in blue. Adapted 
from a publication [Čal2019]. 

The newly determined expression for the screening radius can be validated by 

comparing experimental and simulated (using the new screening parameter) 𝐼HAADF(𝑡) 

curves for all investigated compounds (PTB7, MgO, SrTiO3, and ZnO). Figure 3.20 shows 

the same measured 𝐼HAADF(𝑡) curves as previously shown (Figures 3.9-3.14) for 30 keV 

in blue and 20 keV in green. The corresponding MC-calculated 𝐼HAADF(𝑡) curves using 

the screening radius in Eq. 3.16 are plotted in red. For PTB7 (Figure 3.20a) and ZnO 

(Figure 3.20d), the simulated curves agree well with the measured data. In the case of 

MgO (Figure 3.20b) and SrTiO3 (Figure 3.20c), a discrepancy is observed at the maximum 

of the 𝐼HAADF(𝑡) curves similarly to Figure 3.11 and Figure 3.13, respectively. As 

discussed in section 3.2.4, this discrepancy originates from Bragg reflections with a non-

negligible intensity that could not be sufficiently suppressed on the HAADF-STEM 

detector segment. 

The MC-simulated 𝐼HAADF(𝑡) curves using the new expression for the screening 

radius represent well the measured 𝐼HAADF(𝑡) curves for single elements (Figure 3.18) 

 
𝑅 = 1.28𝑍−0.44 [𝑎0] 

 
(3.16) 
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and even for compounds (Figure 3.20). This validates the newly derived screening 

radius. Moreover, Eq. 3.16 is valid even for very low Z-materials since PTB7 

(Figure 3.20a) contains a considerable amount of hydrogen, and the discrepancy 

between the measured and simulated data is small.  

 

Figure 3.20 Comparison of experimental and simulated HAADF STEM intensities as a 
function of the local specimen thickness for 30 keV (blue curves) and 20 keV (green 
curves) for (a) PTB7, (b) MgO, (c) SrTiO3, and (d) ZnO. The new expression for the 
screening radius 𝑅 = 1.28𝑎0𝑍

−0.44 was used for the MC simulations of the 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) 
(red curves). Adapted from a publication [Čal2019]. 

3.7 Z dependence of the 𝐼HAADF(𝑡) 
The overall Z dependence of the HAADF intensity is particularly interesting 

because it is monotonic and thus could be used for direct interpretation of HAADF STEM 

images with respect to material composition [Lak1997, Liu2001, Tak2004, Voy2003, 

Pen2000]. The overall HAADF intensity follows the 𝑍𝑏 dependence and is proportional 

to the scattering cross-section 𝜎𝑒 (for single scattering case). The scattering cross-

section is obtained by integration of the DSCS 
𝑑𝜎

𝑑𝛺
 over the detection angle range of the 

STEM detector. Substituting the Screened Rutherford DSCS (Eq. 3.1) for 
𝑑𝜎

𝑑𝛺
 leads to a 

formula shown in Eq. 3.17. In the presented formula, there is a 𝑍2 term in the first 



68 
 

nominator and another 𝑍 dependence in screening radius 𝑅 (Eq. 3.3), which is contained 

in the screening parameter 휂 (Eq. 3.2.)   

 

𝐼 ~ 𝜎𝑒 = ∫ ∫
𝑑𝜎

𝑑𝛺
sin 휃 𝑑휃𝑑𝜑

𝜃2

𝜃1

2𝜋

0

= (
𝑒2𝑍

4𝜋휀0
)

2
2𝜋

𝐸0
2 (

1

1 + 2휂 − cos 휃1
−

1

1 + 2휂 − cos 휃2
) 

(3.17) 

 

 The overall Z dependence of the HAADF intensity can be derived from Eq. 3.17 

by fitting the logarithm of the Eq. 3.17 with the 𝑏 ln𝑍 + 𝑐 function, as suggested by 

Hartel et al. [Har1996]. The coefficient 𝑏 then represents the power of the overall 𝑍 

dependence of the HAADF intensity. According to different studies [Har1996, Hil1995, 

Kir1987], predictions of the exponent 𝑏 in 𝑍𝑏vary between 1.5 and 2, depending on the 

detection-angle range. For single scattering, an electron is scattered into an angle based 

on the impact parameter. For low impact parameters, the electron trajectory is more 

modified towards higher scattering angles as compared to an electron with a larger 

impact parameter because the charge of the atom nucleus is screened by the 

surrounding electrons. As a result, for low-angle electron scattering the exponent 𝑏 in 

the 𝑍 dependence of the HAADF intensity will be lowered by the 𝑍 dependence of the 

screening parameter towards 𝑏 = 1.5. Contrary, for high-angle electron scattering, the 

electrons are scattered at the unscreened atom nucleus leading to 𝑏 = 2. An 

experimental approach to determine the 𝑍 dependence of the 𝐼HAADF for the single-

scattering case was performed by Krivanek et al. [Kri2012] by analyzing a monolayer of 

BN with 60 keV electrons. In their experiment the 𝐼HAADF was governed by pure 𝑍 

contrast and the exponent of the 𝑍 dependence was found to be 𝑏 = 1.64. 

 To qualitatively estimate the 𝑍 dependence of 𝐼HAADF that was measured and 

simulated in the presented work, the newly derived screening radius (Eq. 3.16) was 

considered in the screening parameter 휂 in Eq. 3.17. Additionally, the detection-angle 

range 휃1 and 휃2 of the HAADF segment of the STEM detector was taken into account as 

the integration limits in Eq. 3.17. By fitting the logarithm of Eq. 3.17 with the 𝑏 ln𝑍 + 𝑐 

function yields 𝐼HAADF ~ 𝑍
1.58, i.e. 𝑏 = 1.58. This derived 𝑍 dependence is obtained for 

electrons that undergo multiple scattering events and under conditions where coherent 

scattering contributions to the intensity are avoided. It is noted, that the detection angle 

range (65 – 272 mrad) of the Helios G4 FX microscope is rather small for HAADF STEM 

at 30 keV. Testing the 𝑍 dependence of 𝐼HAADF by considering the detection angle range 

of the FEI DualBeam Strata 400S microscope (58 – 610 mrad) in Eq. 3.17 yields 𝑏 = 1.57. 

This small change of 𝑏 suggests only weak dependence of the 𝑍 dependence of the 

𝐼HAADF on the HAADF scattering-angle range. The 𝑍 dependence of 𝐼HAADF for the 

traditional Bishop screening parameter (Eq. 3.3) can be also calculated, yielding 𝑏 =

1.66. This value is slightly higher as compared with the result obtained for the new 

screening radius (𝑏 = 1.58). 
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3.8 Applicability of the new screening radius for a larger 

detection-angle range 
The new screening radius (Eq. 3.16) was derived for a detection-angle range 

between 65 and 272 mrad, and the calculated 𝑍 dependence of the 𝐼HAADF suggests 

only weak dependence on the detection-angle range. To study the applicability of the 

new screening radius for different detection-angle ranges, the same measurements as 

in section 3.5 were performed by using another instrument (FEI DualBeam Strata 400S). 

This microscope contains a HAADF-STEM detector with a 58 – 610 mrad detection-angle 

range while positioning the specimen 5 mm below the pole piece. By comparing the 

measured data with MC simulations using the new screening radius, the suitability of 

the new screening radius for the description of 𝐼HAADF for larger detection angles can 

be verified. This work was carried out by Alisa Sinigalia within her Bachelor thesis 

[Sin2020].  

The wedge-shaped specimens from the measurements presented in section 3.4 

were re-shaped to obtain fresh sample surfaces without contamination. The wedge 

angles and wedge offsets were determined from the top-view SE-SEM image. The 

determined wedge properties are summarized in Table 3.2. 

Table 3.2 Materials and shape characteristics of the wedge-shaped specimens. The 
wedge angles and offsets were estimated from top-view SE-SEM images. 

Material 
Average atomic 

number Z 
Density ρ 
(g/cm3) 

Top-view wedge 
angle 

Top-view wedge 
offset (nm) 

PTB7 5.3 1.12 26.0°±0.5° 23±10 

DLC 6 1.9 24.4°±0.5° 19±5 

ZnO 21.95 5.6 25.7°±0.5° 33±10 

Pd 46 11.99 24.5°±0.5° 27±10 

W 74 19.25 24.5°±0.5° 18±10 

 

To compare MC-simulated 𝐼HAADF(𝑡) and measured data acquired with the 

STEM detector in the FEI DualBeam Strata 400S microscope, the data evaluation was 

performed as discussed in Section 3.3.4 and Section 3.4. Figure 3.21 shows a reference 

image of the STEM detector of the DualBeam Strata 400S microscope that was obtained 

by directly scanning the detector (see Figure 3.6 for comparison). From the reference 

image, 𝐼𝑤 and 𝐼𝑏 were determined and further used in the normalization of the 

measured HAADF intensity with respect to the primary electron beam in Eq. 3.14. More 

importantly, the correction factor 𝑐𝑔 in Eq. 3.14 has to be changed. For the STEM 

detector in Figure 3.21 𝑐𝑔 = 0.98. was determined. The threshold energy 𝐸𝑡ℎ of the 

STEM detector in Eq. 3.15 is another parameter that needs to be adapted. It is 3 keV for 

the STEM detector in the FEI DualBeam Strata 400S microscope 
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Figure 3.21 Reference image of the STEM detector implemented in the FEI DualBeam 
Strata 400S microscope. A reference image is obtained by direct illumination of the 
STEM detector. The bright region is a section of the STEM detector, from where 𝐼𝑤 is 
obtained. The black value 𝐼𝑏 is determined from the inactive regions. About 2% of the 
active region of the STEM detector is inactive due to the segmentation of the STEM 
detector. 

 In contrast to the Helios G4 FX microscope, the DualBeam Strata 400S 
microscope is not equipped with a CCD camera below the specimen that would enable 
the acquisition of the TED patterns. For this reason, the crystal orientation of the wedge-
shaped specimens could not be directly examined. As already discussed (Section 3.3.5), 
the sample orientation influences the HAADF-STEM intensity. To identify sample 
orientations close to the off-zone-axis orientation, 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves obtained from 
HAADF-STEM images acquired at different sample tilts were compared. Such a 
comparison is presented in Figure 3.22, where the Pd wedge-shaped specimen was 
tilted from -6° to 6° in 2° steps. According to the information obtained in Figure 3.7, the 
sample orientation with the highest intensity at the maximum of the 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curve is 
the closest to an off-zone-axis orientation. For the Pd specimen (Figure 3.22) the closest 
off-zone-axis orientation is obtained for 4° and -4° sample tilt. The closest off-zone-axis 
orientation based on the tilt series was determined for all studied crystalline materials 
(ZnO, Pd, and W). Corresponding 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves were then compared with the MC 
simulations with different screening parameters. 
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Figure 3.22 Tilt series to determine off-zone-axis sample orientations. Colour-coded 
𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves of a Pd wedge tilted to different angles. The sample tilt, for which the 
𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves reach the highest intensity at the curve maximum (light blue -4° and 
dark blue 4°) is closest to an off-zone-axis orientation. 

Figure 3.23a to c compares the measured (blue) and MC-simulated 𝐼HAADF(𝑡) 

curves for the PTB7 wedge acquired with the DualBeam Strata 400S microscope at 

30 keV, 20 keV, and 15 keV electron energy. The MC-simulated 𝐼HAADF(𝑡) curves were 

calculated using the Bishop (red), Nigam (green), and Thomas-Fermi (purple) screening 

parameters. The orange 𝐼HAADF(𝑡) curve represents the MC-simulated data where the 

newly derived screening radius (Eq. 3.16) was used in the Bishop screening parameter. 

The comparison reveals that the closest MC-simulated curve is obtained for the new 

screening radius. However, the discrepancy between the measured and simulated data 

is significant at all studied electron energies. The measured intensities are in general 

higher and reach higher intensity values already at smaller sample thicknesses as 

compared to the MC simulations. This behaviour was observed previously for the 

traditional screening parameters, in Section 3.5.1, where the data were obtained for the 

former detection angle range. By considering the new screening parameter in the MC 

simulations (Figure 3.20a), the discrepancy between the measured and simulated data 

for the former detection angle range was minimized. However, in the case of the larger 

detection angle range (Figure 3.23) even the MC simulations using the new screening 

parameter do not give satisfactory results. A possible explanation for this discrepancy 

could be a lack of precise knowledge of the material density and chemical composition 

for PTB7. Especially the differences in the real and simulated chemical composition 

could cause large discrepancies in the HAADF intensities because the scattering 

properties of different elements could significantly vary with respect to the detection-

angle range.  
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Figure 3.23 Experimental results and MC simulations for PTB7. Comparison of 
measured and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), Nigam (green), 
Thomas-Fermi (purple), and the new (orange) screening parameter at a) 30, b) 20 and 
c) 15 keV electron energy. The experimental data corresponds to a 58 – 610 mrad 
detection-angle range. 

 DLC is the second low-Z material that was investigated with the DualBeam Strata 

400S. The measured and simulated data are compared in Figure 3.24a to c for 30, 20, 

and 15 keV electron energies. The colour-coding of the MC-simulated 𝐼HAADF(𝑡) curves 

with different screening parameters are the same as in Figure 3.23. Figure 3.24 reveals 

that the measured 𝐼HAADF(𝑡) curve (in blue) reach higher intensities at the maximum of 

the 𝐼HAADF(𝑡) curve, as compared to the MC simulations for all electron energies. 

Interestingly, the shape of the 𝐼HAADF(𝑡) curves obtained for MC simulations using the 

new screening parameter (in orange) agrees well with the measured curves, which is 

not the case for the other screening parameters. Moreover, the measured data at small 

sample thicknesses are well represented by the MC simulations using the new screening 

parameter. At larger sample thicknesses, especially for 20 keV (Figure 3.24b) and 15 keV 

(Figure 3.24c), the Bishop screening parameter provides reasonable agreement with the 

measured data. 
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Figure 3.24 Experimental results and MC simulations for DLC. Comparison of measured 
and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), Nigam (green), Thomas-Fermi 
(purple), and the new (orange) screening parameter at a) 30, b) 20 and c) 15 keV 
electron energy. The experimental data corresponds to a 58 – 610 mrad detection-angle 
range. 

 ZnO was analyzed as a representative of the mid-Z group of materials. Comparing 

the measured curves with the MC simulations in Figure 3.25 reveals, that at 30 keV 

(Figure 3.25a) the measured curve lies in between the Thomas-Fermi (purple) and 

Nigam (green) curves. For 20 keV (Figure 3.25b), MC simulations with the Thomas-Fermi 

screening parameter fit the measured data the best. At 15 keV (Figure 3.25c) none of 

the simulated curves describe the measured data sufficiently well. Moreover, the shape 

of the measured curve differs from the MC-simulated curves. The shape of the measured 

curve depends on the position of the line scan in the HAADF STEM image. Taking the line 

scan not exactly perpendicular to the wedge edge leads to incorrect calculations of the 

local thickness and thus “deform” the real shape of the 𝐼HAADF(𝑡) curve. The HAADF-

STEM images at lower electron energies are rather noisy, causing difficulty in data 

evaluation. The MC-simulated curves using the new screening parameter describe the 

measured data with a significant discrepancy, however, the new screening parameter 

leads to better-simulated results than other screening parameters, considering all 

electron energies studied. 
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Figure 3.25 Experimental results and MC simulations for ZnO. Comparison of measured 
and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), Nigam (green), Thomas-Fermi 
(purple), and the new (orange) screening parameter at a) 30, b) 20 and c) 15 keV 
electron energy. The experimental data corresponds to a 58 – 610-mrad detection-angle 
range. 

 Figure 3.26 shows the comparison of measured and simulated 𝐼HAADF(𝑡) curves 

for the Pd wedge. In the case of Pd, the MC-simulated 𝐼HAADF(𝑡) curves obtained for the 

new and the Thomas-Fermi screening parameter are identical at all studied electron 

energies. More importantly, the Thomas-Fermi/new screening-parameter simulations 

fit the measured Pd data at larger sample thicknesses. At smaller sample thicknesses, 

the measured data is best fitted by the Nigam screening parameter. We note that the 

HAADF-STEM image taken at 15 keV was not well focused due to the low overall image 

intensity. Hence, the measured Pd 𝐼HAADF(𝑡) curve at 15 keV might not be reliable, 

especially at small sample thicknesses. 

 W was analyzed as a representative of the high-Z materials. The comparison of 

the measured and MC-simulated 𝐼HAADF(𝑡) curves is presented in Figure 3.27a,b for 

30 keV and 20 keV. The data for 15 keV electron energy is not shown because the image 

intensities are already too low. Figure 3.27 reveals that for high-Z materials the MC 

simulations using the new screening parameter yield the same results as the Nigam 

screening parameter. Moreover, the new/Nigam screening parameter describe the 

experimental data well at both (30 and 20 keV) electron energies. 



75 
 

 

Figure 3.26 Experimental results and MC simulations for Pd. Comparison of measured 
and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), Nigam (green), Thomas-Fermi 
(purple), and the new (orange) screening parameter at a) 30, b) 20 and c) 15 keV 
electron energy. The experimental data corresponds to a 58 – 610 mrad detection-angle 
range. 

 

Figure 3.27 Experimental results and MC simulations for W. Comparison of measured 
and MC-simulated 𝐼𝐻𝐴𝐴𝐷𝐹(𝑡) curves with Bishop (red), Nigam (green), Thomas-Fermi 
(purple), and the new (orange) screening parameter at a) 30, b) 20 and c) 15 keV 
electron energy. The experimental data corresponds to a 58 – 610 mrad detection-angle 
range. 

 In summary, the comparison of the measured and simulated data with the new 

screening parameter shows reasonable agreement even for the larger detection angle 
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range. The already discussed possible uncertainty of the wedge angle and offset 

determination, as well as the Ga+ implantation, also apply to the data comparison at the 

larger detection angle range. Moreover, the new screening parameter was derived for 

the detection angle range of the Helios G4 FX instrument. In order to obtain better 

agreement between the measured and MC simulated data at the FEI DualBeam Strata 

400S instrument, the screening radius should be again readjusted to the particular 

detection angle range in the same way as presented in Section 3.6.  

3.9 Summary 
In this chapter, we examined the importance of the screening parameter in the 

MC simulations. Several screening parameters from the literature were implemented 

into the NISTMonte simulation package and tested to describe the 𝐼HAADF intensities as 

a function of the local sample thickness for materials varying in the average atomic 𝑍 

number. The measured 𝐼HAADF(𝑡) curves were obtained from HAADF-STEM images of 

wedge-shaped specimens. To compare the measurements with MC simulations, precise 

wedge characterization (determination of wedge angle and wedge offset), STEM 

detector characteristics, as well as normalization of the measured intensities with 

respect to the primary electron beam have to be considered. Comparison of the 

measured and simulated 𝐼HAADF(𝑡) curves in Figures 3.9-3.17 reveal that none of the 

tested screening parameters allows to consistently describe the measured data at 10-

30 keV electron energy and for the 65-272 mrad detection-angle range. To overcome 

this problem, the screening radius was considered as a fit parameter in the MC 

simulations. For each single-element material studied (DLC, Si, Ge, Pd, W) a particular 

value of the screening radius was determined, for which the best fit between the 

measured and simulated data was achieved (Figure 3.18). The adjusted screening radii 

could be represented by a power-law function (Figure 3.19) yielding a new expression 

for the screening radius 𝑅 = 1.28 𝑎0𝑍
−0.44. The validity of this new expression was 

tested by comparing measured and simulated HAADF-STEM intensities of compounds 

(PTB7, ZnO, MgO, SrTiO3). MC simulations using the new expression for the screening 

radius in the Bishop screening parameter yield good agreement with the measured 

HAADF-STEM intensities of compounds, i.e. PTB7, ZnO, MgO, and SrTiO3 (Figure 3.20), 

demonstrating the validity of the new screening radius. Moreover, the 𝑍 dependence of 

the 𝐼HAADF in the low-energy HAADF STEM regime was estimated by integrating the 

DSCS over the HAADF scattering-angle range. For the newly derived screening 

parameter, the 𝑍 dependence was found to be proportional to 𝑍1.58 and only weakly 

dependent on the detection-angle range. Comparison of measurements (Figures 3.23-

3.27) performed with a different microscope with a larger HAADF-STEM detection-angle 

range (58-610 mrad) with MC simulations using the newly derived screening parameter 

shows good agreement. 

The new expression for the screening radius was derived based on experimental 

data obtained on the Helios G4 FX instrument. It was shown that for this particular 

experimental setup the measured data can be well simulated using the new screening 

radius, however, in the case of the large detection angles, more discrepancies between 

the measured and simulated data are visible. Thereby we do not claim that the new 
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screening radius is valid for all experimental setups, but rather recommend the 

introduced procedure to determine screening radii for other microscopes with different 

experimental setups. Possible improvements of the presented method could include a 

better wedge characterization method and the use of more materials with precisely 

known material composition and density. This particularly applies to low 𝑍 materials, 

where the observed discrepancy was the greatest. 

 
 

  



78 
 

4. Quantitative analysis of backscattered-electron 

contrast in SEM  
This chapter proposes a method for quantitative analysis of backscattered-

electron (BSE) contrast in SEM. The method is based on the comparison of measured 

and Monte-Carlo (MC) simulated BSE intensities. With the use of MC simulations, it is 

possible to relate the grey values in BSE-SEM images with the mean atomic number of 

the sample and quantify the chemical composition of the studied material phases if pre-

information on the material system is available. Another motivation for this work is that 

the BSE-SEM imaging conditions can be determined for optimum material contrast by 

MC simulations – provided that MC simulations are demonstrated to reliably describe 

BSE-SEM contrast.  

Section 4.1 gives a literature overview on quantitative BSE-SEM measurements 

and discusses recent improvements of this method. In section 4.2, the experimental 

procedure of our proposed approach is presented. This includes the determination of 

detector-collection angles (section 4.2.1), determination of detector-threshold energy 

(section 4.2.2), and normalization of the measured BSE-SEM intensities with respect to 

the Si-bulk intensity (section 4.2.3). Section 4.3 discusses the application of MC 

simulations for the calculation of BSE intensities and shows the influence of different 

screening parameters on the MC-simulation results. The proposed quantitative BSE-SEM 

method was tested on two different challenging multilayer-sample systems. Section 4.4 

discusses the quantitative BSE analysis of the first sample, a Si/ZnO/Zn(OxS1-x)/ZnS-

multilayer system. The results for the second test sample, a PTB7/PC71BM-multilayer 

system, are presented in section 4.5.  

4.1 Introduction 
BSE-SEM imaging is a valuable technique for materials characterization because 

it provides important information about the mean atomic number of the analyzed 

specimen [Gol1992]. BSE-image intensities depend on the backscattered-electron 

coefficient 휁, which is defined by the number of BSEs per primary electron. A 

considerable amount of work has been already devoted to measurements and 

calculations of the atomic number (𝑍) dependence of  휁, as already discussed in section 

2.1.5.  

The main challenge of quantitative BSE-SEM imaging is to relate the measured 

BSE intensity to 휁 and the (average) atomic number 𝑍 to derive chemical information 

from the BSE-SEM image. For quantitative BSE analysis, comparison of the measured 

data with MC simulations is essential. Quantitative BSE-SEM analysis has already been 

successfully used to identify strategic metals in minerals [Gua2020], evaluate the 

mineral distribution in bones [Ros1995], quantify Au, Ag, Ge, Cu, and Fe films on a Si 

substrate at 3 – 30 keV energies [Kim2010], quantify an Al0.22Ga0.78N/GaN-layer system 

[Cid2018], or for composition quantification of InxGa1-xAs layers embedded in a GaAs 

matrix [Mül2017]. Furthermore, quantitative BSE analysis could be utilized for layer 

thickness determination, by comparing the measured BSE intensities with MC 
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simulations. In this way, Dapor et al. [Dap2013] measured 20 – 250 nm thick Au films on 

Si-bulk substrates with 20 % accuracy. Haimovich et al. [Hai1996] proposed a method 

for the layer-thickness measurement of Au and Pd layers with 3 to 1000 nm thickness 

on a Ni substrate at 10, 20, and 30 keV.  

Optimization of the BSE-imaging parameters by MC simulations is often carried 

out to understand the image contrast and distinguish the features of interest in a BSE 

image. Aoyama et al. [Aoy2015] studied the BSE contrast of heat-treated steel by 

controlling the primary electron energy and the detection-angle range. Sato et al. 

[Sat2015] used the BSE-intensity dependence on the detection-angle range to 

distinguish different phases in steel. Kowoll et al. [Kow2017] used MC simulations to 

understand the BSE contrast of complex nanoscale samples such as SiO2 NPs deposited 

on indium-tin-oxide-covered glassy carbon substrates. Moreover, MC simulations were 

used to derive conditions for the separation of material and topography contrast. Wan 

et al. [Wan2015] distinguished topographical and material contrast of polymer samples 

using BSE analysis based on different angular distributions of BSEs, which were 

calculated using MC simulations. This angular selectivity method was later expanded 

also to BSE-SEM imaging under deceleration fields [Wan2016]. MC simulations have 

been also applied to study the influence of carbon contamination on the BSE-energy 

distribution [Ass2019]. It was found that surface contamination reduces the number of 

BSEs emerging with energies close to 𝐸0 and increases the number of BSE with lower 

energies. 

All examples of quantitative BSE-SEM mentioned above include MC simulations 

as an important addition to the measured data to reveal quantitative information from 

the BSE images. However, MC-simulated results depend on the used differential 

scattering cross-section (DSCS) (respectively on the screening parameter in the screened 

Rutherford cross-section) [Ass2018]. Suitable DSCSs for MC simulations depend on the 

material and the experimental conditions [Han2014]. To achieve reliable MC-simulation 

data, the MC-simulation package must be first calibrated to the particular sample 

material and experimental setup. Comparing MC-simulation results with measurements 

validates the calibration and enables reliable prediction of BSE contrast as well as 

optimization of the imaging parameters. To compare MC simulations with BSE 

measurements, normalization of the data is necessary. Contrary to quantitative HAADF 

STEM (Chapter 2), where the intensity of the primary electron beam is used for 

normalization, direct normalization of the measured BSE-SEM intensity with respect to 

the incident electron beam is not possible. Therefore, other normalization methods 

have been developed. For example, the measured BSE intensities of thin specimens can 

be normalized to their bulk-BSE intensity values [Mül2017] or another reference 

material. Another possibility of normalizing measured BSE grey values is to use an 

analytical formula that was previously calibrated to particular imaging conditions 

[San2012].  

In this work, we propose a quantitative BSE method that includes MC simulations 

to understand BSE-SEM intensities. In this method, a wedge-shaped specimen is FIB 

milled from the studied bulk sample, where the sample thickness gradually increases 



80 
 

from 0 to approximately 2 μm. Acquiring a BSE-SEM image of the wedge-shaped 

specimen enables to follow the BSE-intensity increase with increasing sample thickness 

until the bulk intensity value is reached. Such BSE intensity-thickness profiles are 

suitable for comparison with simulated data because sample thickness is an additional 

parameter for comparison. Direct comparison is possible by normalizing the BSE 

intensities to the intensity of bulk Si. The Si-bulk material can be either present in the 

studied specimen (e.g. as a substrate) or a Si wafer is utilized for the normalization. 

Moreover, we consider the BSE-detector properties in the simulations to reach a better 

agreement with the measured data. The proposed method is tested on two different 

challenging multilayer-sample systems. The first is a Si/ZnO/Zn(OxS1-x)/ZnS-multilayer 

system, where the chemical composition between individual layers varies only slightly 

and thus probes the sensitivity of the method. The second studied sample is a 

PTB7/PC71BM-multilayer system, which was chosen as a representative of weakly-

scattering materials with similar electron-scattering properties. The quantitative 

analysis of both sample systems demonstrates the validity of the proposed method and 

emphasizes the importance of reliable MC simulations for quantitative BSE-SEM 

analysis.   

4.2 Experimental procedure 
All experiments presented in this chapter were performed with a Helios G4 FX 

dual-beam instrument (Thermo Fisher Scientific, USA). This instrument is equipped with 

an annular semiconductor backscattered-electron (CBS) detector positioned below the 

pole piece (see Figure 2.5). Utilizing the CBS detector for quantitative BSE analysis is 

convenient because this detector does not require any fields to collect BSEs, and thus 

the comparison with simulations is feasible. To compare measured data with 

simulations, all experimental parameters (primary electron energy and current, 

detector-collection angles, detector properties, etc.) have to be known. The 

determination of the detector-collection angles of the CBS detector is described in 

section 4.2.1 and the detector properties are outlined in section 4.2.2. Moreover, for 

comparison with simulations, the normalization of the measured data is essential. 

Contrary to STEM-data normalization (section 3.3.4), the direct illumination of the CBS 

detector is not possible in BSE-SEM experiments, and an alternative normalization 

procedure for measured BSE-SEM data is presented in section 4.2.3. 

4.2.1 Determination of the collection-angle range of the CBS 

detector 
 To determine the collection-angle range of the CBS detector, the detector 

geometry and the distance between the detector and the sample surface must be 

known. The CBS detector can be imaged by utilizing the electron-mirror phenomenon 

[Cro2008] in SEM, which enables imaging of the upper hemisphere of the SEM chamber 

together with the CBS detector. In this method, an insulating sample, polypropylene in 

this case, is charged by scanning the sample at a slow rate with 20 keV electrons for 

about 4 minutes. Subsequently, the electron energy is reduced to 2 keV and a mirror 

image of the SEM interior is obtained with the CBS detector. The image can be focused 
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to show the SEM components of interest. Figure 4.1a presents the electron-mirror 

image of the CBS detector in the Helios G4 FX. The mirrored image (Figure 4.1a) is not 

scaled, however, calibration with the known size of the bore of the pole piece (1.5 mm, 

Figure 4.1a) is possible. From the calibrated image, the inner and outer radii of the CBS-

detector segments can be determined. The detector consists of four segments labelled 

A-D in Figure 4.1a. The inner and outer detector radii of the detector segments derived 

from the image in Figure 4.1a are given in Table 4.1. 

 

Figure 4.1 Annular backscattered-electron (CBS) detector. a) An electron-mirror image 
of the CBS detector in the Helios G4 FX microscope. The image scale can be calibrated 
with the known size of the bore of the pole piece, which is 1.5 mm. b) A scheme of the 
CBS-detector position in the microscope. The distance between the bottom surface of 
the detector and the sample surface 𝑑 is essential for the determination of the 
collection-angle range of the CBS detector. 

 To determine the detector-collection angles 휃, the distance between the sample 

and the CBS detector 𝑑 must be known. Figure 4.1b shows the geometry inside the SEM 

chamber. The distance between the pole piece and the sample surface is known, it is 

the working distance (WD). The distance between the pole piece and the surface of the 

CBS detector was determined by focusing the electron beam on the upper side of the 

CBS detector. The WD in this situation is 1.2 mm. The last necessary distance is the 

thickness of the active semiconductor layer. This thickness was estimated to be 0.3 mm 

[Nan2013]. The resulting distance between detector and sample 𝑑 for a particular WD 

is 𝑑 = WD − 1.5 mm. Moreover, the collection angles 휃 for the detector segments A-D 

result from geometry (inner and outer radii of the corresponding segment) and is given 

by Eq. 4.1. The collection angles for WD = 8 mm are given in Table 4.1. 

 
휃 = 𝜋 − atan (

𝑟

𝑑
) [rad] 

 
(4.1) 
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Table 4.1 CBS-detector properties. The inner and outer radii of the CBS detector 
segments A-D were determined from a mirror-electron image. The derived collection 
angles correspond to WD = 8 mm. 

Segment  Radius 𝑟 
[mm] 

collection 
angle 휃 

[rad] 

A Inner 2.4 2.79 

 Outer 4 2.59 

B Inner 4.2 2.57 

 Outer 6.4 2.36 

C Inner 6.7 2.34 

 Outer 9.2 2.19 

D Inner 9.4 2.18 

 Outer 12 2.07 
 

Figure 4.1a also reveals, that similar to the STEM detector (section 3.3.4), some 

parts of the CBS detector are inactive (dark regions) and therefore a geometrical 

correction factor 𝑐𝑔 has to be introduced for the normalization of the measured data. 

Moreover, inactive areas are also present in between the concentric detector segments. 

The presented BSE-SEM images taken with the CBS detector in this chapter were always 

acquired using all CBS detector segments together. That means that the collection-angle 

range was 2.07 - 2.79 rad and that the geometrical correction factor must also consider 

the inactive regions between the concentric detector segments. Here 𝑐𝑔 = 0.07 was 

determined, which means that 7 % of the detector is inactive.   

4.2.2 Determination of the detector-threshold energy 
As a result of the metal-protection layer, that protects the semiconductor 

detector, a threshold energy 𝐸𝑡ℎ is introduced. Impinging electrons need to penetrate 

this layer and lose part of their energy. Electrons with lower electron energy than the 

𝐸𝑡ℎ, that reach the detector, are partially adsorbed in the protection layer and 

contribute to the calculated BSE intensity with linearly decreasing detection efficiency. 

It is important to consider 𝐸𝑡ℎ in MC simulations (as discussed in section 2.4) to enable 

the comparison with measured data. The simulated normalized intensity considering the 

𝐸𝑡ℎ is given by Eq. 2.23. 𝐸𝑡ℎ can be determined by measuring the detector-response 

curve. The response curve describes the dependence of the measured grey values as a 

function of the primary electron energy. Importantly, the contrast/brightness settings 

must stay unchanged throughout the whole measurement. For each electron energy, an 

SEM image of a Si-wafer sample and a corresponding blanked beam image was acquired. 

Averaging the image intensity in each of the acquired images and subtracting the 

averaged values from the corresponding blanked images lead to the grey values plotted 

in Figure 4.2 as a function of primary electron energy. Figure 4.2a shows the measured 

detector response curve for contrast (electronic gain of the detector) of 80 %. For this 

contrast setting, the detector is oversaturated at energies > 1000 eV. The response 

curve in Figure 4.2a is not linear and shows a local maximum at 𝐸 = 500 eV. Similar 
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behaviour is observed in Figure 4.2b, where the response curve was measured for a 

contrast setting of 60 %. Local maxima are also observed at 1, 2 and 3.5 keV in 

Figure 4.2b. For higher electron energies, the local maxima are less pronounced, and the 

response curve becomes linear. The origin of these local maxima is not clear, however, 

most probably they originate from the detector-amplifier system. Fitting a linear curve 

to the data shown in Figure 4.2b reveals an intersection with the energy axis at 𝐸𝑡ℎ =

500 eV, which is the detector threshold energy. The determined 𝐸𝑡ℎ was taken into 

account in all MC-simulated BSE data in this chapter.  

 

Figure 4.2 CBS-detector response curve. The measured response curve of the CBS 
detector for a) a contrast setting of 80 % and b) contrast setting of 60 %. The linear fit 
to measured data in b) reveals the detector threshold energy 𝐸𝑡ℎ = 500 eV. 

4.2.3 Normalization of measured BSE data 
 Normalization of the measured data is essential for comparison with simulations 

and quantitative analysis of BSE intensities. In STEM (section 3.3.4), the data 

normalization was straightforward by acquiring a reference image of the STEM detector 

with unchanged imaging parameters. In the experimental setup for BSE imaging, direct 

illumination of the CBS detector is not possible, requiring a different approach to data 

normalization. Measured data normalization by the bulk intensity value of a suitable 

material yields relative intensity values that can be compared with simulated data 

normalized to the same bulk intensity. In this thesis silicon (Si) was chosen as reference 

material because Si is widely used and often serves as a support material for different 

samples.  

Figure 4.3 compares two Si-bulk intensity values obtained from a Si wafer and a 

Si wedge-shaped specimen under the same experimental conditions. In Figure 4.3a, a 

wedge-shaped sample consisting of a Si substrate, diamond-like carbon (DLC) and a 

deposited Pt-protection layer was imaged in a cross-section perspective. The sample 

was prepared by FIB milling from a bulk specimen. The preparation of wedge-shaped 

specimens was already described in section 3.3.2. The BSE image of the wedge sample 

in Figure 4.3a was acquired using 30 keV electrons, a 0.2 nA electron current, and an 

8 mm working distance. The BSEs were collected with the CBS detector using all detector 
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segments. Subsequently, the same imaging parameters, particularly the 

contrast/brightness settings, were used to acquire a BSE-SEM image of the Si wafer, 

serving as a reference sample. Such a reference image is shown in Figure 4.3b. Averaging 

the image intensity gives a grey value of 12012 that corresponds to the Si-bulk intensity 

for the chosen imaging parameters. Figure 4.3c shows an intensity-line profile obtained 

from the BSE image in Figure 4.3a by averaging over a line width of 20 pixels along the 

green line. The starting point of the line scan is denoted by an arrow. The line profile in 

Figure 4.3c shows a grey-value dependence on the local sample thickness of the Si 

wedge. Knowing the wedge angle (𝛼 = 25°), the distance along the line scan 𝑥 can be 

converted to the local sample thickness 𝑡 = 𝑥 tan𝛼. Figure 4.3c shows the typical shape 

of the BSE intensity for a wedge-shaped sample. The intensity (grey value) increases with 

increasing wedge thickness because more electrons are backscattered within the 

sample. The BSE intensity saturates when the thickness of the sample reaches the 

electron range and becomes constant even for larger sample thicknesses. The constant 

intensity value is the BSE-bulk intensity, which is related to a particular material, 

electron energy, detection-angle range and sample tilt. Moreover, the bulk intensity is 

influenced by the surface topography and surface contamination, which is undesired. 

FIB-milled wedge-shaped specimens are well suited for BSE analysis because 

contributions from topography and surface contamination are minimized. Moreover, 

observing the thickness dependence of the BSE intensity precisely reveals the desired 

bulk intensity. A Si-bulk grey value of 12407 was obtained from the wedge-shaped 

sample (Figure 4.3a and c), which is very similar to the Si-wafer bulk value (12012). One 

possible origin of the discrepancy between the Si-bulk BSE intensities could originate 

from the native SiOx layer, which is present on the Si wafer surface. However, the native 

oxide layer is only a few nm thick and does not significantly influence the measured BSE 

intensities. Agreement between the Si-bulk grey values measured on Si wedge and Si 

wafer was obtained also for 15, 10 and 5 keV. We note that the Si-bulk grey values are 

similar throughout the whole wafer and that the electron-beam induced contamination 

does not have a significant influence on the BSE intensity at primary electron energies 

between 5 and 30 keV. Therefore, it is possible to use a Si wafer as a reference sample 

for normalization of the measured BSE intensities with respect to the Si-bulk intensity. 

In the case of quantitative BSE analysis of DLC in Figure 4.3 or the two samples in 

sections 4.4 and 4.5, the Si-bulk intensity can be determined directly from the BSE image 

of the specimen because the layer systems are deposited on Si wafers and no other 

reference sample is needed. 
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Figure 4.3 Si-bulk intensity for normalization of measured data. a) 30 keV BSE-SEM 
image of a FIB-milled wedge-shaped cross-section specimen containing a diamond-like 
carbon (DLC) layer covered with a Pt-protection layer on a Si substrate. The BSE-SEM 
image was acquired with the CBS detector using all segments. b) 30 keV BSE-SEM image 
of a Si wafer taken with the same imaging parameters as in a). The averaged Si-bulk grey 
value from the Si wafer is 12012. c) An intensity-line profile along the green line in a) 
reveals the grey-value dependence on the local sample thickness of Si wedge. The 
saturated Si-bulk grey value 12407 is comparable to the grey value obtained from the 
image in b). 

 The normalized BSE intensity is given by Eq. 4.2, where 𝐼𝑚 denotes the measured 

intensity, 𝑐𝑔 is the geometrical correction factor, 𝐼𝑆𝑖 𝑏𝑢𝑙𝑘 is the Si bulk intensity and 𝐼𝑏 is 

the black intensity obtained by averaging the grey values in an image acquired with a 

blanked beam. The normalized Si curve in Figure 4.3c according to Eq. 4.2 is shown in 

Figure 4.4. Additionally, a normalized BSE-intensity thickness curve for DLC is plotted in 

red. Such normalized BSE-intensity thickness curves can be compared with data 

obtained by MC simulations.  

 
𝐼𝑁𝑜𝑟𝑚 =

𝐼𝑚(1 + 𝑐𝑔) − 𝐼𝑏

𝐼𝑆𝑖 𝑏𝑢𝑙𝑘(1 + 𝑐𝑔) − 𝐼𝑏
 

 

(4.2) 
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Figure 4.4 Normalization of measured data. The plot shows the dependence of the BSE 
intensity as a function of the local sample thickness for Si (green) and DLC (red) 
normalized with the bulk BSE intensity of Si (Eq. 4.2). The measured data was obtained 
from intensity-line scans in Figure 4.3a along the green line for Si and analogously for 
DLC.  

 When normalizing the measured data with the bulk value of Si or any other 

crystalline material, electron channelling [Zau1992] has to be considered, as it can 

influence the measured bulk intensity. The electron-channelling phenomenon occurs in 

crystals under specific incidence angles, where the electron paths are constrained to 

atomic columns, which influences the scattering properties. In other words, the BSE 

coefficient 휁 is dependent on the crystal orientation. However, 휁 depends also on 

sample tilt according to Eq. 2.15.  

The influence of the sample tilt on the BSE intensity for a Si(111) wafer was 

investigated, and the measured data is shown in Figure 4.5. Unfortunately, the CBS 

detector cannot be used when the stage in the Helios G4 FX microscope is tilted. 

Therefore, the measurements were performed with two other BSE detectors, the 

through-lens detector (TLD) (Figure 4.5a) and the mirror detector (MD) (Figure 4.5b). 

Both detectors are positioned inside the electron column. The shape of the two curves 

is similar and shows a peak at -1° tilt and minima around -7° and 6°. The measured data 

are a result of the superposition of channelling and the sample-tilt dependence of 휁 

within the detection-angle range. The sample-orientation dependence causes the 

intensity decrease from the -1° sample tilt as expected from Eq. 2.15. The channelling 

effect then modulates the intensity decrease and causes an intensity increase at larger 

tilt angles in Figure 4.5. The intensity minima correspond to the Bragg angles for the Si 

(022) planes, which is plausible for a Si(111) substrate. Considering the grey-value 

intensity modulations in Figure 4.5, we can conclude that the sample orientation does 

not strongly affect the measured BSE intensity. The use of the CBS detector for BSE 
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imaging further reduces the channelling effect because it has a much larger detection-

angle range compared to the MD and TLD detector.  

 

Figure 4.5 BSE-SEM intensity as a function of the sample orientation. The data were 
measured on a Si(111) wafer with 2 keV electrons. The BSEs were detected with a) a 
mirror detector (MD) and b) a through-lens detector (TLD). 

4.3 Monte-Carlo simulations of BSE intensity 
 MC simulations are utilized in this work to quantify the contrast of the studied 

materials and optimize the experimental parameters, i.e. electron energy and detection-

angle range. Moreover, MC simulations can be used to understand the contrast in 

experimental BSE images and explain unexpected contrast features of the measured 

data. In this work, we have adopted the NISTMonte simulation package [Rit2005] with 

implemented screened Rutherford scattering cross-sections. Possible choices of the 

screening parameters in the cross-section are listed in section 3.2. The energy loss of the 

scattered electrons is described by the Joy and Luo [Joy1995] continuous-slowing-down 

approximation. To obtain the dependence of the simulated BSE intensity on the sample 

thickness, the MC simulations were performed in a thickness range of 1 – 3000 nm with 

10 nm thickness intervals. By integrating the angular distribution of the backscattered 

electrons over the detection-angle range of the CBS detector (see Table 4.1), the 

simulated BSE intensity is calculated at each sample thickness. To achieve a more precise 

comparison between measured and simulated data, the properties of the BSE detector 

must be considered in the simulated BSE intensities according to Eq. 2.22 and Eq. 2.23. 

The threshold energy of the CBS detector was measured and has a value of 𝐸𝑡ℎ = 500 V 

(section 4.2.2). 

 Figure 4.6 shows the angular distribution of the scattered electrons obtained by 

MC simulations for 15 keV electrons interacting with a 1.5 μm thick Si film. The x-axis 

gives the scattering angle and the y-axis the number of electrons. The total number of 

simulated electrons was 105. The forward-scattering direction covers the 0 − 𝜋 2⁄  range 

and back-scattering directions are 𝜋 2⁄ − 𝜋. The typical shape of the scattering-angle 

curve for a thin-film sample is shown in Figure 4.6. The counts increase with increasing 

scattering angle, reach a maximum and then decrease towards the scattering angle 𝜋 2⁄ , 

where all electrons are absorbed, because this is the scattering direction parallel to the 
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film surface. On the further increase of the scattering angle, the counts again increase 

as the electrons are backscattered. Finally, the counts decrease towards scattering angle 

𝜋. The green curve corresponds to MC simulations with the Nigam screening parameter, 

whereas the red curve was calculated with the Bishop screening parameter. Comparing 

these two curves reveals that the screening parameter significantly influences the 

angular distribution of the scattered electrons and has to be carefully chosen to match 

the measured data.  

  

Figure 4.6 Angular distribution of scattered electrons. MC-simulated angular 
distributions of 15 keV scattered electrons interacting with a 1.5 μm-thick Si film are 
plotted in red for the Bishop and in green for the Nigam screening parameter. The 
detection-angle range of the CBS detector is indicated by the blue-green box.  

 To understand the BSE-intensity dependence on the different screening 

parameters, the dependence of the MC-simulated BSE intensity on the sample thickness 

was calculated for Si using different screening parameters listed in Section 3.2. The 

simulation results are plotted in Figure 4.7 for 20 keV in a) and 10 keV in b). The 

simulated data are normalized to the total number of electrons and not to the counts 

corresponding to Si-bulk intensity because we want to compare the performance of the 

different screening parameters also in the Si-bulk region.  An increase of the BSE 

intensity with the sample thickness is observed for all curves and the corresponding 

bulk-intensity values vary. The lowest bulk value is obtained with the Nigam screening 

parameter (green curve), whereas the highest value yields the NIST screening parameter 

(dark blue). The Thomas-Fermi (yellow curve), Moliere (purple curve) and Seltzer (brown 

curve) screening parameters give similar results. Additionally, results for the Mott 

scattering-cross-section are plotted in light blue. These results agree well with the 

Bishop screening parameter (red curve).   
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Figure 4.7 Dependence of the MC-simulated BSE intensity on the sample thickness 
using different screening parameters. a) MC-simulated BSE intensity as a function of 
the sample thickness t for 20 keV electrons for Si normalized to the total number of 
simulated electrons. Different curves were calculated with different screening 
parameters: Bishop (red), Nigam (green), Thomas-Fermi (yellow), Moliere (purple), 
Seltzer (brown) and NIST (dark blue). MC simulations based on the Mott cross-section 
are indicated in light blue. b) The same calculations as in a) for 10 keV electron energy. 

Comparison of the simulated curves in Figure 4.7 reveals that the screening 

parameter significantly influences the simulated result. To achieve a reliable 

representation of the measured BSE data, the suitability of a particular screening 

parameter for particular sample material and experimental conditions (electron energy, 

detection angle range) must be verified. Choosing the suitable screening parameter 

based on comparison of the measured (obtained from a wedge-shaped specimen) and 

MC simulated BSE intensity vs. thickness curves is convenient because the thickness 

serves as an additional parameter for the comparison. In the following, suitable 

screening parameters for the two studied test samples are determined, i.e. Bishop 

screening parameter for the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system and NIST 

screening parameter for the PTB7/PC71BM-multilayer system. We note that the Bishop 

screening parameter with the new expression for the screening radius (Eq. 3.16) derived 

in Chapter 3 is not suited for simulation of BSE intensities as it was derived for HAADF-

STEM simulations with completely different detection angle ranges.   

4.4 Quantitative analysis of a Si/ZnO/Zn(OxS1-x)/ZnS-

multilayer system by BSE-SEM 
As the first test sample for quantitative BSE analysis, a multilayer system 

consisting of 100 nm thick layers of ZnO, Zn(O0.7S0.3), Zn(O0.5S0.5), Zn(O0.4S0.6) and ZnS was 

studied. The multilayer system was deposited on a Si substrate, as shown in the cross-

section scheme in Figure 4.8a. This multilayer system was fabricated as a test sample in 

the study of a buffer-layer system for Cu(In,Ga)Se2-based solar cells [Jin2019]. In this 

thesis, the sample was chosen because the rather small composition variations between 

the layers probe the limits of the suggested quantitative BSE method. Moreover, the 

material parameters of ZnO and ZnS are well known and yield precise MC-simulated 
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data. The average atomic number of the compounds was calculated using Eq. 4.3, where 

𝑐𝑖 and 𝑍𝑖  are concentrations in at.% and atomic numbers of the particular element in 

the compound. The power 𝑎 = 2 is related to the Rutherford model where 𝑍 has a 

quadratic dependence. Eq. 4.3 was adopted for the calculation of the average atomic 

mass 𝐴 by substituting 𝐴 for 𝑍 and for 𝑎 = 1.  

 
�̅� = √∑𝑐𝑖𝑍𝑖

𝑎

𝑖

𝑎
 

 

(4.3) 

The material densities for ZnO (5.61 g/cm3, [Hay2011]) and for ZnS (4.09 g/cm3, 

[Lid1998]) are known. The material densities for Zn(OxS1-x) were interpolated and all 

material parameters are shown in Table 4.2. 

Table 4.2 Material parameters of the Si/ZnO Zn(OxS1-x)/ZnS multilayer system. 

Material 
Average atomic 

number Z 
Density ρ 
(g/cm3) 

Average atomic 
mass (atomic 
mass units) 

ZnO 21.95 5.61 40.69 

Zn(O0.7S0.3) 22.6 5.15 43.1 

Zn(O0.5S0.5) 23 4.85 44.71 

Zn(O0.4S0.6) 23.23 4.7 45.51 

ZnS 24 4.09 48.72 

Si 14 2.33 28.09 

 

From the material parameters, the BSE-image contrast can be qualitatively 

determined. The BSE intensity is proportional to 𝑍2𝜌𝑡 𝐴⁄ . If the TEM-sample thickness 

is the same for all material layers, the presumed BSE intensity for ZnO is higher as 

compared to ZnS based on the 𝑍2𝜌𝑡 𝐴⁄  dependence. The qualitatively presumed BSE 

intensity of the layers is shown in Figure 4.8b. The Si substrate should appear even 

darker compared to the ZnS layer.  

 

Figure 4.8 Scheme of the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system. a) The scheme of 
the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system in a cross-section shows 100 nm-thick 
layers with the respective chemical composition. b) Corresponding qualitatively 
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presumed BSE intensities based on the material parameters of the different layers. The 
BSE image of ZnO appears brighter than ZnS.  

4.4.1 Monte-Carlo simulations for BSE-SEM parameter 

optimization 
Before BSE measurements, MC simulations were used to obtain insights into the 

BSE-SEM contrast of the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system and to determine the 

imaging parameters for optimum contrast. Among the imaging parameters, the primary 

electron energy is the most significant. Moreover, the wedge-shaped specimen enables 

to study the multilayer system at a certain sample thickness, which means that the 

sample thickness is an additional parameter that needs to be investigated. For 

distinguishing the thin (100 nm) layers within the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer 

system, the primary electron energy should be as high as possible to reduce beam 

broadening. We note, that the opposite would apply to a bulk sample, where the 

interaction volume is minimized at small electron energies. The largest wedge thickness 

is approximately 2 μm, which restricts the primary electron energy to 15 keV. At this 

electron energy, the measured BSE data can be directly normalized with the bulk 

intensity of the Si substrate. 

MC simulations were performed for 15 keV electrons with the Bishop screening 

parameter (Eq. 3.2) implemented into the screened Rutherford differential scattering 

cross-section (Eq. 3.1) and BSEs were collected in the 2.07 – 2.79 rad detection-angle 

range. The normalized BSE-intensity dependence on the sample thickness was 

calculated for each layer of the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system and is plotted 

in Figure 4.9a. The data were normalized to the Si-bulk intensity, as the black dashed 

curve for Si reaches the value 1 for sample thicknesses above 1000 nm. The 

ZnO/Zn(OxS1-x)/ZnS curves are very similar and reach bulk values at 𝑡 ≈ 400 nm. The 

bulk value of the BSE intensity of all Zn(OxS1-x) layers is about 1.5 times higher than the 

Si-bulk value and is most likely indistinguishable between the different layers 

considering noise in real measurements. Figure 4.9b shows an enlarged part of 

Figure 4.9a for thicknesses between 100 and 500 nm. At these sample thicknesses, 

where the bulk BSE intensity is not yet reached, the intensity of the layers is sufficiently 

different to reveal a contrast in a BSE-SEM image. Considering the MC simulations, the 

most suitable sample-thickness range for BSE imaging of the studied multilayer system 

is at thicknesses between 150 and 300 nm (blue-green shaded region in Figure 4.9b). 

Moreover, the MC simulations confirm the qualitatively presumed contrast, i.e. ZnO 

appears brighter than ZnS in a BSE image. 
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Figure 4.9 MC simulations of the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system. a) 15 keV 
BSE intensity of the different layers in the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system 
normalized to the Si-bulk intensity as a function of the sample thickness. b) Enlarged 
selection of a) showing the most suitable thickness range (150 – 300 nm) for BSE 
measurements.  

4.4.2 Experimental results  
 From the bulk Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system, a lamella was prepared 

and further trimmed in a wedge shape using FIB. The final FIB milling was performed 

using a 5 keV ion beam to prepare smooth wedge surfaces with negligible Ga+ 

implantation. The wedge sample preparation was already discussed in more detail in 

section 3.3.2. The FIB-prepared wedge of the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system 

was imaged in a top view orientation with the SEs (Figure 4.10a). From the top-view SE-

SEM image, the wedge angle was measured to be 𝛼 = 25° ± 0.5°. In the top-view 

image, the Pt-protection layer is visible and the material of interest is located 

underneath. The wedge angle for the multilayer system could therefore slightly differ 

from the wedge angle measured on the Pt-protection layer. A possible difference might 

be induced by different sputter rates of the materials and, hence, a wedge angle error 

of ±0.5° was introduced. A cross-section view is obtained by tilting the sample by 90° 

from the top-view orientation. Figure 4.10b shows a 15 keV BSE-SEM cross-section 

image acquired with the CBS detector at 8 mm WD. The bright contrast represents the 

Pt-protection layer. Underneath, the ZnO/Zn(OxS1-x)/ZnS layers are present. The dark 

contrast below represents the Si substrate. In Figure 4.10b, the thickness of the wedge 

increases from left to right, and the black contrast on left is from the vacuum region. 

Performing a 20-pixel-wide line scan along the white line in direction of the white arrow, 

the measured BSE-intensity/thickness profile is obtained. The distance along the line 

scan 𝑥 can be converted to the local sample thickness 𝑡 = 𝑥 tan(25°), and the measured 

intensities can be normalized to the Si-bulk intensity according to Eq. 4.2. The 

normalized measured curve for Si is shown in Figure 4.9a by the black full line. The 

measured curve can be directly compared with MC simulations (black dashed line). The 

comparison reveals that the MC simulations using the Bishop screening parameters 

represent the measured BSE data for Si well. A small discrepancy is observed at sample 

thicknesses, where the BSE intensity starts to saturate. The reason for the discrepancy 
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might be caused by the wedge angle of the prepared wedge sample, which may slightly 

differ from the real wedge angle.  

 

Figure 4.10 BSE-SEM imaging of the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system. a) 5 keV 
top-view SE-SEM image of the FIB-milled wedge, from which the wedge angle is 
measured. b) 15 keV BSE-SEM cross-section image of the wedge, which was acquired by 
using all segments of the CBS detector at 8 mm WD. The thickness increases from left to 
right and the ZnO/Zn(OxS1-x)/ZnS-multilayer system is between the Pt-protection layer 
and the Si substrate as indicated by the scheme.  

The individual layers of the ZnO/Zn(OxS1-x)/ZnS-multilayer system can be hardly 

distinguished in the BSE image shown in Figure 4.10b. Figure 4.11a shows an enlarged 

selection of the image in Figure 4.10b with 20 % enhanced contrast, where the individual 

layers can be recognised. Importantly, the predicted contrast (from qualitative analysis 

and also from MC simulations) is confirmed, showing bright contrast for ZnO and dark 

contrast for ZnS. The MC simulations suggest the highest contrast between the 

individual layers at a thickness 𝑡 = 150 nm. A line scan perpendicular to the 

ZnO/Zn(OxS1-x)/ZnS layers at a wedge thickness of 110 nm is plotted in Figure 4.11b 

(black line). The measured BSE intensities in Figure 4.11b are normalized according to 

Eq. 4.2. In the line scan, the different layers can be clearly distinguished apart from the 

Zn(O0.5S0.5) and Zn(O0.4S0.6) layers, where the chemical composition is not different 

enough. Due to beam broadening, the interfaces between the layers are not sharp but 

blurred. Considering material parameters of ZnS, 15 keV electron energy and sample 

thickness of 110 nm in Eq 2.13, the beam broadening at the bottom surface of the 

sample is estimated to be 105 nm. The influence of the beam broadening is not 

negligible and is discussed in more detail later. For comparison with MC simulations, the 

precise wedge thickness at the position of the line scan is important to know. The exact 

thickness at the position of the line scan can be determined from the Si intensity by 

comparison with MC simulations. The normalized BSE intensity at the beginning of the 

line scan (black curve in Figure 4.11b) corresponds to Si and has a value of 0.13. 

Assuming that the MC-simulated data represent the measured data sufficiently well 

(compare black lines in Figure 4.9a), the intensity value of 0.13 corresponds to the BSE 

intensity of Si with a thickness of 110 ± 10 nm. The uncertainty represents the 

discrepancy between the measured and simulated data in Figure 4.9a. For comparison, 

another line scan at a higher wedge thickness (700 nm) is plotted in Figure 4.11b (red 
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line). At this larger wedge thickness, the individual layers are not distinguishable 

anymore because beam broadening is more pronounced. Moreover, MC simulations 

also reveal a lower contrast between the layers at these larger wedge thicknesses. The 

main error in the measured data in Figure 4.11b originates from performing the line 

scans. The line scan should be acquired exactly perpendicular to the wedge thickness 

gradient. In practise, this is challenging, and therefore an error bar is introduced to the 

measured data in Figure 4.11b obtained by performing five line scans in a similar sample 

position and calculating the standard deviation for the average value.  

 

Figure 4.11 Intensity-line scans perpendicular to the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer 
system. a) Enlarged section of the BSE image in Figure 4.10b with enhanced contrast to 
reveal the ZnO/Zn(OxS1-x)/ZnS layers. b) Measured intensity-line scans along the 
indicated lines in a). The black line scan was acquired at wedge thickness 𝑡 = 110 𝑛𝑚 
and the red line scan at wedge thickness 𝑡 = 700 𝑛𝑚.  

4.4.3 Comparison of measured and simulated data 
Measured BSE intensities normalized according to Eq. 4.2 can be directly 

compared with MC-simulated data normalized to the simulated Si-bulk value. The MC-

simulated intensities are calculated according to Eq. 2.23. Figure 4.12 shows the line 

scan from Figure 4.11b obtained at 110 nm wedge thickness. Additionally, MC-

simulated BSE intensities with the Bishop screening parameter for each layer of the 

ZnO/Zn(OxS1-x)/ZnS-multilayer system at a thickness of 110 nm are plotted (dashed red 

line). The uncertainty of the simulated data is estimated from the Poisson noise in the 

MC simulations. The measured and simulated data fit very well for all materials in the 

ZnO/Zn(OxS1-x)/ZnS-multilayer system except for ZnS. In general, the measured intensity 

is slightly higher compared to the MC-simulated data. This small discrepancy is in the 

uncertainty range of the plotted data. A possible explanation for the discrepancy might 

be Ga+ implantation, which would increase the measured BSE intensities compared to 

the ideal case without Ga+ ions in the studied material. Even though measures to 

minimize the Ga+ implantation during the wedge preparation procedure were applied, 

a small amount of Ga+ might be present in the surface region of the sample and can 

cause the small discrepancy in Figure 4.12. The effect of the Ga+ implantation on the 

measured BSE intensities can be estimated by comparing the measured and MC-
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simulated curves for Si in Figure 4.9a. The measured and MC-simulated curves fit very 

well (particularly at small sample thicknesses where the effect of Ga+ implantation 

should be most pronounced). Therefore, it can be concluded that Ga+ implantation is 

not strongly present in the studied wedge specimen and does not significantly influence 

the measured BSE intensities. In the case of the ZnS layer, the simulations do not agree 

well with the measured data. The discrepancy can be explained by considering beam 

broadening in the experimental data. The ZnS layer is located next to the Pt-protection 

layer on right in the plot in Figure 4.12. Calculating the beam broadening within the ZnS 

layer according to Eq. 2.13 leads to a value 𝑏 = 105 nm, which is comparable with the 

ZnS layer thickness. Therefore, the Pt layer (as a heavy scatterer) significantly 

contributes to measured intensities for ZnS and thus increases the measured intensity 

with respect to the MC simulations. The influence of beam broadening is also visible in 

the measured data for ZnO, where the ZnO intensity decreases towards the intensity of 

Si. Due to beam broadening the measured intensity for the ZnO layer is not constant 

over the whole ZnO layer thickness, as it is expected according to the MC simulations 

(red-dashed line in Figure 4.12). The measured intensity decreases from the constant 

ZnO value already at about half of the ZnO-layer thickness towards the BSE intensity of 

the Si substrate. To reduce the beam-broadening effect, higher primary electron 

energies or smaller sample thicknesses are required. 

 

Figure 4.12 Comparison of measured and simulated normalized BSE intensities for the 
Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system. The black curve represents the measured 
15 keV BSE intensity-line profile perpendicular to the Si/ZnO/Zn(OxS1-x)/ZnS-multilayer 
system from Figure 4.11b at 110 nm wedge thickness. The red-dashed curve shows the 
MC-simulated data using the Bishop screening parameter for the layers of the sample. 

 To visualize the (dis)agreement between simulated and experimental BSE 

intensities more clearly, Table 4.3 shows the calculated intensity ratios between the MC-

simulated and measured intensities for all layers of the ZnO/Zn(OxS1-x)/ZnS-multilayer 



96 
 

system and the MC-simulated or measured intensities of the ZnO layer. The calculated 

intensity ratios for simulated and measured data agree very well for all layers except the 

ZnS layer. The measured ratio for ZnS gives a value of 0.77, whereas the MC simulations 

give 0.68. This discrepancy is caused by beam broadening, as discussed already above. 

In the absence of beam broadening, the simulated value is expected to approach the 

experimental data because the MC simulations do not consider beam broadening, and 

agree well with the measurements for the other layers of the ZnO/Zn(OxS1-x)/ZnS-

multilayer system.  

Table 4.3 Intensity ratios of the measured and MC-simulated data of the 
Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system with respect to the ZnO intensity. 

 
ZnO Zn(O0.7S0.3) Zn(O0.5S0.5) Zn(O0.4S0.6) ZnS 

Intensity ratio 

MC simulation 

1 0.90 0.83 0.83 0.68 

Intensity ratio 

exper. data  

1 0.89 0.83 0.82 0.77 

 

Figure 4.12 and Table 4.3 reveal that the proposed approach of the quantitative 

BSE analysis is feasible and can be used for the determination of the O/S content in 

ZnO/Zn(OxS1-x)/ZnS-multilayer system. The MC-simulated BSE intensity vs. thickness 

curves calculated using the Bishop screening parameter describes the measured data 

well and can be used for reliable optimization of the imaging parameters. It has been 

shown that materials varying only slightly in chemical composition, e.g. Zn(O0.7S0.3) and 

Zn(O0.5S0.5), can be distinguished in a BSE image if the interaction volume is not relevant 

at small sample thicknesses. However, the materials with chemical composition as close 

as Zn(O0.5S0.5) and Zn(O0.4S0.6) cannot be distinguished in a BSE image because the 

scattering properties of both materials are almost identical.  

4.5 Quantitative analysis of a PTB7/PC71BM-multilayer 

system by BSE-SEM 
 The second test sample, that was used to demonstrate the applicability of the 

proposed quantitative BSE-SEM analysis technique, is a PTB7/PC71BM-multilayer 

system. PTB7 (C41H53FO4S4) and PC71BM (C82H14O2) are materials that have attracted a 

lot of research interest because they are used in bulk-heterojunction absorber layers of 

polymer solar cells [Lia2012]. The bulk-heterojunction consists of an interpenetrating 

network of domains of PTB7 and PC71BM molecules with domain sizes as small as 10 nm. 

The size and morphology of these domains determine the properties of the solar cells. 

Studying the morphology of the PTB7 and PC71BM domains in bulk-heterojunction 

absorber layers on the nanoscale is of high relevance because it can be correlated with 

the solar-cell performance and contributes to the optimization of the next generation 

of polymer solar cells [Hee2014]. The challenge of imaging the phase morphology of the 
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PTB7/PC71BM-absorber layers with electron microscopy is related to the weak contrast 

between the two materials because PC71BM and PTB7 materials scatter electrons only 

weakly [Li2021]. Moreover, the material parameters and thus the scattering properties 

of PTB7 and PC71BM are very similar. The PTB7/PC71BM-multilayer system was chosen 

as a test sample to demonstrate the applicability of our proposed quantitative BSE 

analysis to soft weakly scattering materials with similar material parameters. The 

material parameters of both materials are summarized in Table 4.4.  

 MC simulations are applied to optimize the BSE-imaging parameters to obtain 

the best possible contrast between PC71BM and PTB7 and to verify the MC-simulated 

results by comparison with BSE measurements. A sample consisting of alternating pure 

PTB7 and pure PC71BM layers stacked on a Si substrate was fabricated as a test sample. 

In the sample fabrication process, approximately 90 nm thick PTB7 or PC71BM planar 

layers were deposited on a PEDOT:PSS-coated ITO substrate by spin coating. 

Subsequently, the deposited PTB7 or PC71BM layers were cut into pieces by scalpel. As 

the PEDOT:PSS is water-soluble, the small pieces were floated off the ITO substrate by 

dissolving the PEDOT:PSS in a water bath. Picking up the floated layers by a Si substrate 

leads to a stack of pure PTB7 and PC71BM layers. More information on the sample 

fabrication can be found in a publication by Li et al. [Li2020]. The structure of the 

fabricated test sample is schematically shown in Figure 4.13a. In the test sample, several 

few-nm thin layers of the PEDOT:PSS polymer are present (marked by red lines in Figure 

4.13a) that are an artefact from the fabrication process when the PEDOT:PSS is not 

completely dissolved. Next, a Pt-protection layer was deposited and a cross-section 

specimen of the PTB7/PC71BM-multilayer system was prepared by FIB milling. The 

specimen was trimmed in a wedge shape (wedge angle of 25°) to obtain a sample with 

an a priori known sample thickness. The final FIB milling was performed with low keV (5 

keV) and low current (41 pA) to obtain a smooth sample surface and minimize sample 

damage (Ga+ implantation).  

Table 4.4 Material parameters of the PTB7/PC71BM-multilayer system. 

Material Chemical formula 
Average 
atomic 

number Z 

Density ρ 
(g/cm3) 

Average atomic 
mass in atomic 

mass units 

PTB7 
[Dyc2015] 

C49H57FO4S4 5.26 1.17 2.73 

PC71BM 
[Mat2015] 

C82H14O2 5.62 1.63 3.24 

PEDOT:PSS 
[Len2011, 
Kar2016] 

(C6H4O2S): 
(C8H8O3S) 

6.39 1.18 9.82 

 

 In Figure 4.13b a cross-section 30 keV HAADF STEM image of the FIB-prepared 

PTB7/PC71BM wedge is shown. HAADF-STEM imaging was used to verify the order of the 

PTB7 and PC71BM layers in the sample because the HAADF-STEM contrast of PTB7 and 

PC71BM is already well understood [Li2020]. In Figure 4.13b, the wedge thickness 
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increases from left to right. In the thin sample regions, PC71BM shows brighter contrast 

compared to PTB7. The thin PEDOT:PSS layers (marked by red arrows in Figure 4.13b), 

retained from sample fabrication, shows the brightest contrast because PEDOT:PSS 

contains a comparatively large S content. At a thickness 𝑡 ≈ 475 nm, a contrast inversion 

(marked by the white dashed line in Figure 4.13b) occurs and above this thickness, 

PC71BM shows darker contrast compared to PTB7. The HAADF-STEM image in 

Figure 4.13b confirms the sequence of PTB7 and PC71BM layers shown in Figure 4.13a. 

The layer thicknesses of PTB7 and PC71BM was measured from the HAADF STEM image 

and are displayed in Figure 4.13b. 

 

Figure 4.13 Scheme and HAADF-STEM image of the PTB7/PC71BM-multilayer system. 
a) The scheme of the PTB7/PC71BM-multilayer system in a cross-section perspective 
shows the arrangement of the layers. b) 30 keV HAADF-STEM image of the FIB-prepared 
wedge-shaped specimen with the same layer sequence as in a). The typical contrast 
inversion between the PTB7 and PC71BM layers with increasing specimen thickness is 
marked by the white dashed line. Additional thin PEDOT:PSS-polymer layers are present, 
marked by red arrows in b) and by red lines in a), which were not dissolved during the 
fabrication process.  

4.5.1 Monte-Carlo simulations for BSE-SEM parameter 

optimization 
 MC simulations were used to find the best imaging parameters to obtain the 

highest contrast between PTB7 and PC71BM. MC simulations were performed for these 

materials with the parameters from Table 4.4. Furthermore, the Bishop screening 

parameter (Eq. 3.2) in the screened Rutherford DSCS (Eq. 3.1) was chosen because it 

was successfully used for the Zn(OxS1-x)-multilayer system (section 4.4). However, the 

suitability of the screening parameter for the PTB7/PC71BM-multilayer system must be 

verified. Nevertheless, the choice of the screening parameter is not relevant for the 

determination of the imaging parameters.  

The first important imaging parameter that can be adjusted in the BSE 

measurements is the detection-angle range of the CBS detector. MC simulations yield 

the angular distribution of the scattered electrons. Such angular distributions for 15 keV 

electrons interacting with 1000 nm thick PC71BM (red curve) and PTB7 (green curve) are 

plotted in Figure 4.14a. The x-axis describes the scattering angle of the exiting electrons 
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from the lower specimen surface and the y-axis reveals the number of electrons (counts) 

for each scattering angle. The scattering angles from 0 − 𝜋 2⁄  represent the forward 

scattering (related to the transmission mode), whereas the scattering angle range 𝜋 2⁄ −

𝜋 is related to BSE imaging. From Figure 4.14a we can conclude that PTB7 will show 

brighter contrast compared to PC71BM not only in BSE but also in the HAADF STEM 

because it yields more counts in all scattering angles than PC71BM. The plot in 

Figure 4.14b shows the count difference between PTB7 and PC71BM from Figure 4.14a 

to reveal that the distinction of the two materials by BSE-SEM is challenging since the 

count difference is only several electrons (based on 105 simulated trajectories). The 

detection-angle range of the CBS detector corresponding to 8 mm WD is visualised by 

the light green box. Further simulations showed that changing the detection-angle range 

will not improve the detected contrast and therefore WD = 8 mm was used in the BSE 

measurements.    

 

Figure 4.14 MC-simulated angular distribution of scattered electrons for PTB7 and 
PC71BM. a) Angular distribution of scattered electrons for PTB7 (green curve) and 
PC71BM (red curve) as a function of the scattering angle. b) Count difference between 
the PTB7 and PC71BM curves from a). The detection-angle range of the CBS detector 
corresponding to WD = 8 mm is visualised by the light green box.  

The second important imaging parameter that can be adjusted in the BSE 

measurements is primary electron energy. Integrating the simulated scattered intensity 

for the detection angle range of 2.07-2.79 rad (corresponding to WD = 8 mm) and 

normalizing it to the Si-bulk BSE intensity yields the simulated intensities shown in Figure 

4.15. Figure 4.15 compares the MC-simulated BSE intensities as a function of sample 

thickness for PTB7 and PC71BM at 2 and 5 keV in Figure 4.15a and 10 and 15 keV in 

Figure 4.15b. The simulated data for PC71BM is displayed in dashed lines and for PTB7 in 

full lines. The expected contrast in the BSE image is then obtained by comparing the 

colour-coded dashed and full lines. The shape of all curves is typical, i.e. with increasing 

specimen thickness the BSE intensity increases until it reaches the bulk-intensity value. 

For all studied electron energies, the bulk intensity of PTB7 is higher than the bulk 

intensity of PC71BM, meaning that the PTB7 should appear brighter compared to PC71BM 

at larger sample thicknesses. MC simulations suggest for each energy a contrast 

inversion point (similar to HAADF-STEM measurements) at the thickness, where the 
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colour-coded dashed and full lines intersect. At sample thicknesses below the contrast 

inversion point, the BSE intensities for PTB7 and PC71BM are similar and therefore hardly 

any contrast is expected.  

Overall, the MC simulations in Figure 4.15 suggest that at higher sample 

thicknesses PTB7 will appear brighter compared to PC71BM in BSE-SEM images for all 

studied electron energies. In the case of imaging the wedge-shaped test sample in 

Figure 4.13, the lower electron energies are preferred because higher contrast is 

obtained already at smaller thicknesses. Moreover, the signal-to-noise ratio will be 

better for lower electron energies.  

 

Figure 4.15 MC-simulated BSE intensity for PTB7 and PC71BM as a function of the 
sample thickness. The BSE intensities normalised to the Si-bulk intensity are plotted as 
a function of the sample thickness for both PC71BM (dashed curves) and PTB7 (full 
curves) at a) 2 and 5 keV, b) 10 and 15 keV.  

The curves in Figure 4.15 are simulated for isolated PTB7 and PC71BM materials 

without considering the layer arrangement in the PTB7/PC71BM-multilayer system 

(Figure 4.13). The layer thicknesses of PTB7 and PC71BM in the PTB7/PC71BM-multilayer 

system are between 180 and 320 nm (see Figure 4.13b) and therefore contributions to 

the measured BSE intensity from the surrounding layers due to beam broadening are 

expected. It is noted, that the interaction volume and beam broadening are connected. 

For small electron energies and/or large sample thicknesses (bulk case), the interaction 

volume will be completely contained in the specimen and the size of the interaction 

volume needs to be considered. For thin specimens and comparatively large electron 

energies, the interaction volume is not completely contained in the specimen and beam 

broadening is relevant.  

To understand the effect of the neighbouring layers within the PTB7/PC71BM-

multilayer system, the PTB7/PC71BM-multilayer system as shown in Figure 4.13a was 

modelled by the MC simulations. MC simulations were performed for two different 

beam positions (Figure 4.16a), one position in the middle of the PTB7 layer and the other 

position in the middle of the PC71BM layer. Figure 4.16b shows a trajectory image for 

the PTB7/PC71BM-multilayer system at a sample thickness of 500 nm interacting with 10 

keV electrons positioned at position 1. The different colours of the trajectories describe 
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the electron paths through different materials, i.e. PTB7 – blue, PC71BM – yellow, 

PEDOT:PSS – turquoise, Pt – grey, Si – purple. The electron trajectories leaving the 

sample are displayed in red. From the trajectory image is obvious, that the measured 

PTB7 intensity contains signals from the surrounding layers at 500 nm sample thickness 

and 10 keV electron energy. According to the trajectory image (Figure 4.16b) electrons 

are absorbed that reach a heavy-scattering material (Pt and Si). This points out that the 

escape probability of the scattered electrons is an important parameter to consider, 

particularly if a heavy-scattering material is in the vicinity of the studied soft material.  

 

Figure 4.16 MC simulations of the PTB7/PC71BM-multilayer system. a) The two beam 
positions are marked, for which the MC simulations were calculated. b) A trajectory 
image for the PTB7/PC71BM-multilayer system with 500 nm sample thickness interacting 
with a 10 keV electron beam positioned at position 1. 

 MC-simulated BSE intensity vs. thickness curves for the PTB7 layer (beam 

position 1) and PC71BM layer (beam position 2) in the PTB7/PC71BM-multilayer system 

(dashed curves in Figure 4.17) were compared with the simulated BSE intensity vs. 

thickness curves for the isolated PTB7 and PC71BM materials (full line curves in Figure 

4.17). The MC simulations were performed using the NIST screening parameter (Eq. 3.8) 

to visualize the difference to the plots in Figure 4.15, where the Bishop screening 

parameter was used. Comparing the full lines in Figure 4.17 with the corresponding 

curves in Figure 4.15 reveals that the curves calculated using the NIST screening 

parameter show higher BSE-intensity bulk values as compared to the bulk values 

obtained from the Bishop screening parameter at all studied electron energies. This is 

consistent with the results shown in Figure 4.7 for Si. More importantly, by comparison 

of the full and dashed curves in Figure 4.17 the contribution of the neighbouring layers 

in the PTB7/PC71BM-multilayer system to the calculated PTB7 (Figure 4.17a) and PC71BM 

(Figure 4.17b) BSE intensity can be studied. At 2 keV electron energy (black curves) the 

full and dashed curves are identical, indicating that the interaction volume does not 

exceed the thickness of the PTB7 (or PC71BM) layer and that the surrounding layers of 

the PTB7/PC71BM-multilayer system do not contribute to the simulated PTB7 (or 

PC71BM) BSE intensity. At 5, 10 and 15 keV the full and dashed curves in Figure 4.17 

disagree under bulk conditions, revealing a contribution of the surrounding layers to the 

simulated BSE intensity as a consequence of the comparably large interaction volumes 

at these energies. For thin-specimen regions, the curves for the isolated materials and 
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for the “layer” case agree even at higher electron energies, because the specimen 

thickness is smaller than the local beam diameter and the total size of the interaction 

volume is not relevant. In the case of PTB7 (Figure 4.17a), the bulk intensities of PTB7 in 

the layer structure (dashed lines) are lower at 5, 10 and 15 keV compared to the bulk 

intensity of isolated PTB7 (full lines) because the PTB7 layer in the PTB7/PC71BM-

multilayer system is surrounded by PC71BM layers. Since the interaction volume in the 

bulk case exceeds the PTB7-layer thickness, the PC71BM layers contribute to the 

calculated PTB7 intensity and lower the bulk intensity. In analogy, the PTB7 layers next 

to the PC71BM layer in the PTB7/PC71BM-multilayer system increase the calculated 

PC71BM bulk intensity, which is visible in Figure 4.17b. The simulations suggest that the 

electron energy of 2 keV is favourable for the bulk case because a good contrast is 

achieved as suggested by Figure 4.15a and the effect of neighbouring layers can be 

neglected. 

 

Figure 4.17 MC-simulated BSE intensity for the PTB7/PC71BM-multilayer system as a 
function of the sample thickness. a) MC-simulated BSE intensity vs. thickness curves for 
an isolated PTB7 (full lines) and a PTB7 layer positioned at position 1 in the 
PTB7/PC71BM-multilayer system (Figure 4.16a) in dashed lines for 2, 5, 10 and 15 keV 
electron energies. b) Same simulated curves as in a) only for isolated PCBM (full lines) 
and a PCBM layer in position 2 of the PTB7/PC71BM-multilayer system (dashed lines). 
The MC simulations were calculated using the NIST screening parameter. 

 To consider the effect of neighbouring layers in more detail for electron energies 

between 5 keV and 15 keV, Figure 4.18 compares the BSE-SEM intensities of isolated 

PTB7 and PC71BM (black and red full lines as already plotted in Figure 4.15) and PTB7 

and PC71BM layers in the PTB7/PC71BM-multilayer system (black and dashed lines as 

already plotted in Figure 4.17). The considered electron energies are limited to 15 keV 

because the bulk case is not achieved at a maximum specimen thickness of 2 m, which 

is the maximum thickness of the wedge samples. In addition, the behaviour of the 

simulated curves at small sample thicknesses will not be further considered because the 

experimental results in section 4.5.3 do not yield a BSE-SEM contrast at small specimen 

thicknesses for the reasons, which are also discussed below. 

For the bulk case, no contrast is predicted at 5 keV (Figure 4.18a), as the dashed 

curves coincide. For 10 and 15 keV, the PC71BM layer in the PTB7/PC71BM-multilayer 
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system is predicted to appear brighter compared to the PTB7 layer. This is unexpected 

because the contrast is inverted compared to the isolated materials, i.e. PTB7 is brighter 

compared to PC71BM. The reason for the contrast inversion is the large interaction 

volume together with the escape probability of the scattered electrons from the 

individual materials in the PTB7/PC71BM-multilayer system. For 15 keV, the interaction 

volume is so large that all layers within the PTB7/PC71BM-multilayer system (together 

with the Pt protection layer and Si substrate) contribute to the simulated/measured 

PTB7 (or PC71BM) intensity. It is important to note that the contribution to the 

simulated/measured intensity is limited by the escape probability of the BSEs in the 

particular material. As a result, the weakly scattering materials (PTB7 and PC71BM) 

contribute more to the simulated/measured BSE intensity compared to Pt, because the 

escape probability for these materials is higher compared to Pt [Rei1998]. Evidence of 

this effect can be seen in the simulated trajectory image in Figure 4.16b, where most of 

the electrons scattered in Pt are absorbed, whereas in the case of PTB7 (or PC71BM) a 

larger fraction of the scattered electrons leave the sample and are backscattered. 

Considering the escape probability of the scattered electrons enables us to explain why 

the PC71BM bulk intensity in Figure 4.18b and Figure 4.18c is higher compared to the 

bulk intensity of PTB7. The simulated BSE intensity for PC71BM (position 2 in Figure 

4.16a) contains scattered electrons from the surrounding PTB7 layers, which increase 

the BSE intensity compared to the bulk case. Moreover, the Si substrate also contributes 

to the PC71BM-bulk intensity. On the other hand, in the case of PTB7 (position 1 in Figure 

4.16a), the surrounding PC71BM layers decrease the simulated PTB7-bulk intensity. 

However, in Figure 4.18b and Figure 4.18c, the simulated PTB7 bulk intensity (black 

dashed line) is even lower than the isolated PC71BM bulk intensity (full red line). This 

indicates that a significant number of electrons are scattered into the Pt-protection 

layer, are absorbed due to the low escape probability and therefore do not contribute 

to the simulated PTB7 intensity. This effect is particularly pronounced for the PTB7 layer 

(position 1 in Figure 4.16a) as the Pt-protection layer is in the vicinity.  
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Figure 4.18 Comparison of MC-simulated BSE intensity vs. thickness curves for isolated 
PTB7 and PC71BM and PTB7 and PC71BM layers in the PTB7/PC71BM-multilayer system. 
The isolated PTB7 and PC71BM curves are displayed in full black and red lines, 
respectively. The corresponding dashed colour-coded PTB7 and PC71B curves represent 
the BSE intensities for the incident electron beam positioned on the PTB7 and PC71B 
layers in the PTB7/PC71BM-multilayer system. The curves are compared at a) 5 keV, b) 
10 keV and c) 15 keV primary electron energies.  

The MC simulations show that the interaction volume and escape probability 

must be considered when analysing sample systems similar to the PTB7/PC71BM-

multilayer system. Particularly the presence of a heavy scattering material (Pt) in the 

vicinity of a weakly scattering material can result in unexpected contrast inversions 

based on the different electron-escape probabilities. Moreover, the MC simulations 

reveal that in the bulk case the lateral width of the PTB7 and PC71BM layers in the 

PTB7/PC71BM-multilayer system limits the beam energy that can be used for the 

analysis. The most suitable electron energies for the analysis of the PTB7/PC71BM-

multilayer system presented in this work is 2 and 5 keV, where the interaction volume 

is in a range not exceeding the PTB7 (or PC71BM) layer thickness. As revealed by MC 

simulations, at higher electron energies (10 and 15 keV) the interaction volume exceeds 

the PTB7 (or PC71BM) layer thickness and significantly influences the 

simulated/measured BSE intensities and the situation is much more complicated.  
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4.5.2 Experimental procedures and determination of the 

optimum screening parameter 
 First, the wedge angle of the FIB-prepared wedge-shaped specimen was 

measured from a top-view SE-SEM image. Figure 4.19a shows a 30 keV top-view SE-SEM 

image of the wedge, where the uppermost layer, i.e. the Pt-protection layer, is visible. 

Measuring the wedge angle yields 𝛼 = 25° ± 0.5°. The uncertainty was introduced for 

the same reason as in section 4.4.2, i.e., the actual wedge angle of the PTB7/PC71BM 

layer system might be slightly different from the determined value for the Pt-protection 

layer that is visible in the top-view image. Figure 4.19a also reveals that the wedge 

surfaces are not ideally smooth. We note that milling polymer samples is challenging 

because the polymer layers slightly bend during FIB milling. However, the HAADF-STEM 

image in Figure 4.13b shows only minor obvious damage at the wedge edge for the PTB7 

and PC71BM layers. At larger sample thicknesses, the specimen seems unharmed 

considering the contrast in the HAADF-STEM image. 

 An example of a 5 keV BSE-SEM image of the prepared PTB7/PC71BM wedge is 

presented in Figure 4.19b. The image was acquired with the typical detection-angle 

range 2.07 to 2.79 rad, corresponding to all segments of the CBS detector and WD = 8 

mm. Figure 4.19b reveals, that the PTB7 layers show brighter contrast as compared to 

the PC71BM, as predicted by the MC simulations for the bulk intensities. The intensity in 

all layers (including Si substrate and Pt-protection layer) is almost constant with 

increasing wedge thickness from right to left. The reason for this is that at 5 keV electron 

energy, the bulk intensity is reached already at 200 nm sample thickness for PTB7 and 

PC71BM. For Si and Pt, this occurs at even lower thicknesses. In the BSE image, the 

PEDOT:PSS layers are visible (mainly in the PC71BM layers) and show bright contrast. The 

positions of the thin PEDOT:PSS layers are marked by the red lines in the scheme in 

Figure 4.19b.   

 

Figure 4.19 Wedge angle and layer sequence of the PTB7/PC71BM-multilayer system. 
a) Top view SE-SEM image of the FIB-prepared PTB7/PC71BM wedge with a wedge angle 
𝛼 = 25° ± 0.5°. b) 5 keV BSE-SEM cross-section image of the PTB7/PC71BM wedge 
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acquired with the CBS detector at WD = 8 mm. PTB7 shows brighter contrast as 
compared to PC71BM. 

Performing 20-pixel-wide intensity-line scans along the white lines in the 

direction of the arrows in Figure 4.19b in the PTB7 and PC71BM layers yield the BSE 

intensity as a function of the sample thickness. The intensity-line scans were performed 

in the middle of the PTB7 (or PC71BM) layers to minimize the effect of the neighbouring 

layers. The distance along the line scan 𝑥 can be converted into the local sample 

thickness according to 𝑡 = 𝑥 tan(25°). The measured intensities are normalized with 

respect to the Si-bulk intensity according to Eq. 4.2. The normalized experimental 

intensity curves can be directly compared with MC simulations. Each line scan was 

measured 5 times (at slightly different positions), and the average value together with 

the uncertainty was calculated. The measured BSE-intensity vs. specimen-thickness 

curves from Figure 4.19b are plotted in Figure 4.20 in black for PTB7 and in red for 

PC71BM. Additionally, the MC-simulated curves using the Bishop (dashed lines) and NIST 

(full lines) screening parameters are plotted in green and purple. The MC simulations 

were performed for the two primary beam positions shown in Figure 4.16a.The MC-

simulated data predict no contrast in the bulk region because the bulk intensities are 

similar for PTB7 and PC71BM. Contrary, the measured data show a significant difference 

in the bulk intensities of the PTB7 and PC71BM layers. For PC71BM, the MC simulations 

using the NIST screening parameter agree well with the measurement. The considerable 

discrepancies between the experimental and simulated data for PTB7 are discussed in 

the following section.  

 

Figure 4.20 Measured BSE intensity for PTB7 and PC71BM as a function of the specimen 
thickness. The measured BSE intensity normalized to the Si-bulk BSE intensity vs. 
specimen thickness at 5 keV from Figure 4.19b for PTB7 (black) and PC71BM (red) (WD = 
8 mm). MC-simulated curves normalized to the Si-bulk BSE intensity with Bishop (dashed 
green and purple curves) and NIST (full green and purple curves) screening parameters 
are plotted for comparison. 
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4.5.3 Comparison of measured and simulated data 
The PTB7/PC71BM wedge was investigated at 2, 3, 5, 10 and 15 keV electron 

energies and the measured data were normalised in the same manner as discussed 

above leading to normalised curves as in Figure 4.20. The NIST screening parameter 

yields higher simulated BSE intensities for the PTB7 and PC71BM compared to the Bishop 

screening parameter for all studied electron energies and therefore results in a better 

fit of the measured data. For this reason, only simulated data using the NIST screening 

parameter are presented in the following.   

Figure 4.21 compares the measured and simulated data for a) 15 keV, b) 10 keV, 

c) 5 keV, d) 3 keV and e) 2 keV electron energies. Focusing first on the thin sample 

regions, the experimental data (black and red curves) do only show weak or even no 

contrast. In addition, the bulk case for 2, 3 and 5 keV is reached already at small sample 

thicknesses. Hence, only the bulk case will be considered in the following. Figure 4.21 

reveals that at all electron energies the measured PTB7-bulk intensity (black curve) is 

higher compared to the measured PC71BM-bulk intensity (red curve). Analysing the MC-

simulated curves (green for PTB7 and purple for PC71BM) is more complex. At 2 and 

5 keV, the MC-simulated curves for PC71BM (purple curves) agree reasonably well 

(within the data uncertainties) with the measured PC71BM curves. It is noted that the 

interaction volume at these small energies is small enough to avoid significant 

contributions from the neighbouring layers if the BSE-intensity line profile is acquired in 

the middle of the layers. However, the MC-simulated PTB7-bulk intensities at these 

small electron energies are approximately 25 % lower compared to the measurements. 

The possible origins of this discrepancy will be discussed below. At higher electron 

energies (Figure 4.21a and b), the situation is different because the interaction volume 

increases and exceeds the layer thicknesses (cf. section 4.5.1). At 15 keV (Figure 4.21a), 

the agreement between the measured and simulated BSE intensities is rather good. At 

10 keV (Figure 4.21b), the measured and simulated PTB7 curves (black and green curves) 

agree reasonably well, whereas the discrepancy is large for PC71BM (red and purple 

curves). Moreover, the bulk intensity for both measured curves is not constant but 

slightly decreases with increasing sample thickness. For the higher electron energies, 

the situation is quite complex because the interaction volume entends over the whole 

layer system and (dis)agreement may depend very much on the specific sample region 

that is analysed. The largest discrepancies between simulations and experimental data 

are observed for 3 keV (Figure 4.21d). The MC simulations show a much lower bulk 

intensity for both materials compared to the measurement. At 3 keV, contributions from 

the surrounding layers to the measured and simulated PTB7 (or PC71BM) are expected 

to be negligible because the interaction volume is confined within the individual layers 

and only the PTB7 (or PC71BM) layer contributes to the measured and simulated PTB7 

(or PC71BM) curves. Comparing the plots in Figure 4.21c to e reveal that the MC 

simulations represent the measured PC71BM curve well at 2 and 5 keV. Only at 3 keV, 

the MC simulations substantially underestimate the PC71BM-bulk intensity. The reason 

for the discrepancy is not clear, however, a possible explanation could be that the NIST 

screening parameter is not accurate, particularly at 3 keV electron energy. As discussed 

in context with Figure 2.4, the behaviour of the backscatter coefficient changes at 𝐸0 <
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5 keV and therefore it is possible that the NIST screening parameter within the screened 

Rutherford DSCS does not adequately describe the BSE measurements at certain (low) 

electron energies. 

As already discussed in context with Figure 4.17 and Figure 4.18, the quantitative 

analysis of the presented PTB7/PC71BM-multilayer system should be performed at low 

electron energies, where the contributions of the surrounding layers in the multilayer 

system are minimized due to the small size of the interaction volume. At higher electron 

energies, the influence of the large interaction volume and escape probability of the 

BSEs must be considered and complicate the insight into the measured BSE intensities. 

Considering the layer thicknesses of the PTB7 and PC71BM layers in the studied 

PTB7/PC71BM-multilayer system, quantitative BSE analysis is feasible at 𝐸0 ≤ 5 keV 

(except for 3 keV), where the contribution of the surrounding layers to the measured 

PTB7 (or PC71BM) BSE intensity is minimized if the intensities are measured with 

sufficient distance to the interfaces. For this reason, the most reliable quantitative 

analysis of the PTB7/PC71BM-multilayer system is possible at 2 keV (Figure 4.21e).  

Figure 4.22a shows a 2 keV BSE image of the PTB7/PC71BM-multilayer system. 

Performing a line scan perpendicular to the layer system (white line) in the direction of 

the arrow and normalizing the BSE intensities according to Eq. 4.2 leads to the BSE-

intensity profile shown in Figure 4.22b (black line). The line scan was performed in a 

sample region with sufficiently large thickness where the measured BSE intensity 

corresponds to the bulk intensity value. Figure 4.22b demonstrates that PTB7 and 

PC71BM can be clearly distinguished by BSE imaging. The MC-simulated BSE-bulk 

intensities at 2 keV for PTB7 and PC71BM are also included in Figure 4.22b (red-dashed 

line). The bright PTB7 and dark PC71BM layers are in qualitative agreement with the 

simulations. However, the simulated intensities are lower than the experimental data, 

which is particularly obvious for PTB7. A gradual intensity transition is observed between 

the layers, which is due to the finite size of the interaction volume that leads to BSEs 

from neighbouring layers if the interfaces are approached. 
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Figure 4.21 Comparison of measured and MC-simulated BSE intensities as a function 
of the specimen thickness. Comparison of measured and MC-simulated BSE intensities 
normalized to the Si-bulk intensity as a function of the specimen thickness (WD = 8 mm) 
for a) 15 keV, b) 10 keV, c) 5 keV, d) 3 keV, and e) 2 keV. The black and red curves 
represent the measured data for PTB7 and PC71BM, whereas the green and purple 
curves represent the MC simulations for PTB7 and PC71BM using the NIST screening 
parameter.  
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Figure 4.22 BSE-SEM intensity line scans perpendicular to the PTB7/PC71BM-multilayer 
system. a) 2 keV BSE image showing the position of the BSE-intensity line scan across 
the PTB7/PC71BM-multilayer system. The line scan is placed in the sample-thickness 
region where the bulk-BSE intensity is already reached. b) Normalised BSE-intensity line 
scan from a) (black curve) and corresponding MC simulated bulk intensities (dashed red 
line) for primary electron energy of 2 keV. The green arrows indicate the PEDOT:PSS 
layers visible in the measured BSE-intensity line scan.  

One possible source for the discrepancies could be Ga+ implantation as a wedge 

preparation artefact during FIB milling. Even though measures to reduce the Ga+ 

implantation were considered (5 keV final polishing and grazing angles) during the 

wedge milling, Ga+ could be present in the sample and thus increase the measured BSE 

intensities. However, this effect should be also present at the PC71BM layers causing a 

similar discrepancy. However, the discrepancy between the measurement and 

simulations is smaller for PC71BM compared to PTB7 layers (although the measured 

intensity is still higher than the simulated bulk intensity). The Ga+ implantation was 

already discussed in section 3.3.2, where simulations were performed leading to the 

result that Ga+ implantation occurs only in the upper few nm of the sample.  

To examine the influence of the Ga+ implantation on the BSE intensity the 

measured and simulated curves for Si were compared. The Ga+ implantation should 

increase the slope of the measured curve compared to the simulations at small sample 

thicknesses. Figure 4.23 compares the measured (black) and MC-simulated (red) BSE 

intensities normalized to the Si-bulk intensity as a function of the specimen thickness 

(WD = 8 mm) for Si at 15 keV electron energy. The slope of the measured curve at the 

small sample thicknesses (encircled in blue) is only slightly higher compared to the slope 

of the simulated curve. This indicates that some Ga+ might be present in the FIB-milled 

wedge specimen, however, the influence on the measured Si BSE intensity is not 

significant at higher sample thicknesses. For the PTB7 and PC71BM BSE intensities, the 

influence of the Ga+ implantation is more pronounced (as PTB7 and PC71BM weakly 

scattering materials) and could explain the discrepancy between the measured and MC-

simulated data for PC71BM (Figure 4.22). However, the discrepancy for PTB7 is too large 

to be assigned only to Ga+ implantation. 
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Figure 4.23 Check for Ga+ implantation. Comparison of measured (black) and MC-
simulated (red) BSE intensities normalized to the Si-bulk intensity as a function of the 
specimen thickness (WD = 8 mm) for Si at 15 keV electron energy. The circled thickness 
region indicates an influence of Ga+ implantation on the measured BSE intensity, as the 
slope of the measured curve is higher compared to the slope of the MC simulations. 

Additionally, the measured BSE intensity could be influenced by the presence of 

surface contamination. This is not probable because the wedge was FIB milled and the 

BSE images were acquired directly afterwards without exposing the sample to ambient 

conditions. The surface contamination induced by the electron beam was examined by 

comparing the measured BSE intensities of the first and last BSE image within the 

measurement session. The dependence of the contamination on the measured BSE 

intensities was found to be insignificant. 

Another possible source for the discrepancy between the measured and 

simulated BSE intensities could be the presence of additional PEDOT:PSS layers, which 

are not indicated in Figure 4.16a (PEDOT:PSS layers are marked by red lines). As already 

mentioned, the PEDOT:PSS in the PTB7/PC71BM-multilayer system is an artefact of the 

preparation procedure. The PEDOT:PSS layers indicated in Figure 4.16a were recognized 

in the HAADF STEM image in Figure 4.13b. However, the real PTB7/PC71BM-multilayer 

system can contain additional PEDOT:PSS layers (more than indicated in Figure 4.16a) 

or remaining parts of the PEDOT:PSS layers that are not visible in the HAADF STEM image 

nor in the BSE images. The presence of the PEDOT:PSS in the vicinity of the performed 

line scan in the BSE images increases the BSE intensity, as the average atomic number 

of the PEDOT:PSS is higher compared to PTB7 and PC71BM (see Table 4.4). The increase 

of the measured intensity is visible in Figure 4.22b, where two PEDOT:PSS layers are 

present in the PC71BM layer. As a result, two peaks (indicated by green arrows in Figure 

4.22b) are visible in the measured BSE intensity. Unfortunately, mapping and localizing 

the presence of the PEDOT:PSS in the PTB7/PC71BM multilayer system is not trivial. 

Another possible source for the discrepancy could be incorrect material 

parameters assumed in the MC simulations for PTB7. To understand the influence of the 

material parameters on the measured BSE intensity, the material density of the PTB7 
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was changed in the MC simulations from 𝜌 = 1.12 g/cm3 to 𝜌1 = 1.4 g/cm3 and 

subsequently to 𝜌2 = 1.8 g/cm3. Interestingly, the calculated bulk BSE intensity for PTB7 

at 2 keV for the three different material densities is the same and is 0.44% of the Si-bulk 

intensity. This result is surprising at the first glance, however, this phenomenon can be 

understood in analogy to BSE-intensity dependence on the sample thickness. The BSE 

intensity increases with increasing sample thickness because the interaction volume 

increases and more electrons are backscattered. With further increasing the sample 

thickness, the BSE intensity saturates because the penetration depth does not further 

increase and reaches its maximum value. By increasing the material density, the mean 

penetration depth is smaller and tends to saturation that is reached faster at smaller 

sample thicknesses while the bulk intensity remains the same for a particular electron 

energy.  

As an alternative, the dependence of the simulated bulk-PTB7 intensity on the 

chemical composition can be studied. MC simulations at 2 keV were performed with 2 

additional sulphur atoms (C49H57FO4S6) in the PTB7 molecule (C49H57FO4S4). The 

calculated bulk intensities normalized to the Si-bulk intensity yield 0.50 for C49H57FO4S6. 

The measured value is 0.55 and the MC-simulated intensity for the nominal chemical 

composition is 0.44, as shown in Figure 4.22b. This shows that adding 2 additional 

sulphur molecules to the nominal PTB7 composition leads to a simulated bulk intensity 

that improves the agreement with the measured bulk intensities at 2 keV. For 5 keV 

electron energy, the measured bulk intensity has a value of 0.4 and the MC-simulated 

BSE intensity based on the nominal chemical composition of PTB7 yields a value of 0.3. 

Adding 2 additional sulphur atoms to the nominal chemical composition of the PTB7 

yields a bulk intensity value of 0.33 and thus improves the agreement to the 

measurement. It is likely that differences between the nominal and real chemical 

composition of PTB7 contribute to the discrepancy between the measured and MC-

simulated BSE intensities (Figure 4.21 and Figure 4.22). This applies at least within the 

sample region that we have analysed. Another supporting argument to this statement 

is Figures 3.9 and 3.23, where the measured and MC-simulated HAADF-STEM intensities 

are compared. The MC simulations were performed using the nominal PTB7 chemical 

formula and show a similar discrepancy. The measured HAADF-STEM intensities at small 

sample thicknesses are higher compared to the MC simulations, which also indicates 

that the nominal chemical formula of PTB7 does not agree with the composition of the 

analyzed material. We note that the difference between the nominal and real chemical 

composition of PTB7 might be caused by electron/ion-beam-induced damage. Shrinkage 

and mass loss caused by electron beam irradiation has been reported for PTB7 

[Roe2016, Lei2017]. PC71BM was found to be more stable under electron-beam 

irradiation [Lei2017], which agrees with our findings, as measured and MC-simulated 

data agree. 

4.6 Summary 
 In this chapter, we describe a new procedure for quantitative analysis of BSE 

contrast in SEM. This method is based on relating the measured grey-values to the 

properties of the analysed materials (mean atomic number, mean atomic weight and 
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material density) based on the comparison of normalized measured BSE intensities with 

MC simulations. For realistic MC simulations, the selection of the differential scattering 

cross-section is essential together with consideration of the BSE-detector properties. 

Therefore, the threshold energy of the CBS detector was measured to be 𝐸𝑡ℎ = 500 V 

and the detector collection angles were determined, which depend on the sample 

working distance. Furthermore, the influence of the different screening parameters on 

the BSE intensity was examined. For comparison of measured and simulated BSE 

intensities, the normalization of the data is necessary. We propose to normalize BSE 

intensities to the Si-bulk BSE intensity. Si is convenient to choose because it serves as a 

substrate for many sample systems. If Si is not present in the sample, we have shown 

that a Si wafer could be utilized for data normalization. 

 The proposed method was tested on two different challenging material systems. 

The first sample was a Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system, where the material 

parameters between sample layers vary only slightly and thus probe the sensitivity limits 

of the BSE analysis. The sample thickness was considered as an additional parameter 

and MC simulations before the BSE measurements suggest analyzing the sample at 15 

keV electron energy in the 150 – 300 nm sample-thickness range because the contrast 

between the different layers is most pronounced. A FIB-milled wedge specimen of the 

Si/ZnO/Zn(OxS1-x)/ZnS sample in cross-section geometry was analyzed by BSE SEM at 

15 keV electron energy. The measured intensity line profile perpendicular to the 

Si/ZnO/Zn(OxS1-x)/ZnS layers was normalized to the Si-bulk BSE intensity and compared 

with MC simulations. The results show that MC simulations with the Bishop screening 

parameter agree well with the measured data. A significant discrepancy was observed 

only for the ZnS layer where the measured intensities were influenced by the 

neighbouring Pt layer due to electron-beam broadening. The analysis of the 

Si/ZnO/Zn(OxS1-x)/ZnS sample reveals that BSE imaging is capable of distinguishing 

materials as similar as Zn(O0.5S0.5) and Zn(O0.7S0.3), but smaller composition differences 

between Zn(O0.5S0.5) and Zn(O0.4S0.6) could not be distinguished.  

 The second test sample was a PTB7/PC71BM-multilayer system as a 

representative of weakly scattering materials. A cross-section wedge-shaped specimen 

was prepared to study the sample-thickness dependence of the BSE contrast between 

these materials. MC simulations were used to predict the material contrast and optimize 

the imaging parameters. Based on the MC simulations, quantitative BSE analyses of the 

PTB7/PC71BM-multilayer system are most promising in the bulk region at low electron 

energies 𝐸0 < 5 keV, where the interaction volume is smaller than layer thicknesses. At 

higher electron energies, the interaction volume increases and information from the 

neighbouring layers in the multilayer system significantly contribute to the measured 

PTB7 (or PC71BM) BSE intensity and complicates quantification. Moreover, MC 

simulations reveal that the escape probability of the BSEs plays an important role, 

particularly when a heavy scattering material (the Pt-protection layer of the FIB-milled 

specimen) is in the vicinity of the studied weakly scattering material. The measured BSE 

intensity vs. thickness curves at 2, 3, 5, 10 and 15 keV were normalized to Si-bulk BSE 

intensity and compared with MC simulations. It was found that the NIST screening 
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parameter in the screened Rutherford DSCS represents the measured data better 

compared to the Bishop screening parameter (Figure 4.20). However, the improvement 

was observed only for PC71BM. Even at low electron energies (where the contribution 

of the surrounding layers to the measured intensity is minimized), significant 

discrepancies between the measured and MC-simulated data was observed for the PTB7 

layers. The most probable origin of the discrepancy is the deviation of the nominal and 

real chemical composition of PTB7, possibly due to electron-beam damage.  

 This chapter demonstrates that quantification of BSE intensities using the 

proposed method is feasible. Materials with similar chemical composition can be 

distinguished with high sensitivity and the material composition can be quantified if pre-

knowledge is available. For the analysis of multilayer samples, the layer thickness limits 

the applicable electron energy. For the bulk case, the BSE interaction volume increases 

with electron energy and leads to contributions of the neighbouring layers to the 

measured BSE intensity. Moreover, the escape probability of electrons influences the 

measured BSE intensity, particularly when a weakly scattering material is present in the 

vicinity of a strongly scattering material. Small electron energies are therefore 

preferable. For the case of electron-transparent specimens (which is not the standard 

situation for BSE-SEM), larger electron energies are favourable, because beam 

broadening is less pronounced and the beam diameter can be smaller than the layer 

thicknesses. 
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5. FIB-SEM tomography of porous polymers 
This chapter deals with 3D imaging and the characterisation of porous polymer 

structures. The challenge in this work is the analysis of large sample volumes (10 x 10 x 

10 μm3) with the capability of resolving pores as small as 5 nm. A suitable technique for 

such investigations is focused-ion-beam-milling/scanning-electron-microscopy (FIB-

SEM) tomography. The quantitative analysis of 3D structures by FIB-SEM tomography 

requires adequate image segmentation that is typically based on thresholding in the 

intensity histogram of SEM images. Recently machine learning (ML) segmentation 

algorithms have emerged with the opportunity to tune the segmentation algorithm 

based on prior knowledge of the SEM image contrast. This chapter discusses the FIB-

SEM tomography of 3D-printed nanoporous polymer structures with a special focus on 

SEM image segmentation and pore-size determination.  

Section 5.1 introduces the 3D quantitative analysis of porous polymers problematic. 

Prior FIB-SEM measurement the porous polymer sample preparation is presented. Next, 

the FIB-SEM process together with the most common issues originating from FIB-SEM is 

discussed. Section 5.1 closes with an introduction to SEM image segmentation 

algorithms. The experimental procedure of porous PETA structures fabrication, sample 

preparation and FIB-SEM data acquisition is presented in section 5.2. In section 5.3 

Monte Carlo (MC) simulations were used to study the contrast of the pore/polymer 

interface and segmentation criteria for precise SEM image segmentation were derived. 

Moreover, section 5.4 evaluates the performance of several traditional segmentation 

algorithms on simulated SEM images and found erroneous results on pore sizes. It is 

shown that training the ML segmentation algorithm by the knowledge obtained from 

MC simulations yields more reliable segmentation results. Section 5.5 calculates 3D 

material properties of the porous PETA structures for different segmentation methods 

used. A strong dependence on the segmentation method is observed, which emphasizes 

the importance of the segmentation process in the 3D reconstruction of FIB-SEM data.  

 

5.1 Introduction 
Porous materials play an important role in many fields of modern material sciences, 

ranging from renewable energy storage (batteries [Bal2016], supercapacitors 

[Bor2017]) to water purification [Won2018] or gas separation [Ism2001]. Generally, the 

porous microstructure is strongly related to device performance and thus analysis and 

quantification of material properties (porosity, tortuosity, percolation, pore-size 

distribution, etc.) are essential for further development in many research fields. Three 

tomography methods are commonly used to reveal 3D material properties: 1. X-ray 

tomography [She2010], 2. Electron tomography [Küb2005], and 3. FIB-SEM tomography 

[Hol2004]. X-ray tomography is a non-destructive method capable to investigate large 

sample volumes. The drawback is its relatively low spatial resolution in the 0.1 μm range. 

The opposite situation prevails in electron tomography, where only small sample 

volumes can be analysed with sub-nm resolution. In FIB-SEM tomography, FIB milling 

and SEM imaging are alternately performed to obtain a stack of images that can be used 
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to reconstruct the 3D structure. The biggest advantage is the ability to investigate rather 

large sample volumes up to several 100 μm3 at high (SEM) resolution in the 1 nm range. 

FIB-SEM tomography is an established technique, which has been recently used to 

investigate nanopores in coal [Fan2019], colloidal assemblies [Hoe2019], or a large 

number of carbon-based materials [Nan2019]. 

5.1.1 Sample preparation  
Applying FIB-SEM tomography to porous materials usually requires gentle pore 

infiltration to stabilize the inner sample structure and to avoid shine-through artefacts 

(i.e. unwanted signal from the backside of the pore). The three most common ways to 

infiltrate the pores include: 1) Resin impregnation, 2) using the electron beam induced 

deposition, and 3) pore infiltration via atomic layer deposition (ALD). In the first case the 

sample is dipped into a resin and, depending on the resin viscosity and pore size, the 

pores are filled. In most FIB-SEM tomography investigations, Epon/Epoxy resin is 

preferred in vacuum impregnation due to its low viscosity [Hei2018, Wan2017]. For FIB-

SEM tomography of carbon-based samples, Si-based resin [End2011] has to be used to 

distinguish the impregnated epoxy from the carbon structures present in the studied 

sample. However, the relatively high viscosity of the Si-based resin prevents satisfactory 

pore impregnation of structures with small pore sizes.  

With respect to porous carbon-based materials, Eswara-Moorthy et al. 

[Esw2014] developed a pore infiltration approach that can be performed in-situ in a 

dual-beam FIB/SEM system based on Pt filling of pores from gaseous precursors. In this 

method, standard organometallic gaseous precursors were injected in the vicinity of the 

sample and by subsequent electron beam-induced dissociation pores were filled with 

Pt. Since the deposition depth is directly proportional to the primary electron energy, at 

30 keV electron energy Pt deposition in the range of 10 μm is possible. The resulting 

contrast between the carbon structure and the Pt-filled pores is sufficient for 

trustworthy SEM image segmentation.  

Another possibility to infiltrate pores and enhance the contrast between the 

infiltrated pores and sample material is atomic layer deposition (ALD). This technique 

allows to select a filling material to maximize the contrast with respect to the elements 

of the studied porous material. Vierrath et al. [Vie2015] demonstrated the use of ALD 

while filling the pores of a polymer catalyst layer with ZnO to enhance the contrast for 

more reliable FIB/SEM tomography analysis. The drawback of this approach is a low 

depth of infiltration (1.5 μm) requiring FIB-milling preparation before the ALD infiltration 

to enable access to the inner sections from at least four sides. 

5.1.2 Issues originating from the FIB-SEM process 
FIB-SEM tomography is a complex process where much care has to be taken during 

the data acquisition and data analysis to assure integrity and quality of the 

reconstructed 3D structure. In this section, we want to introduce all potential issues 

causing image artefacts and degrading the raw SEM images when they are directly 

obtained from FIB-SEM. The origin of these artefacts can be divided into two sources: 1) 

Geometrical distortions and 2) signal fidelity artefacts. 
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The dual-beam arrangement of the Helios G4 FX with an angle of 52° between the 

FIB and the electron beam (cf. Figure 5.1a) is convenient for its possibility to obtain serial 

images from any part of the sample surface. However, due to non-orthogonal SEM 

imaging of the milled surface, the SEM image is foreshortened resulting in a size 

reduction of 80 % in one direction [Kub2015]. In the User Interface (UI) it is usually 

possible to directly compensate for this foreshortening by applying a built-in 

geometrical transform, where the SEM image is rescaled by calculation using 

trigonometric functions to the original image size. The second issue is related to non-

orthogonal SEM imaging, which will manifest itself after a few slices in the FIB-SEM 

measurement. To decrease the SEM imaging time, only a region of interest (ROI), the 

blue rectangle in Figure 5.1a, is defined in the FIB-SEM setup process. Due to the non-

orthogonal SEM imaging, the so-called “Y-shift” correction has to be applied to the ROI 

to keep the ROI in the defined position while proceeding from section to section. The Y-

shift correction can be carried out using beam shift (having only a limited range defined 

by the beam-shift range) or digitally by imaging a larger region than the defined ROI and 

subsequently “moving” the ROI accordingly to the calculated digital shift. A special 

geometrical solution of the FIB-SEM geometry with respect to both issues addressed 

above was established by Hitachi (MI-4000L; Hitachi, Japan) [Har2013], where the SEM 

is orthogonally arranged to the FIB. This solution allows to capture SEM images without 

any tilt, however, it allows to perform FIB-SEM measurements only at the margin of the 

block surface. Regardless of the FIB-SEM geometry, with proceeding from section to 

section, the imaged surface of the sample recedes from the focal point of the electron 

beam. For this reason, the electron beam has to be refocused after several FIB sections.  

 

Figure 5.1 FIB-SEM tomography arrangement and related issues. a) FIB-SEM 
tomography arrangement, where the angle between the FIB and the electron beam is 
52°. Adapted from a publication [Čal2021]. b) 1.75 keV BSE cross-section image of the 
porous polymer structure before infiltration showing curtaining and a non-uniform 
illumination image artefact. 

Another issue that cannot be avoided during FIB-SEM measurement is sample drift. 

Thermal drift can be minimized by inserting the sample into the microscope chamber 

several hours before launching the FIB-SEM measurement. Even more severe drift is 

caused by charging. Sample charging can be efficiently reduced by coating the sample 

surface with Pt and amorphous C. Even though measures against sample drift are 

applied, the sample drift is only minimized and further compensation procedures have 
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to be applied. The FIB-SEM software usually comprises a possibility for sample drift 

compensation. Prior FIB-SEM measurement a fiducial marker is milled into the Pt-

protection layer that serves as a reference point. Before every FIB milling, the drift 

compensation function scans the milled region, searches for the fiducial marker and 

calculates the actual position difference with respect to the reference. The stage is then 

moved accordingly to ensure that the FIB milling occurs at the correct position and keeps 

thus the slice thickness constant throughout the whole FIB-SEM measurement. For very 

thin thicknesses, keeping constant slice thickness is challenging. According to Jones et 

al. [Jon2014], the individual slice thickness can vary from the target value up to 20 %.   

The second group of artefacts is related to signal fidelity and image quality 

corruption. A typical artefact of FIB milling is the curtaining effect (or streaking) 

[Mun2009] that is caused by the spreading of the ion beam. It results in inhomogeneous 

removal of material and leads to vertical streaking on the SEM images (Figure 5.1b). 

Several approaches exist to reduce this artefact, both hardware and software-based. 

Among the hardware-based approaches, the curtaining effect can be reduced by 

applying a thick and uniform protection layer [Gia2004] or using a rocking stage that 

adds a few degrees tilting in the plane of the cross-section [Loe2017]. Most of the 

software-based approaches are based on Fourier transforming the images [Kim2019]. 

Since the curtain artefacts are aligned in the vertical direction, displaying the given 

image in a frequency domain via Fourier transform the curtain verticals can be merged 

into a single bright horizontal band that is perpendicular to the direction of the patterns 

in the original image. Assuming that the original image does not contain any other 

distinct vertical features related to the material structure, the removal of the horizontal 

band will remove the curtain artefact from the image.  

Another common artefact in SEM images acquired in the FIB-SEM configuration is 

nonuniform illumination (Figure 5.1b). This results due to the non-uniform distance 

between the detector and the sample, i.e., sample regions closer to the detector appear 

brighter (top of the SEM image) than those far from the detector because of the 

different number of collected electrons. This undesirable artefact must be compensated 

because most of the segmentation algorithms are based on global thresholding 

algorithms and thus require uniform illumination. Several methods for illumination 

correction have been developed [Kim2019, Tas2008] based on a least-squares method 

that neutralizes the illumination effect and restores the optimized signal. The non-

uniform illumination artefact can be suppressed by sufficiently large pre-milled trenches 

along the ROI (Figure 5.1a) that enable the detection of electrons emitted from the 

bottom parts of the scanned region. Moreover, the large pre-milled trenches are 

beneficial not only with respect to the illumination artefact but prevent also 

redeposition (material that is deposited back onto the cross-section surface) during the 

FIB-milling process. 

The quality of the SEM image is also limited by the ratio of the signal produced by 

the electron beam to the noise imparted by the electronics of the instrument. By 

increasing the number of electrons recorded per picture point, either by increasing the 

beam current or by increasing the dwell time, the signal-to-noise ratio and hence the 
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image quality is increased. However, a large beam current lowers the spatial resolution 

and an increased dwell time extends the image acquisition time, leading to image 

distortions caused by drift. Usually, a compromise is established and filtering of the SEM 

image after acquisition further reduces the noise and increases the SEM image quality. 

The main challenge of the noise reduction filters is preserving edges and structural 

details of the image. Facing these challenges, the Weighted local hysteresis smoothing 

filter [Maz2016], Adaptive Wien filter [Ara2017], or Anisotropic diffusion filter [Tsc2005] 

have been developed and are largely used.  

5.1.3 Image segmentation algorithms for SEM images 
Segmentation is the most crucial step in obtaining trustworthy quantitative 

information from FIB-SEM data of different phases in the SEM images. Image 

segmentation is a technique of dividing or partitioning an image into parts, called classes 

(e.g. pores and material or different material phases). The simplest and common way 

for assigning pixels to classes is based on global [Kim2019] and local [Sal2014] 

thresholding, taking into account only the intensity and spatial relationship of pixels in 

the SEM image. Reliable performance of thresholding algorithms can be expected for 

images having clearly separated peaks with different image intensities (corresponding 

to respective classes) in the image histogram. For such a case, the global thresholding 

method [Ots1978, Bez1981] iterate through all possible threshold values while 

calculating a measure of spread for all pixel levels on each side of the threshold, i.e. the 

pixels that either fall in foreground or background. The threshold value for which the 

sum of foreground and background spreads is at its minimum defines the global 

threshold.  

Global thresholding segmentation algorithms are frequently used for their 

simplicity and reliable performance. However, segmentation of FIB-SEM images of 

highly porous materials is a challenging problem because the SEM images suffer from a 

shine-through artefact. In SEM images the hollow pore does not appear black as desired, 

but there is some signal coming from the backside of the pore that contributes to the 

pore intensity [Bal2013]. Filling the pores with a resin helps to reduce the shine-through 

artefact. However, a similar effect appears for filled pores that have similar or smaller 

dimensions as the interaction volume of the primary electrons. The interaction volume 

may considerably extend into the bulk of the sample depending on the primary electron 

energy and the sample properties. When the interaction volume exceeds the pore 

volume, the emitted BSEs will carry information from the pore and other phases that 

are present in the vicinity. As a result, a single pixel in the SEM image will contain an 

intermediate intensity that cannot be assigned to the pure pore (or material) phase. 

Therefore the grey-value itself is not sufficient as a segmentation criteria leading to a 

large number of incorrectly classified pixels by the global thresholding algorithms. In 

such a case, visual segmentation of complex SEM images by a human operator is often 

more reliable albeit much more time consuming because more information is inherently 

used for image segmentation. 

In recent years, new segmentation methods have emerged based on machine 

learning (ML) algorithms, which have the potential to include more knowledge into the 
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segmentation procedure and reach visual segmentation performance [Aga2020, 

Ver2020]. As the name indicates, ML segmentation can be tuned according to the user 

knowledge and thus serves as automated human-operator segmentation. The ML 

algorithm working procedure can be divided into two steps. The first step comprises the 

ML software training procedure. The workflow in the training process is schematically 

shown in Figure 5.2. In the beginning, several regions in the training data (typically the 

first few images of the FIB-SEM image stack) are manually assigned to particular classes 

(phases) and the user selects several training features (i.e., functions that the software 

uses to extract features from the images and thus characterize the segmented data). In 

the ML training process, the training features are applied to the manually segmented 

regions, resulting in a vector for each manually segmented pixel containing information 

about the applied training features on this particular pixel. Based on this training vector 

set the ML software trains itself in assigning pixels to particular classes. The result of a 

training procedure is a file called “classifier” that contains all the gained knowledge in 

the training procedure. The training procedure can be performed iteratively (the user 

manually segments more regions in the training data or changes parameters in the 

training features) until satisfactory results of the classifier are obtained. In the second 

step, the obtained classifier is applied to unknown data (to the rest of the FIB-SEM data 

stack) [Arg2017].  

 

Figure 5.2 Schematic pathway of machine learning segmentation procedure. Parts of 
the input image are manually segmented. The training vector set is then obtained by 
extracting image features from the manually segmented image parts. Based on the 
training vector set the machine learning software creates a classifier, which contains all 
the knowledge of the pixel segmentation, and segments the rest of the input image.  

In recent years the use of ML in the segmentation process has become 

increasingly popular and was successfully applied for microscopy image segmentation 

of rocks [Chu2016, Fan2019] and soil samples [Sch2018] or for ultrasound image 

segmentation in breast cancer research [Xu2019]. For the analysis of FIB-SEM 
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tomography data, ML has been used for the segmentation of high porosity membranes 

with shine-through artefacts [Tra2019] or ultrastructural changes of mitochondria upon 

disease onset [Ozt2017], enabling reliable and efficient data quantification. In the work 

of Andrew [And2018], the performance of three image segmentation algorithms was 

compared on a synthetic FIB-SEM dataset, which was created from measured data. ML 

segmentation algorithms result in a more accurate representation of the 3D structure in 

comparison with segmentation algorithms using global thresholding. ML segmentation 

also proved to be very noise tolerant and capable of correctly segmenting non-greyscale 

(textural based) contrast, where global thresholding algorithms completely failed. 

Röding et al. [Röd2020] developed a segmentation method for FIB-SEM data samples of 

ethylcellulose porous films based on ML and demonstrated good agreement with 

manual segmentation performed on parts of the data set. Moreover, the ML approach 

can be also used for resolution enhancement in the FIB-SEM data stack in the FIB-milling 

direction, as proposed by Hagita et al. [Hag2018].  

The shine-through artefact in the SEM images challenges precise segmentation. 

Several ML-based approaches to reduce the error in the SEM image segmentation have 

been developed. Fager et al. [Fag220] used several times the Gaussian filter as a training 

feature in the training procedure and as a result claim to reliably segment SEM images 

with respect to the shine-through artefact. Another possibility to precisely train the ML 

algorithm is on simulated data. Prill et al. [Pri2013] used MC simulations to prepare a 

synthetic FIB-SEM data stack but did not test the simulation results on segmentation 

algorithms. Fend et al. [Fen2020] showed that the simulated data stack together with 

the stochastic geometrical model is ideal for training the ML segmentation algorithm 

and is able to correct the shine-through artefact in highly porous structures.  

5.2 Experimental procedures 
The experimental FIB-SEM tomography work begins with the fabrication of the 

porous PETA structures by a two-photon 3D micro-printing method. Prior the FIB-SEM 

tomography measurement the structures have to be stained with OsO4 and infiltrated 

with Epon, in order to stabilize the inner sample structure and increase the contrast 

between the pore and PETA phase in the SEM images. For later Monte Carlo simulations 

the chemical composition of the PETA structures after the staining procedure is 

important. The quantified chemical composition of the stained PETA structures was 

determined via EDXS analysis. 

5.2.1 Fabrication of porous PETA structures 
  The investigated nanoporous PETA samples were 3D printed by direct laser 

writing using a commercial 3D laser printer (Nanoscribe Professional GT). In this 

technique, a laser beam is focused on a droplet of polymer photoresist. Based on the 

two-photon absorption the region close to the laser focus is polymerized and becomes 

insoluble. By scanning with the photoresist droplet, almost arbitrary 3D objects can be 

printed. Subsequent washing-out of the unpolymerized photoresist reveals the 

fabricated 3D structure. Even though the two-photon absorption is a non-linear optical 
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phenomenon and occurs only at high laser intensities (which occur only at the focus of 

the laser) this technique is not capable of fabricating structures in the nanometre range.  

As a novel photoresist system, which enables printing of inherently nanoporous 

structures by means of polymerization-induced phase separation was recently 

suggested by Mayer et al. [May2020]. The photoresist consists of (mass fractions): 

Pentaerythritol Triacrylate 52.94 % (Sigma-Aldrich); Irgacure 819 2.12 %; 2,2,6,6-

tetramethylpiperidinyloxyl 0.07 % (TEMPO, Sigma-Aldrich), Dodecyl Acetate 22.43 % 

(Sigma-Aldrich), Octadecyl Acetate 22.43 % (TCI Chemicals). The samples were printed 

into cylinders with 350 μm diameter and 20 μm height (Figure 5.3a) on a polypropylene 

substrate, using a 25 × objective lens (Zeiss LCI Plan-Neofluar 25 ×/0.8) in dip-in mode. 

Prior to 3D printing, oxygen was removed from the photoresist by bubbling it with 

nitrogen gas. Furthermore, during the complete printing process, the sample was held 

under a nitrogen atmosphere. For printing, the laser power was set to 30 mW, at a 

scanning speed of 5 cm/s, a hatching distance of 0.5 µm and a slicing distance of 1 µm. 

Afterwards, the samples were immersed in acetone for 30 minutes to remove the 

unexposed photoresist. To preserve the pores from collapsing, subsequently, 

supercritical drying using carbon dioxide was employed. 

An SEM image of one sample cylinder as fabricated is shown in Figure 5.3a. The 

sample appears homogeneous with a smooth surface and open pores. A FIB-milled 

trench, marked in Figure 5.3a by a white arrow, enables a cross-section (CS) view 

(Figure 5.3b) revealing the porous structure of the fabricated sample.  

 

Figure 5.3 Fabricated porous PETA structures. a) Overview SEM image of the fabricated 
porous PETA structures. The SEM imaging parameters are included in the image. The 
samples were typically printed in a cylindrical shape with 300 μm diameter and 100 μm 
height. b) Cross-section backscattered (BSE) SEM image at the sample position marked 
by an arrow in a) revealing the porous structure of the studied sample. 

5.2.2 Porous PETA staining and infiltration 
In the following sample fabrication and preparation for FIB-SEM tomography is 

described (cf. schemes in Figure 5.4). In this work, we intended to investigate larger 

sample volumes (5 x 5 x 5 μm). For this reason, the only applicable infiltration technique 

(discussed in section 5.1.1) is resin impregnation. The expected smallest pore size of the 

porous PETA structure is in the range of 5 nm. To successfully infiltrate such small pores, 

low viscous Epon was used as a resin. Epon was fabricated by mixing 42.2 g Glycidether 

100, 29.6 g Dodecenylsuccinic anhydrid, 18.4 g Methylacid anhydride, and 2.4 g 
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Tris(dimethylaminomethyl)phenol. Sample infiltration has to be carried out gently 

without applying any external force to preserve the inner sample structure. Epon 

infiltration stabilizes the inner pore structure, however, the contrast between the Epon 

infiltrated pore and PETA is very weak. The solution to distinguishing the PETA structure 

from the Epon-filled pores in SEM images is staining one of the phases. In the staining 

process atoms of heavy elements, which strongly scatter electrons, are implemented 

into the sample material and thus yield a contrast in BSE SEM or STEM-in-SEM images. 

Staining is a process widely used for biological samples, where as heavy elements Os or 

U are usually used [Odr2017]. Prior to Epon infiltration, the PETA structure was stained 

by the vapour of a 4 % solution of OsO4 in H2O for several days (cf. Figure 5.4b). The 

stained and infiltrated sample was trimmed, to reach the PETA cylinder within the Epon 

embedding (cf. Figure 5.4c). Finally, the sample is coated with 40 nm of amorphous C to 

ensure sufficient conductivity and minimize sample drift during measurement. In the SE 

SEM image in Figure 5.4e the bright region corresponds to the stained and infiltrated 20 

μm high PETA cylinder in a cross-section. The white dashed box indicates a typical 

position for FIB-SEM tomography performed in direction of the arrow.  

 

Figure 5.4 Sample preparation. a) Porous PETA structure after transfer from 
polypropylene substrate. b) Staining of the PETA structure by the vapour of 4 % OsO4 in 
H2O. c) Infiltration of the stained PETA structure with Epon. d) The stained and infiltrated 
PETA structure after trimming where the top surface was coated with 40 nm of 
amorphous carbon. e) 30 keV SE SEM image of the top surface of the prepared sample 
shown in d). The bright region corresponds to the stained and infiltrated PETA structure. 
FIB-SEM tomography was performed in the region marked by the white dashed box. 
Adapted from a publication [Čal2021]. 

 Several PETA samples were stained by exposing the samples to OsO4 vapour for 

different time periods (3 hours, 1, 1.5, 2, 2.5, 3 days) in order to determine the best 

parameters for the staining of PETA structures. In Figure 5.5a – e 1.75 keV SEM images 

acquired from samples stained for different time periods are shown. The stained PETA 

regions appear bright in SEM images and the Epon-infiltrated pores are dark. Because 

the staining process is governed by diffusion, increased staining times should increase 

the Os amount in PETA and improve the staining performance. Staining the PETA sample 
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for 3 hours (Figure 5.5a) and for 1 day (Figure 5.5b) yield similar results, where larger 

PETA structures are not fully stained in the centre as suggested by the reduction of the 

intensity. Increasing the staining time above 1.5 days (Figure 5.5c) leads to the formation 

of OsO4 agglomerates inside the PETA structures, represented by dots with particular 

high intensity in the SEM images. PETA structures stained for 2.5 and 3 days are 

completely stained and provide sufficient contrast with respect to the Epon infiltrated 

pores. The OsO4 agglomerates are considered to be staining artefacts, however, they 

are irrelevant with respect to SEM image segmentation because their pixel grey values 

are much higher than the grey values of stained PETA and can be easily distinguished in 

the image histogram. Similar agglomerates are visible in the work of Ghosh et al. 

[Gho2015] where a metalliferous epoxy polymer was used to fill the pores of a catalyst 

layer in a polymer electrolyte membrane fuel cell. Moreover, Ghosh et al. do not 

consider this issue to degrade the image segmentation procedure because they do not 

mention this issue nor explain the origin of the agglomerates.  

 

Figure 5.5 OsO4 staining time series of the PETA structures. 1.75 keV BSE SEM images 
show the influence of various staining times, a) 3 hours, b) 1 day, c) 1.5 days, d) 2 days, 
e) 2.5 days, and f) 3 days, on the PETA structures. The very bright dots correspond to 
OsO4 agglomerates that occur for staining times longer than 1 day. 

 For the Monte Carlo simulations presented in the following the chemical 

composition of the simulated data is essential and thus the content of Os in the PETA 

structures after staining has to be determined. Using a 5 keV electron beam, EDXS 

analyses were performed on a porous PETA sample stained for 3 days. EDXS spectra 

from 10 regions (shown in the SEM image in Figure 5.6a) were acquired and the chemical 

composition was quantified. A typical EDXS spectrum obtained for a stained PETA 

structure is shown in Figure 5.6b, where the carbon Kα1, oxygen Kα1, and the osmium 

Mα1 peaks are present. Quantification results for each region separately are shown in 
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Table 5.1. Averaging the Os content from all 10 regions reveal the presence of 4.7 ± 0.3 

% of Os in the PETA structure after a 3-day staining process.  

 

Figure 5.6 EDXS analysis of a 3-day stained porous PETA structure. a) SEM image with 
marked 10 regions where an EDXS analysis was performed. b) Typical EDXS spectrum 
revealing the carbon Kα1, oxygen Kα1, and osmium Mα1 peaks.  

Table 5.1 Quantification of EDXS spectra. The table gives results for the chemical 
composition of the 3 days stained porous PETA structures obtained by quantification of 
the measured EDXS spectra at 10 regions.  

 

5.2.3 FIB-SEM data acquisition 
The FIB-SEM dual-beam Helios NanoLab G4 FX with the Auto Slice and View 4.0 

software enabled guided preparation of region of interest (ROI) and automated 

acquisition of serial sectioning images. Firstly, a 2 μm Pt layer is deposited over the 10 x 

10 μm (ROI), serving as a protection layer against damage induced by subsequent FIB 

imaging and milling. Pt has to be deposited with a maximal current of 90 pA because 

sputtering rather than Pt deposition occurs at higher ion-beam currents. Secondly, 

trenches along the sides and in front of the ROI are milled with a high ion-beam current 
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(20 nA), followed by cleaning of the front side cross-section with an ion-beam current of 

90 pA. Sufficiently wide and deep trenches are necessary in order to enable detection 

of BSEs from deeper regions of the imaged cross-section as discussed in more detail in 

section 5.1.2. Lastly, two sets of fiducial markers are milled for the software to correct 

for sample drift. The prepared ROI is shown in Figure 5.1a.  

FIB-SEM was performed under the following conditions: the specimen was milled 

with 30 keV Ga+ ions at 30 keV acceleration voltage and a 90 pA beam current with a 

slice thickness of 10 nm. To achieve material contrast in the SEM images, the In Column 

Detector (ICD) and through-lens detector (TLD) in BSE mode were used simultaneously 

to collect the BSEs. The electron energy and current have to be chosen carefully. Low 

electron energies are preferred because the penetration depth is reduced. On the other 

hand, low electron energies reduce the resolution and signal-to-noise ratio (SNR). 

Another parameter related to the electron energy is the contrast between the stained 

PETA and Epon-infiltrated pores. The contrast between these two materials was 

measured as a function of the electron energy (shown in Figure 5.7b) yielding the 

highest contrast at 1.75 keV electron energy for the ICD detector. The contrast was 

calculated as 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  (𝐼PETA − 𝐼pore) 𝐼Pt⁄ , where 𝐼PETA is the intensity of stained 

PETA (high intensity in Figure 5.7a), 𝐼pore is the intensity of infiltrated pores (low 

intensity in Figure 5.7a), and 𝐼Pt is the intensity of the Pt-protection layer, which serves 

as normalization of the contrast value, as pointed out in the BSE SEM image in 

Figure 5.7a. The electron current was set to 200 pA leading to SEM images with 

sufficient SNR.  

 

Figure 5.7 Contrast in SEM image. a) 1.75 keV BSE SEM image of an OsO4-stained and 
Epon-infiltrated porous PETA structure taken with the ICD detector. b) Contrast between 
stained PETA and infiltrated pores calculated as 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  (𝐼𝑃𝐸𝑇𝐴 − 𝐼𝑝𝑜𝑟𝑒) 𝐼𝑃𝑡⁄  

(intensities marked a)) as a function of the primary electron energy revealing a 
maximum at 1.75 keV, which is the most suitable for SEM imaging and image 
segmentation. Adapted from a publication [Čal2021]. 

Figure 5.8 compares SEM images acquired simultaneously (with the same 

imaging conditions: 𝐸0 = 1.75 keV, I = 200 pA) with the ICD (Figure 5.8a) and TLD-BSE 

(Figure 5.8b) detectors. Both detectors provide the same contrast, stained PETA is 

brighter than Epon infiltrated pores. Images acquired with the ICD detector have better 

SNR and the ICD detector is less sensitive to the shadowing artefact as compared with 
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the TLD detector. Moreover, the ICD detector has a smaller detection-angle range (0-

85 mrad) as compared to the TLD detector and thus detects more electrons that have 

experienced only a few scattering events. As a result, the information depth of the ICD 

image is lower as compared to the TLD image, which is preferred in the FIB-SEM 

tomography. This can be seen in the insets of the images showing the same area with 

an infiltrated pore. The pore in the ICD image (Figure 5.8a) is larger as compared to the 

same pore in the TLD image, demonstrating a smaller information depth in the ICD 

image. For the reasons discussed above, the ICD detector is better suited and was used 

for electron detection in the following measurements.   

 

Figure 5.8 Comparison of BSE detectors. a) SEM image acquired with an in-column BSE 
detector (ICD). b) The same image is simultaneously acquired with a through-lens 
detector in backscattered mode (TLD-BSE). Comparison of the insets of the images 
demonstrate a smaller information depth in the ICD image a). 

The Auto Slice & View 4.0 software was developed by Thermo Fischer Scientific 

and serves as a tool for automatized FIB-SEM tomography. Within setting up the 

software, many parameters have to be chosen carefully to avoid failure in the FIB-SEM 

tomography process. In the first step, FIB-milling properties are defined. In the milling 

settings, the drift correction can be chosen. From experience, to successfully 

compensate for the sample drift, the fiducial marker score (a score that evaluates the 

quality of milled fiducial markers) has to be at least 90 %. This can be usually achieved 

by milling the fiducial markers with the shape shown in Figure 5.1a using a 30 keV and 

1.2 nA ion current and setting the FIB-image resolution to 1536 x 1024 pixels with 300 

ns dwell time. In the imaging settings, the ICD detector was selected to acquire the SEM 

images. The image acquisition time needs to be kept below 90 s, otherwise the drift 

within one image prevents further precise image alignment. Thus possible settings are 

10 μs dwell time with 1536 x 1024 image resolution, or 3 μs dwell time with 3072 x 2048 

image resolution, giving a pixel resolution in a range of 2 nm while imaging a 6 x 4 μm 

area of interest. The section alignment and Y-shift correction must be activated since 

the electron beam is not perpendicularly impinging on the imaged surface and thus the 

ROI within the SEM images shifts (as discussed in section 5.1.2). Finally, the Auto focus 

function was enabled, performing auto-focus after the acquisition of 7 images. 

By alternating FIB milling and SEM imaging, the FIB-SEM data stack is acquired. 

The obtained stack consists of several 100 SEM (692 images for the example shown in 
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the following) with 1536 x 1024 image resolution giving a 2.8 nm pixel size while imaging 

a 4.3 x 2.9 μm2 area of interest. The raw data stack was further processed using the 

Avizo software. The slices were aligned using the least-square alignment method. 

Although compensation algorithms for sample drift were applied, the ROI slightly shifts 

during the acquisition of the whole image stack and thus cropping is necessary. After 

alignment and cropping of the SEM images, the data set has a total array of 1482 × 494 

× 692 voxels, representing a volume of 4.2 × 1.4 × 6.9 μm3. The SNR of the images was 

improved by applying the anisotropic diffusion 2D filter [Tsc2005], which is a plug-in the 

ImageJ software. The use of this filter is convenient because it preserves the sharpness 

of the edges between phases. An example of a cropped, filtered, and contrast-enhanced 

SEM image from the data stack is shown in Figure 5.9a. 

 

Figure 5.9 Processed SEM image. a) 1.75 keV cropped, filtered, and contrast-enhanced 
BSE SEM image of Epon-infiltrated pores in an Os-stained PETA structure. The encircled 
region is an unstained “blob” of PETA originating from the fabrication process as an 
artefact. B) Image histogram obtained from the image in a). 

In Figure 5.9a so-called PETA “blob” can be seen (circled). These PETA blobs are 

large PETA structures that result as a fabrication artefact. In SEM images the PETA blobs 

appear darker in the middle because the staining molecules are not capable of diffusing 

through the whole structure. For ideal image segmentation, two peaks should be 

present in the image histogram, one representing the stained PETA phase and the other 

representing the Epon-infiltrated pores. Figure 5.9b shows an image intensity histogram 

of the image in Figure 5.9a, where only one peak for the PETA phase with a broad 
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shoulder at lower grey values representing pores is observed. The intermediate grey 

values originate from the finite penetration depth of the primary electrons leading to 

image information not only from the surface but also from the electron-interaction 

volume below. The second source of the intermediate grey values is the PETA blobs.  

In the image histogram shown in Figure 5.9b, it is not clear where the threshold 

separating the two phases should be set. As a result, imprecise SEM image segmentation 

using the global thresholding segmentation algorithms can be expected leading to 

incorrectly derived 3D material properties of the porous PETA structures. To facilitate 

precise SEM-image segmentation, deeper insight into the SEM-image formation 

(especially at the pore/PETA interface) is necessary. Monte Carlo (MC) simulations are 

well established to simulate the interaction of electrons with matter to model and 

understand the contrast formation of SEM images. MC simulations were therefore used 

in this work to derive criteria for precise segmentation of SEM images of porous PETA 

structures.  

5.3 SEM-image interpretation supported by Monte Carlo 

simulations 
Understanding contrast formation at the interface between PETA and Epon-

infiltrated pores is mandatory for correct segmentation. Interface contrast depends on 

the proportion of the Epon-infiltrated pore and PETA in the interaction volume of the 

primary electron beam. In this work, the NISTMonte simulation package [Rit2005] was 

used with implemented screened Rutherford differential scattering cross-sections and 

the continuous-slowing-down approximation for energy-loss calculations [Joy1989] to 

understand contrast formation at the pore/PETA interface and to derive criteria for 

subsequent SEM image segmentation.  

 

Figure 5.10: Monte Carlo simulation model of pore in PETA. a) Model of Epon-
infiltrated half-pore with a radius of 25 nm in Os-stained PETA for MC simulations. b) 
Electron trajectories from MC calculations for 1.75 keV primary electrons interacting 
with an Epon-infiltrated half-pore in Os-stained PETA. Electron trajectories in the Epon-
infiltrated pores are marked by blue lines, trajectories in PETA by green lines. Red lines 
indicate emitted BSEs. Adapted from a publication [Čal2021]. 



130 
 

 

For MC simulations, a model of an Epon-infiltrated spherical half-pore (and full-

pore) embedded in Os-stained PETA was defined (cf. Figure 5.10a for a half-pore). 

Simulations were performed for Epon with a chemical composition H20C12O6, average 

atomic number �̅� = 4.6 and material density 𝜌 = 1.15 g/cm3. Os-stained PETA was 

estimated to have a chemical composition of pure PETA (H18C14O7) with an additional 

5 % of Os (determined by EDXS, section 5.2.2) leading to an average atomic number �̅� = 

17.5 and a density of 𝜌 = 1.2 g/cm3. To achieve sufficient accuracy 107 electron 

trajectories were simulated. A trajectory image of the modelled half-pore in the PETA 

structure interacting with 1.75 keV primary electrons is shown in Figure 5.10b. The 

electron trajectories in Epon-infiltrated pores are marked by blue lines, trajectories in 

PETA are green, and emitted BSEs are described by red lines. From the trajectory image, 

the penetration depth of 1.75 keV electrons in Os-stained PETA can be estimated. The 

distance from the surface to the deepest electron trajectory indicates a penetration 

depth of 𝑃 ≅ 70 nm. This results in an information depth of 𝑃 2⁄ ≅ 35 nm [Rei1998] 

from which BSEs can escape from the material and be detected.  

 

Figure 5.11 Segmentation algorithm test on simulated SEM image. a) Line profile of the 
simulated normalized BSE intensity across the PETA/pore interface obtained by moving 
the electron beam in the direction of the arrow (cf. Figure 5.10a) and by detection of 
BSEs with the ICD detector as indicated in Figure 5.10a. c) Simulated image of the 
pore/PETA interface (white circle), which was subjected to different segmentation 
algorithms. The resulting pore radii are marked with colours: 22.4 nm (red circle) for the 
Otsu, DPSO and HSO algorithms, 22.0 nm (blue circle) for fuzzy c-means clustering, 
15.8 nm (green circle) for fuzzy Tsallis entropy and 29.4 nm (black circle) for EMO. 
Adapted from a publication [Čal2021]. 

The simulated normalized intensity of BSEs is given by the sum of all electrons 

scattered into the detection-angle range of the ICD detector (0 – 85 mrad) and their 

energies. The detected charge of the silicon ICD detector is determined by the individual 

energy 𝐸𝑖 of each BSE according to Eq. 2.23, as discussed in more detail previously. The 

intensities are normalized with respect to the total number of simulated electrons. In 

order to obtain a simulated intensity line profile through the pore/PETA interface, the 
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beam was moved in direction of the arrow in Figure 5.10a. A simulated intensity line 

profile for a pore with a radius of 25 nm is plotted in Figure 5.11a where r describes the 

distance from the centre of the pore. The dashed vertical line in Figure 5.11a positioned 

at r = 25 nm indicates the real position of the pore/PETA interface and enables the 

determination of the intensity corresponding to the pore/PETA interface.   

Fitting a curve to the simulated data points and rotating the line profile around 

its origin, a simulated SEM image of the 25 nm pore in PETA is obtained (Figure 5.11b). 

This simulated SEM image can serve as a test image for the performance evaluation of 

established segmentation algorithms. Several commonly used segmentation algorithms, 

Otsus thresholding method [Ots1978], fuzzy c-means clustering [Bez1981], fuzzy-Tsallis 

entropy thresholding [Sar2014], Darwin particle swarm optimization (DPSO) [Gha2012], 

Harmony search optimization (HSO) [Oli2013], and electromagnetism optimization 

(EMO) [Oli2014] were applied to the simulated test image. All listed segmentation 

algorithms are implemented using MATLAB 2017b built-in functions or the MATLAB user 

file exchange website1. The segmentation results are summarized in Figure 5.11b, where 

coloured circles represent the position of the pore/PETA interface determined from the 

above-mentioned segmentation algorithms. The white circle has a radius of 25 nm and 

thus marks the position of the true pore/PETA interface. The Otsu, DPSO, and HSO 

segmentation algorithms yield the same radius of 22.4 nm (red circle). Only a slightly 

lower value (22.0 nm, blue circle) is obtained by fuzzy c-means clustering. The pore 

radius is strongly underestimated by the fuzzy-Tsallis entropy algorithm with a radius of 

only 15.8 nm (green circle). Only the EMO algorithm overestimates the pore radius 

(29.4 nm, black circle). Overall, the simulations demonstrate that pore radii tend to be 

underestimated by the majority of traditional segmentation algorithms. 

In order to obtain more general insight into the position of the pore/PETA 

interface, line scans with the same parameters as in Figure 5.11a were simulated for 

spherical full pores (Figure 5.12a) and half-pores (Figure 5.12b) with different radii. The 

true pore radius is marked by the colour-coded vertical lines. The intersection with the 

line profile determines the intensity corresponding to the pore/PETA interface. For all 

simulated pore radii (full and half-pores), the pore/PETA interface is located at an 

intensity slightly below 𝐼PETA and not at an average intensity given by 𝐼PETA and 𝐼pore as 

could be intuitively anticipated. This knowledge of the pore/PETA interface is decisive 

for reliable segmentation of FIB-SEM tomography data. A small shift towards lower 

intensities is observed for full pores with a smaller radius and for half-pores with 

increasing radius. This shift is related to the interaction volume of the primary electrons. 

For spherical full pores, the volume fraction of the infiltrated pore within the 

information depth of the primary electrons decreases with increasing the pore size, 

resulting in a shift of the pore/PETA interface to higher intensities. For spherical half-

pores the volume fraction of the infiltrated pore increases with increasing pore radius, 

resulting in a shift of the pore/PETA interface towards lower intensities. The slight shift 

of the interface position with pore size was not taken into account in the segmentation 

                                                           
1 https://mathworks.com/matlabcentral/fileexchange/ 
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of real data because it only leads to a minor correction and the distinction between half 

and full pores is not straightforward in experimental images. 

Because the chemical composition of Epon and PETA was only estimated, the 

validity of the derived segmentation criteria has to be checked for slightly different 

chemical compositions. Additional MC simulations were performed with the same 

material parameters (Epon H20C12O6, 𝜌 = 1.15 g/cm3; PETA H18C14O7, 𝜌 = 1.2 g/cm3.), 

however, only 2% Os staining of the PETA was considered. The simulated line profiles 

with modified composition are shown in Figure 5.13. The behaviour of the pore/PETA 

interface position with respect to the intensity of PETA, 𝐼PETA, is very similar to the 

results obtained for PETA structures stained with 5% Os (Figure 5.12). For larger full-

sphere pores the pore/PETA interface lies already in the 𝐼PETA. Contrary, for larger half-

sphere pores the pore/PETA interface shifts to slightly lower intensities. Overall, the 

segmentation criteria derived from the plots in Figure 5.12 did not show significant 

changes when changing the Os content in the PETA structures to 2% Os.   

 

Figure 5.12 Derivation of segmentation criteria. Simulated line profiles of the 

normalized BSE intensity for a) Epon-infiltrated spherical full pores embedded in 5 % Os-
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stained PETA and b) half-pores with different radii and the same parameters as in 

Figure 5.11a. Colour-coded vertical lines indicate the simulated pore radius.  

 

Figure 5.13 MC simulations of PETA with 2% Os content. Simulated intensity line 
profiles of the normalized BSE intensity for a) spherical full pores and b) half-pores with 
different radii and the same parameters as in Figure 5.12. Only the Os content in PETA 
was reduced to 2%. Colour-coded vertical lines indicate the simulated pore radius. 

5.4 Comparison of image segmentation algorithms 
Segmentation of the whole data stack was performed using two traditional 

segmentation methods (Otsu, fuzzy c-means clustering (fcm)) and ML segmentation, 

using the trainable WEKA segmentation (TWS) algorithm [Arg2017] that is part of the 

Fiji image processing distribution of ImageJ2. Applying the Otsu and fcm algorithms to 

the whole data stack is straightforward using particular built-in functions in Matlab. The 

                                                           
2 http://imagej.net/Trainable_Weka_Segmentation 
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performance of the TWS algorithm strongly depends on the training procedure and 

therefore training the TWS algorithm has to be done with special care. 

 

a

) 

b

) 

Figure 14.14 Trainable WEKA segmentation algorithm in a training procedure. a) 
Manually segmented regions based on the knowledge obtained from MC simulations. 
The red regions correspond to pores, green regions to PETA. b) Result of the training 
procedure, where the remaining pixels are assigned to particular phases.  
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 The knowledge obtained from the MC simulations was passed to the TWS 

algorithm by manually segmenting 10 regions in one SEM image of the FIB-SEM data 

stack by carefully marking the pore/PETA interface. The pore/PETA interface was set to 

an intensity close to the intensity of stained PETA, as suggested by the MC simulations. 

Figure 5.14a shows the TWS user interface in the training procedure with several 

manually segmented regions. The red regions correspond to pores and the green regions 

to the PETA structure. Training the TWS algorithm on such manually segmented regions 

based on preselected training features results in assigning the remaining pixels of the 

SEM image to particular phases and the creation of a classifier. The result of the training 

procedure is shown in Figure 5.14b. The best performance of the TWS algorithm for the 

segmentation of stained PETA structures was found for the following training features: 

Sobel filter, Gaussian blur, Difference of Gaussian, Variance, Neighbors, Entropy, and 

Membrane projections. 

 

Figure 5.15 TWS segmented SEM image. a) 1.75 keV BSE SEM image (one of the SEM 
images from the FIB-SEM data stack) of Epon-infiltrated pores in an Os-stained PETA 
structure. b) TWS segmentation of a) showing a false-segmented PETA “blob” marked 
by a red circle.  

An example of a TWS-segmented image belonging to an SEM image in 

Figure 5.15a is presented in Figure 5.15b. The red circle in Figure 5.15b reveals that the 

trained TWS algorithm is not capable of segmenting large PETA “blobs”. Changing 

segmentation settings and applying other filters in the training procedure did not 

improve the segmentation of the PETA blobs and manual correction of the TWS 

segmented data has to be applied to correctly segment large PETA blobs. The manual 

correction was performed in the Avizo software. Figure 5.16 shows the rendered 3D 
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model of the porous PETA structure obtained from the TWS-segmented image stack, 

revealing a homogeneous pore distribution in the analysed sample volume. 

 

Figure 5.16 3D model of the reconstructed PETA structure obtained from the TWS-
segmented image stack. Adapted from a publication [Čal2021]. 

 An enlarged selection of the SEM image in Figure 5.15a showing the gradual 
intensity transition between pore and PETA is shown in Figure 5.17a. The white line 
represents the pore/PETA interface that would be manually set in the training procedure 
by visual inspection considering the information from the MC simulations. The same 
enlarged region was subjected to several segmentation algorithms to evaluate their 
performance on real SEM images. The results (Figure 5.17b) of the Otsu (red), fcm 
clustering (yellow), and TWS (blue) algorithms are overlaid upon Figure 5.17a for direct 
comparison. Comparing the three segmentation algorithms in Figure 5.17b with visual 
segmentation in Figure 5.17a (covering 127 pixels) demonstrates the obvious 
underestimation of the pore phase from the Otsu (54 pixels) and fcm (56 pixels) 
thresholding algorithms. The TWS algorithm significantly improves segmentation by 
yielding only 34 erroneously classified pixels as compared to 89 incorrectly classified 
pixels for the Otsu algorithm. These findings are consistent with the results obtained on 
the artificial MC-simulated SEM image, where the Otsu and fcm clustering algorithm 
yield similar segmentation results and underestimate the real pore sizes. These 
conclusions are confirmed by Figure 5.17d where another region (Figure 5.17c) of the 
SEM image was inspected in the same manner. The black line in Figure 5.17c highlights 
the pore/PETA interface defined by the TWS in Figure 5.17d. The pixels assignment to 
the pore phase by the TWS algorithm is performed not only by the pixel grey value but 
also based on the pixel relationship to surrounding pixels. This can be observed in 
Figure 5.17c, where two pixels with similar grey values (marked by an arrow in Figure 
5.17c) are assigned to different phases. 

 The discrepancy between the results obtained by visual segmentation and the 

TWS algorithm is caused by the contribution of pores in deeper sample regions to the 
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measured intensity, which affects the gradual intensity transition between pore and 

PETA. The TWS algorithm will inaccurately segment regions where the subsurface 

contribution is stronger. Reducing the information depth of the BSEs would lead to more 

straightforward SEM image interpretation regarding surface structures followed by 

improved segmentation performance. One way of reducing the information depth of 

the BSEs is a further reduction of the primary electron energy. MC simulations suggest 

that decreasing the primary electron energy to 1 keV or 500 V results in an information 

depth of 17 nm and 7 nm, respectively. However, maintaining sufficient resolution and 

SNR is not straightforward at these low electron energies. Alternatively, the information 

depth can be reduced by filtering the BSEs prior to detection according to their energy. 

Detecting only the BSEs with an energy close to the primary electron energy reduces the 

information depth because these BSEs are scattered close to the sample surface. 

Unfortunately, BSE energy filtering is not possible with conventional BSE detectors and 

a special detector for this purpose is required.   

 

Figure 5.17 Comparison of segmentation algorithms on real SEM images. a) An 
enlarged section of Figure 5.15a with a gradual intensity transition at the pore/PETA 
interface. The white line represents the pore/PETA interface that is determined by a 
visual inspection. b) The enlarged section in a) is overlaid by results of different 
segmentation algorithms using the Otsu (red), fuzzy c-means (yellow) and TWS (blue) 
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algorithms. c) Analysis of another enlarged region of Figure 5.15a. The black line 
represents the pore/PETA interface that is determined by the TWS algorithm. d) 
Enlarged selection in c) overlaid by results of different segmentation algorithms in the 
same manner as in b). 

5.5 Influence of the segmentation algorithm on 3D 

material properties  
Credible segmentation of SEM images is essential for the trustworthy 

determination of the 3D material properties of the studied structures. The discrepancies 

between the segmentation algorithms discussed in the previous section will lead to 

differences in the derived 3D material properties. This section presents the 

determination of several material properties (porosity, tortuosity, pore-size distribution, 

and average pore size) of the PETA structures and the evaluation of the obtained results 

with respect to the used segmentation algorithm.  

5.5.1 Porosity and tortuosity 
 Basic 3D material properties of porous structures are porosity and tortuosity. 

The porosity is given by the fraction of voxels assigned to pores over the total number 

of voxels. The tortuosity factors give the increase of path length through pores as 

compared to the straight-line distance between two points in the 3D structure. Most of 

the software calculating 3D material properties require isotropic voxels. The voxel size 

of the FIB-SEM data set is 2.8 x 2.8 x 10 nm3, making it difficult to transform voxels to 

isotropic voxels without losing information. However, the open-source MATLAB 2017b 

application Tau Factor [Coo2016] is capable of handling anisotropic voxel data, enabling 

the calculation of the porosity and tortuosity factors of the PETA structures.  

Table 5.2 Comparison of 3D material properties based on different segmentation 
algorithms. The porosity and tortuosity factors are calculated from the reconstructed 
3D structure using the Tau Factor application. Average pore sizes were determined from 
5 segmented SEM images. 

  
Porosity 

[%] 

Tortuosity factor 
Average pore size 

[nm] 
x  y Z 

Otsu 32.6  2.89 2.68  2.6  49.3 ± 2.5 

fuzzy c-means 32.6 2.88 2.67   2.59 49.5 ± 2.4 

TWS 45.9 2.14 2.02 1.99 58.6 ± 6.7 

 

 The results on the porosity and tortuosity factors based on different 

segmentation algorithms are summarized in Table 5.2. For porosity, the results follow 

the trend seen in Figures 5.17b and 5.17d. The porosity is larger for the TWS-segmented 

data stack (45.9 %) compared to the Otsu (32.6 %) and fuzzy c-means (32.6 %) 
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segmented data. The tortuosity factors for the Otsu and fuzzy c-means segmented data 

are almost identical and slightly higher than for TWS segmented data. Overall, the 

tortuosity factor results indicate isotropy of pore sizes in the PETA structure because 

their values are similar in the x-, y- and z-directions.   

5.5.2 Pore-size distribution and average pore sizes 
 The determination of pore sizes and the pore-size distribution of porous PETA 

structures is not straightforward because most of the pores are connected and cannot 

easily be subdivided into individual pores. The pore-size distribution problem reduces to 

a problem of finding a method that correctly splits the connected pores. However, due 

to the artificial introduction of pore boundaries, artefacts and simplifications of the 

resulting pore-size distributions are inevitable. The two most common approaches in 

the literature, which aim to extract the pore sizes, are the maximal inscribed sphere 

(Bubble analysis) method [Jon2006, Mün2013] and the watershed algorithm [Rab2014]. 

Both approaches need a segmented data stack and in the first step use the common 

distance transform [End2012, Ket2001]. The segmented data stack is transformed into 

a 3D distance map, whose elements are assigned to a value representing their distance 

from the nearest pore-solid interface. An artificial example in 2D is shown in Figure 5.18. 

Figure 5.18a shows a segmented image of a connected pore in black. Figure 5.18b is the 

distance transform of the image in Figure 5.18a where the brightness of the pixels 

increases with increasing distance from the pore-solid interface. Local maxima of the 

distance map define centres of the pores and are further used in both approaches. In 

the Bubble method, the centre of the pore represents the centre of a sphere with a 

maximum size that can be inscribed into the pore (Figure 5.18d). The radius of the 

sphere with maximum size defines the pore size. For the Watershed approach, the 

centres of the pores serve as an origin of a basin for water flow (source). The first contact 

line, that the water from two pores create, defines the pore-solid interface 

(Figure 5.18c).   

 

Figure 5.18 Approaches for pore-size determination. a) Segmented image showing 
connected pores. b) The distance map obtained by the distance transform of the image 
in a). c) Resulting pore separation from the watershed algorithm. d) Resulting pore 
separation from the Bubble analysis method. Adopted from [Rab2014] 

Watershed and Bubble analysis performed on real segmented SEM images is 

presented in Figure 5.19. Figure 5.19a shows the segmented SEM image from 
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Figure 5.15 with manually corrected segmentation of PETA blobs. Local maxima in the 

corresponding calculated distance map (Figure 5.19b) reveal the centres of the pores. 

The result of the Watershed algorithm is shown in Figure 5.19c and in Figure 5.19d for 

the Bubble analysis. From a qualitative analysis of the presented results, a difference in 

the pore-size distribution based on the method used can be expected. In the case of the 

Bubble analysis, the pore size is equal to the radius of the inscribed sphere. In order to 

derive pore sizes (radii) of individual pores defined by the Watershed algorithm, it has 

been assumed that the radius of the pore is equal to the radius of a sphere with the 

same volume as the pore. This allows us to directly compare the pore-size distributions 

obtained from both approaches of the same data. The pore-size distributions are plotted 

in Figure 5.20. A clear difference is observed, the Bubble analysis tends to partition the 

connected pores into smaller individual pores as compared to the Watershed algorithm. 

This tendency has to be considered when comparing pore-size distributions obtained 

from different approaches.  
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Figure 5.19 Pore-network partition. a) Segmented SEM image from Figure 5.15 with 
manually corrected segmentation of PETA blobs. b) Distance map obtained from a) using 
the distance transform. Based on the distance map the pores were partitioned using c) 
the Watershed algorithm and d) the Bubble analysis.  
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Figure 5.20 Comparison of pore-size distributions obtained from the Watershed 
(Figure 5.19c) and the Bubble analysis (Figure 5.19d) algorithms.  

 

Figure 5.21 Comparison of pore-size distributions calculated from 5 TWS (red) and Otsu 
(blue) segmented 2D SEM images. Adapted from a publication [Čal2021]. 

Since pores in the PETA structure are isotropic, the pore-size distribution of the 

porous PETA structures was extracted from segmented 2D SEM images using the Bubble 

analysis. The Bubble analysis was preferred over the Watershed algorithm because is 

more common in literature. The average pore size and the pore-size distribution was 

determined for the different tested segmentation algorithms using the same five SEM 

images that were selected from different positions of the FIB-SEM image stack. The 

pore-size distributions with appropriate error bars from TWS (red) and Otsu (blue) 

segmentation are compared in Figure 5.21. Distributions corresponding to the Otsu and 

fuzzy c-means segmentation algorithm do not differ significantly with average pore sizes 

of 49.3 ± 2.5 nm and 49.5 ± 2.4 nm, respectively. Therefore, only the results for the Otsu 

and TWS algorithms are shown in Figure 5.21. The pore-size distribution belonging to 
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the TWS segmentation shows a larger spread towards larger pore radii, resulting in 

average pore size of 58.6 ± 6.7 nm (see Table 5.2).   

5.6 Summary 
This chapter presents focused-ion-beam/scanning-electron-microscopy 

(FIB/SEM) tomography of a nanoporous PETA polymer structure with a focus on the SEM 

image segmentation and quantification of the 3D material properties. The porous 

polymer PETA structures were infiltrated with Epon and stained with OsO4 to enhance 

the contrast in SEM images. For reliable segmentation of the SEM images, precise 

location of the pore/PETA interface is essential. In order to understand SEM image 

contrast at the pore/PETA interface, Monte Carlo (MC) simulations were performed 

using models of infiltrated spherical full- and half-pores. As a result, criteria for selecting 

the intensity threshold at the pore/polymer interface were derived (Figure 5.12 and 

5.13). Moreover, a simulated SEM image was subjected to several segmentation 

algorithms (Otsu, DPSO, HSO, and fuzzy c-means thresholding) showing that these 

traditional segmentation algorithms slightly underestimate the real pore sizes, which 

lead to errors in quantitative analysis of the reconstructed 3D structures. To overcome 

this problem and correctly segment the SEM images, the machine learning (ML) 

segmentation algorithm (TWS) was trained using the derived criteria for the selection of 

the intensity threshold at the pore/polymer interface. Segmentation results of the TWS, 

Otsu, and fuzzy c-means algorithms were compared with a visually segmented image, 

showing clear supremacy of the ML algorithm in the segmentation procedure over the 

traditional global thresholding methods. Moreover, the calculated properties of the 

reconstructed 3D structure show a significant discrepancy between TWS-segmented 

(porosity 45.9%, average pore size 58.6 ± 6.7 nm) and Otsu-segmented (porosity 32.6%, 

average pore size 49.3 ± 2.5 nm) data. This emphasizes the importance of the 

segmentation procedure in the quantification of 3D structures. Therefore, segmentation 

algorithms have to be carefully chosen with deeper insight into the SEM image 

formation. Further improvements require the reduction of shine-through effects by 

reducing the primary electron energy without loss of resolution and maintaining signal-

to-noise levels. Another approach is energy-filtered electron detection because high-

energy backscattered electrons are mainly emitted from the surface of the imaged 

structure.  
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6. Summary 
Material contrast in electron microscopy images enables the distinction of 

different materials within a single image with high spatial resolution. The measured 

image intensity is, however, determined by a complex interplay of imaging and material 

parameters. Therefore, extracting quantitative information on, e.g., the composition of 

the imaged materials is not straightforward and relies on the comparison of 

experimental and simulated image intensities. Simulations are often performed by 

Monte Carlo (MC) simulations under conditions, where Bragg contrast is negligible, and 

provide valuable insight into the measured intensities. High-angle annular dark-field 

scanning transmission electron microscopy (HAADF-STEM) and backscattered-electron 

scanning electron microscopy (BSE-SEM) imaging, performed in scanning electron 

microscopes at energies of 30 keV and below, are recognised to reveal strong material 

contrast. Therefore, this thesis is focused on the development of quantification methods 

of material contrast in HAADF-STEM and BSE-SEM imaging under various experimental 

conditions.  

 Quantification of the measured intensities requires MC simulations that reliably 

represent the measured data. Therefore, MC simulations must be first demonstrated to 

accurately describe the experimental data on samples with well-known material 

properties (atomic number, atomic mass and material density) and sample thickness. 

Wedge-shaped specimens prepared by focused-ion-beam (FIB) milling from a range of 

(known) materials were used in this work as test samples because they meet all the 

requirements. The use of the parameter specimen thickness is uncommon in BSE-SEM 

imaging, but it provides additional information that can be exploited to improve the 

understanding of BSE-SEM intensities. It is also essential to consider the detector 

properties in the MC simulations to achieve agreement with the measurements. The MC 

simulations in this work (and in many other studies) were performed by using screened 

Rutherford differential scattering cross-sections (DSCSs), where the choice of the 

screening parameter in the DSCSs significantly influences the calculated result. Based on 

the comparison of MC-simulated and experimental data from known test samples, the 

proper screening parameter is selected. Realistic MC simulations are a valuable addition 

to the measurements and can be utilized to optimize the imaging parameters, explain 

the origin of an unexpected contrast or is used for the determination of material 

parameters of the studied material based on the image intensity. Therefore this thesis 

is particularly concerned with the verification of MC simulations to realistically describe 

experimental image intensities. 

 In Chapter 3, a method for the quantitative analysis of low-keV HAADF-STEM 

intensities at electron energies between 10 and 30 keV is presented that relies on the 

comparison of measured and MC-simulated data. It focuses on the importance of the 

screening parameter in screened Rutherford DSCSs and its suitability for MC simulations. 

Several screening parameters from the literature were implemented into the 

NISTMonte simulation package [Ric2005] and the MC-simulated HAADF-STEM 

intensities were compared with experimental data obtained from test specimens with 

well-known properties. For this purpose, a set of wedge-shaped test samples was 
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prepared with known thickness profiles and compositions that cover a wide range of 

atomic numbers 𝑍 from polymers to tungsten. From the experimental images, the 

HAADF-STEM intensity as a function of the specimen thickness 𝐼HAADF(𝑡) was extracted 

and normalized to the intensity of the incident electron beam. The comparison of 

measured and MC-simulated 𝐼HAADF(𝑡) curves for all nine investigated materials (cf. 

Figures 3.9-3.17) demonstrate that none of the tested screening parameters is suited to 

consistently describe the measured data. A new procedure was developed to overcome 

this problem. The screening parameter in the screened Rutherford DSCS is a function of 

a screening radius 𝑅 according to Eq.3.2. The screening radius was treated as a fit 

parameter in the MC simulations. For each studied single-element material (C, Si, Ge, 

Pd, W), the value of the screening parameter was determined from the best fit between 

the measured and simulated HAADF-STEM intensities (Figure 3.18). Fitting the adjusted 

screening radii by a power-law function (Figure 3.19) yields a new expression for the 

screening radius 𝑅 = 1.28𝑎0𝑍
−0.44. This new expression was validated by comparing 

the measured and MC simulated data for compounds (PTB7, ZnO, MgO, SrTiO3). The use 

of the new expression for the screening radius in the Bishop screening parameter yields 

good agreement with the measured data (Figure 3.20), demonstrating the validity of the 

new screening radii. Additionally, the 𝑍 dependence of the 𝐼HAADF in the low-energy 

HAADF STEM regime was estimated by integrating the DSCS over the detection range of 

the HAADF-STEM detector segment (65-272 mrad). For the newly derived screening 

parameter, the 𝑍 dependence was found to be proportional to 𝑍1.58 and only weakly 

dependent on the detection-angle range. The 𝑍1.58 dependence is only slightly smaller 

compared to the 𝑍1.64 dependence derived by Krivanek et al. [Kri2012] by analysing a 

monolayer of BN with 60 keV electrons, where the contrast is governed purely by 𝑍. The 

new expression for the screening radius was derived based on experimental data 

obtained with the Thermo Fisher Helios G4 FX microscope. The comparison of MC-

simulated and measured data performed with another microscope (FEI DualBeam Strata 

400S) with a larger HAADF-STEM detection-angle range (58-610 mrad) using the newly 

derived screening radius in the Bishop screening parameter shows also good agreement 

but some discrepancies between experiments and simulations were observed, 

especially for low-Z materials. To eliminate the discrepancies, the screening radius 

should be again readjusted to the detection-angle range of the FEI DualBeam Strata 400S 

microscope. Therefore, we do not claim that the new screening radius is valid for all 

experimental setups, but rather recommend the introduced procedure to determine 

screening radii for other microscopes with different experimental setups.  

 Chapter 4 presents a new method for the quantitative analysis of the BSE 

contrast in SEM. Based on the comparison with MC simulations, the measured BSE 

intensity is related to the material parameters (average atomic number, material 

density) of the studied materials. To enable comparison of the measured and simulated 

data, simulations and experimental data must be normalized. Contrary to HAADF-STEM, 

normalization with the intensity of the primary electron beam by direct illumination of 

the detector is not possible in the BSE-SEM configuration. To overcome this problem, 

we propose the normalization of the BSE intensity by using the Si-bulk BSE intensity, 

because silicon serves as a substrate for many thin-film samples. Alternatively, a 
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separate Si wafer can be utilized for data normalization. In addition, the detector 

properties must be accurately known and taken into account in the MC simulations. The 

threshold energy of the circular backscattered-electron semiconductor detector (CBS) 

was measured to be 500 eV and the detection-angle range was determined as a 

function of the working distance between the sample and the detector. Furthermore, it 

was shown (Figure 5.7) that the choice of the screening parameter in screened 

Rutherford DSCSs influences the MC-simulated BSE intensity. The proposed quantitative 

BSE analysis was tested on two challenging material systems. The first test sample was 

a Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system with only slightly different O and S 

concentrations and layer thicknesses of only 100 nm, which probes the sensitivity of the 

BSE analysis. BSE-SEM measurements were performed on a wedge-shaped electron-

transparent specimen prepared by FIB milling because it introduces sample thickness as 

an additional parameter. Distinguishing the individual layers within the 

Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system is possible at small sample thicknesses for 

15 keV and above, where the beam broadening does not exceed the particular layer 

thickness. The comparison of the normalized intensities of the materials in the 

Si/ZnO/Zn(OxS1-x)/ZnS-multilayer system with MC simulations (Figure 5.12) reveals that 

MC simulations with the Bishop screening parameter represent the measured BSE 

intensities well. The quantitative BSE analysis of the Si/ZnO/Zn(OxS1-x)/ZnS sample 

revealed that materials as similar as Zn(O0.5S0.5) and Zn(O0.7S0.3) can be distinguished in 

a BSE image, as suggested by the MC simulations. However, the Zn(O0.5S0.5) and 

Zn(O0.4S0.6) layers could not be distinguished because the chemical compositions and 

scattering properties are too similar. The second test sample was a PTB7/PC71BM-

multilayer system as a representative for weakly scattering materials. Before BSE 

measurements, MC simulations were performed to optimize the imaging parameters to 

achieve the best possible contrast between the PTB7 and  PC71BM  layers. According to 

the MC simulations, quantitative BSE analyses of the PTB7/PC71BM-multilayer system 

under bulk conditions should be performed at low electron energies 𝐸0 < 5 keV, where 

the interaction volume is smaller than layer thicknesses. At higher electron energies, the 

interaction volume increases and information from neighbouring layers in the 

PTB7/PC71BM-multilayer system significantly contributes to the measured PTB7 (or 

PC71BM) BSE intensity and complicates quantification. The measured normalized BSE 

intensity as a function of the specimen thickness at 2, 3, 5, 10 and 15 keV enables the 

comparison with MC simulations. The comparison reveals that the measured PC71BM 

intensities can be reliably simulated by using the NIST screening parameter in the 

screened Rutherford DSCS. Even at low electron energies (where the contribution of the 

neighbouring layers to the measured intensity is minimized), significant discrepancies 

between the measured and MC-simulated data was observed for the PTB7 layers. 

Possible origins of the discrepancy (Ga+ implantation, surface contamination, presence 

of additional PEDOT:PSS layers in the structure) were discussed. However, the most 

probable origin of the discrepancy is the deviation of the nominal and real chemical 

composition of PTB7, which may have been modified by electron-beam induced 

damage.  
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 The methodological developments show that quantitative analysis of the 

HAADF-STEM and BSE-SEM intensities are feasible. MC simulations are a valuable 

addition to the experimental images, which enable a deeper understanding of image 

formation as a function of imaging and material parameters. Furthermore, they can be 

used to optimize the imaging parameters (electron energy, detection-angle range) in 

advance to avoid tedious experimental trial and error optimization. The use of the 

screened Rutherford DSCS in the MC simulations enables the calibration of the MC-

simulation software by the adaption of the screening parameter, as shown in Chapter 3, 

to precisely simulate the measured intensities. Under optimal imaging conditions pre-

determined by MC simulations HAADF STEM as well as BSE SEM techniques are capable 

of distinguishing materials with small composition differences. In general, quantification 

of the measured image intensities is a valuable source of additional information and is 

an integral part of modern electron microscopy. 

Chapter 5 is concerned with the analysis of nanoporous polymer (PETA) 

structures. The goals of this study were the three-dimensional (3D) reconstruction of 

the porous material and the quantitative measurement of the pore sizes of the 

fabricated porous PETA structures. This task was addressed by FIB/SEM tomography, 

which is capable of analyzing comparatively large volumes (10x10x10 μm3) with SEM 

resolution. In the FIB/SEM tomography, FIB milling of thin material slices is alternated 

with BSE imaging resulting in a BSE-image data stack. The images in the data stack are 

segmented into pore and polymer phases and reconstructed to reveal the 3D structure.  

The main challenge is to find optimal contrast for the pore and polymer phase to 

facilitate reliable segmentation of the BSE images. Moreover, the shine-though effect 

(i.e. unwanted signal from regions within a slice) must be considered in the BSE-image 

segmentation of porous materials. To address these challenges MC simulations and a 

machine learning (ML) segmentation algorithm were employed. The porous polymer 

PETA structures were infiltrated with Epon, a weakly scattering epoxy material, and 

stained with OsO4 to enhance the contrast in SEM images. For reliable segmentation of 

the SEM images, the precise location of the pore/PETA interface is essential. To 

understand the SEM-image contrast at the pore/PETA interface, MC simulations were 

performed using models of infiltrated spherical full- and half-pores. As a result, criteria 

for selecting the intensity threshold at the pore/polymer interface were derived 

(Figure 4.12 and 4.13). A simulated SEM image was then subjected to several different 

segmentation algorithms (Otsu, DPSO, HSO, and fuzzy c-means thresholding) showing 

that these traditional segmentation algorithms underestimate the real pore sizes, which 

lead to errors in the quantitative analysis of reconstructed 3D structures and pore-size 

distributions. To overcome this problem and to correctly segment the SEM images, an 

ML segmentation algorithm (TWS) was trained by applying the criteria for the selection 

of the intensity threshold at the pore/polymer interface derived from MC simulations. 

Segmentation results of the TWS, Otsu, and fuzzy c-means algorithms were compared 

with a visually segmented image and show clear supremacy of the ML algorithm in the 

segmentation procedure. Moreover, the calculated properties of the reconstructed 3D 

structure show a significant discrepancy between TWS-segmented and Otsu-segmented 

data. This emphasizes the importance of the segmentation procedure in the 
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quantification of 3D structures. Therefore, segmentation algorithms have to be carefully 

chosen based on a deeper insight into the SEM-image formation. Further improvements 

require the reduction of shine-through effects by reducing the primary electron energy 

without loss of resolution and maintaining high signal-to-noise levels. Another approach 

is energy-filtered electron detection because high-energy backscattered electrons are 

mainly emitted from the surface of the imaged structure. 
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