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a b s t r a c t

Circulation of working fluid in closed geothermal loops is an alternative environmentally friendly
approach to harvest subsurface energy compared to open hole geothermal doublet systems. However,
the rapid decline of production temperature, low generated thermal power, and difficulties in deepening
the system are major limitations. Herein, synthetic studies are presented to investigate the system's
performance and improve its longevity for better use of this clean baseload power. The investigations are
conducted by implementing appropriate equations of state to model state-of-the-art thermal and hy-
draulics processes in wellbores and considering various geometrical configurations to adopt proper
design strategies. They provide insight for maximizing the generated thermal power, decreasing
pumping energy, and avoiding production temperature drawdown. The results indicate that a stable
thermal condition could be reached in which not only the temperature breakthrough is avoidable, but
also the generated thermal power and production temperature continuously enhance over the project
lifetime of one century. Analysis of the thermosiphon effect in the designed systems revealed that even
with the pressure loss of 900 kPa at surface installations, the triggered natural flow rate is larger than
11 L/s. This thermosiphon flow rate yields the thermal power production of 2 MW and Cumulative
extracted energy of 15 PJ over the project lifetime of 100 years. Restriction of this flow rate to 5 L/s leads
to an average extraction temperature of 80 �C. It is also found that a change in the subsurface temper-
ature gradient does not affect the optimal 2 km isolation length of the production well.
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The possibility to continually extract heat from different
geological systems (e.g., hydrothermal [1,2], geo-pressurized [3],
EGS systems [4], hot dry rock [5], and magma [6]) makes
geothermal energy an exciting option responding to the increase of
global energy demand and mitigating harmful environmental im-
pacts of fossil fuels [7]. However, seismic events induced by hy-
draulic fracturing and excess pressure, subsurface water
contamination, uncertainties in geothermal field characterization
[8], and the considerable drilling costs are significant barriers to the
spread of open geothermal systems [9e11]. Borehole heat ex-
changers (BHEs) equipped with heat pumps can sustainably har-
vest geothermal energy without the aforementioned hazards
[12e19]. Despite the power consumption of the heat pump, they
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are economically beneficial and are successfully implemented by
large numbers for single dwellings [20]. Their worldwide installed
capacity has increased from 1.8 GW in 1995 to 50 GW in 2015 [21],
and the total number of installed systems in Europe exceeds 1.9
million units [22]. The typical thermal power generation of BHE
systems is approximately 50 W/m [23]. Moreover, retrofitting
abandoned wells [24e26], as so-called “Deep BHE” [27,28], have
recently received particular attention. The existence of 20e30
million abandoned wells [25] promotes the global tendency to
retrofit them as geothermal systems and to produce a considerable
amount of cost-effective energy by cutting the drilling cost.

Several studies have been conducted to improve the perfor-
mance of BHEs by extending the heat exchange surface. Based on
these studies, the BHEs can be categorized into four main groups:
coaxial BHE [29], single U-tube BHE [30], double U-tube BHE [31],
and helical BHE [32e34]. The double U-tube BHE comprises two
connected U-tubes inside one borehole requires rather large well-
bore diameters. Similarly, the coaxial BHE consists of a small
“upflow” production pipewrapped in a larger “downflow” injection
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

http://creativecommons.org/licenses/by/4.0/
mailto:morteza.esmaeilpour@kit.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.renene.2022.06.014&domain=pdf
www.sciencedirect.com/science/journal/09601481
http://www.elsevier.com/locate/renene
https://doi.org/10.1016/j.renene.2022.06.014
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.renene.2022.06.014
https://doi.org/10.1016/j.renene.2022.06.014


M. Esmaeilpour, M. Gholami Korzani and T. Kohl Renewable Energy 194 (2022) 1247e1260
pipe, forming an annular cross-section, which requires a relatively
large wellbore diameter to maintain suitable fluid velocities in the
inner and outer pipes. Although the heat exchange area of helical
BHE is more extensive than the other BHEs, helical pipe, which is
made of special flexible materials, should be installed on a rein-
forced frame to strengthen its structure. In conclusion, the helical
BHE system also suffers from large overall diameter which restricts
its application in geothermal energy utilization. Furthermore, the
economic viability of this system at high temperatures is a
controversial issue since this thermal condition can deform its
structure, which is commonly made of polyethylene (PE) and
polyvinyl chloride (PVC) [35]. Nowadays, double U-tube and helical
BHEs are installed as prefabricated structures with large overall
diameters, which can be an obstacle to deepening these systems.

Recent development in drilling technologies [36e39] made
drilling of deep inclined boreholes (i.e., the dip angle of greater than
90 deg. at several km depths) with complex trajectories feasible
[40]. It allows for employing a rather new closed-loop deep
geothermal (CDG) systems with a lengthy horizontal extension to
exploit geothermal energy from both hydrothermal systems and
hot dry rock. This CDG system consists of two vertical wellbores
connected through an extended long horizontal well. Based on the
geometrical configuration of this system, it is expected to obtain
higher production temperature and thermal power compared to
the conventional BHEs due to its operating depth and extended
heat exchange surface area. To the best of our knowledge, the
performance of a similar system possessing relatively shorter ver-
tical and horizontal wellbores is experimentally evaluated in the
north of Canada [41], and few studies have investigated its heat
extraction mechanism numerically.

After having conducted a systematic literature review on the
design and heat transfer of deep closed systems, Budiono et al. [42]
finally identified 38 relevant publications with most articles pub-
lished in the period of 2016e2021. This shows that researchers have
recently started to consider the potential of these geothermal sys-
tems for sustainable energy exploitation. However, most studies
focus on coaxial systems. Although CDG systems are superior to
deep coaxial systems in terms of power production and extraction
temperature [42], only few papers [43e49] are related to analyzing
their heat extraction mechanisms. The systematic work of Budiono
et al. [42] is combined with our literature review to provide a
comprehensive overview of the conducted studies and the research
gap.

In 2018, Song et al. [43] used a synthetic model to evaluate the
impact of operational parameters (e.g., flow rate and inlet tem-
perature) on the performance of the CDG system. With respect to
the evolution of the production temperature, they distinguished
possible decreasing, transition, and stable production scenarios.
However, they set up a single stratigraphic structure and assumed
the physical properties of water to be constant despite temperature
and pressure alteration. In 2018, Sun et al. [44] repeated their study
using carbon dioxide as a circulating fluid, and proposed new
concepts for the evaluation of the geothermal recovery perfor-
mance. In 2020, Chen et al. [50] used temperature-dependent
equation of state for a limited four months operation period but
neglecting the impact of well completion (casings and cement
layers) on heat exchange. Yuan et al. [46] evaluated the geothermal
energy recovery on an idealized CDG system identifying reservoir
thermal conductivity as most important parameter determining
the system's energy recovery potential. However, they assumed
constant properties for the working fluid without accounting on
thermal resistance by convective fluid flow within the wellbores,
the steel tube wall, casing, and cement ring. Sun et al. [45] analyzed
the geothermal energy production by supercritical CO2 circulation
in CDG systems. They have conducted a sensitivity analysis to
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demonstrate the effects of injection parameters, heat transmission
fluid, and wellbore properties on the temperature field. However,
the short production time (10000 h) and high subsurface temper-
ature gradient (50 �C/km) may lead to an unrealistic estimation of
the long-term heat production. Fallah et al. [48] introduced a novel
concept of integrating an automated managed pressure operation
(MPO) system with a CDG system for scalable power generation.
They analyzed the generated thermal power for operation sce-
narios accounting for vertical depth and horizontal length, open-
hole or cased-hole lateral completions, heat insulation or lack
thereof of the return flow, and changing pump rates. With depth
and horizontal length of the system assumed to be each 7 km and a
maximum rock temperature of 250 �C the parametrization pre-
cedes current drilling technology. Ghavidel et al. [47] studied the
transient heat transfer in CDG systems. Their investigation is
different from other reviewed literature as they only focused on
heat absorption in the horizontal wellbore. Nevertheless, ignoring
the power production in the injection wellbore can result in a
notable underestimation of the CDG system's heat extraction
potential.

The above-mentioned studies focused on describing the general
behavior of CDG systems and suffer from some oversimplifications
or unrealistic assumptions. Furthermore, practical proposals to
make the CDG system a strong competitor to other conventional
geothermal systems are still lacking. Themain purpose of this study
is to develop novel concepts with relevance to the economic effi-
ciency of CDG systems, which is one of the main barriers to their
wider use, based on state-of-the-art simulation techniques:

1. Using thermosiphon effect to decrease the pumping energy,
thus reducing the pumping costs. Being not yet numerically
analyzed for CDG systems, the magnitude and stability (tran-
sient behavior) of thermosiphon flow rate under different
geometrical configurations and surface pressure losses will be
quantitatively assessed.

2. Valve-controlled thermosiphon flow is suggested by this study
to stabilize the extraction temperature and to improve system's
longevity. This will result in optimizing flow rate considering
thermal power production, extraction temperature stability, and
internal energy consumption.

3. Defining new criteria for the calculation of optimum insulation
length by addressing a specific absorbed energy. Therewith, the
energy absorption of the system is maximized as function of
temperature gradient and thermal conductivity.

4. Sectional analysis of power production in CDG systems in ver-
tical and horizontal wellbores are providing quantitative in-
sights for the future design of multi-lateral structures.

To achieve these goals, thermal interactions between different
components of the system (i.e., cement, casing, formation, and
working fluid) are analyzed. A pressure and temperature-
dependent equation of state (EOS) is included to consider the
buoyancy force in the thermosiphoning evolution. A fully coupled
mathematical and physical model, including continuity, mo-
mentum, and energy equations, the EOS, and an analytical lateral
heat transfer approach, is employed and presented. Finally, the
sectional performance of the system is thoroughly evaluated to
avoid production temperature drawdown, which is a severe prob-
lem in dealing with closed geothermal systems, and the impact of
suggested scenarios on the net generated thermal power, insu-
lation strategy, and pumping energy are further discussed. It should
be noted that the CDG system is designed for district heating pur-
poses. Therefore, the word “power” in the next chapters refers to
“thermal power”, and it is also explicitly mentioned when the
system is producing electric power.
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2. Methodology

2.1. Governing equations

To model the CDG systems, three major components, including
energy exchange between wellbore and formation, heat transfer in
formation, and transient processes in wellbores, should be
considered. Fluid flow in tubing undergoes several coupled physical
processes, such as pressure change balanced by friction loss, gravity
and kinetic energy alteration [51,52], temperature variation due to
heat exchange with surrounding formation, and velocity change
influencing pressure and temperature fields. In order to appropri-
ately simulate these physical processes, a finite element code,
called MOSKITO [53,54], is developed in the MOOSE Framework
[55,56] environment to consider such complex physical processes.
MOOSE is a multiphysics object-oriented simulation environment
that is written in Cþþ. This open-access code can be used for
solving a wide variety of partial differential equations.

While the temperature of the circulating fluid may significantly
increase, because of its high pressure, the fluid doesn't experience a
two-phase state. A non-isothermal transient flow in a pipe is
described as [57]:

Continuity equation:

v

vt
ðrÞ¼ � v

vz
ðrvÞ þm (1)

where r and v are the density and velocity of fluid, and m is the
mass sink/source term in unit volume and unit time.
2.1.1. Momentum equation
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where f, g, q, d and P are the friction factor, gravitational accelera-
tion, the inclination of the well, wellbore hydraulic diameter, and
fluid pressure, respectively. Depending on flow and gravity di-
rections, the sign of the right hand side (RHS) terms in the mo-
mentum equation can change.
Fig. 1. Comparison between temperature profiles along the system after 20 years of
operation. The same style of the reference paper is used for this figure. The pink double
arrow shows the variation of calculated temperature in the production wellbore after
including the equation of state. The inclusion of the EOS has a negligible impact on the
calculated temperature in the injection wellbore.
2.1.2. Energy equation
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where h, q and Q are the enthalpy, lateral heat flow, and heat sink/
source terms, respectively.

Based on Eqs. (1)e(3), main variables are the velocity, pressure,
and enthalpy of the fluid. This set of coupled partial differential
equations (PDEs) will be bounded by transient Dirichlet boundary
condition type. To solve these equations, some constitutive re-
lationships/empirical equations, including the viscosity, the den-
sity, and the friction factor, are required. The viscosity is calculated
by Vogel Equation [58]. An empirical equation of state (EOS) [59] is
used to calculate the density as a function of pressure, temperature,
and salinity of the fluid (saline water).

The fluid can exchange heat by surrounding structure, including
casings, cement layers, and geological formation, through twomain
mechanisms. The first mechanism is the conductive heat transfer
through all layers, and the second mechanism is the convective
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heat transfer within a fluid film in the vicinity of the inner tubing
wall. In overall, this heat flow can be calculated by:

q¼2prtoUto

�
Tf � Tcf

�
(4)

where rto, Uto, Tf and Tcf are the outside radius of the inner tubing,
the overall heat transfer coefficient, the fluid temperature, and the
temperature at the cement/formation interface, respectively. This
lateral heat model updates the temperatures at the interfaces of
different layers over time. For a detailed explanation, refer to
Willhite [60]. The increase of the casing diameter is accompanied
by the enlargement of the heat exchange area leading to losing or
absorbing a higher amount of heat. Simulating the thermosiphon
flow is one of the main goals. This flow is a self-flowing system
driven solely by the density difference at both wellheads due to
temperature differences. Therefore, the temperature dependency
of the EOS plays a key role since the density monotonically de-
creases by increasing the temperature. The pressure gradient
caused by the density difference acts as the driving force to circu-
late fluid in the system. However, this pressure gradient should
overcome pressure losses in the CDG system (i.e., velocity-
dependent) and at surface facilities. Numerical simulation of ther-
mosiphon flow requires special treatment at the boundary. There-
fore, a particular type of Dirichlet boundary condition, called
velocity postprocessor BC, is designed in this study to automatically
calculate the re-injection velocity using wellheads pressure differ-
ences reduced by surface facilities pressure loss at each timestep
(see chapter 4.2).
2.2. Model validation

The presented model on the scale of CDG systems is validated
against the results of the study conducted by Song et al. [43]. An
identical configuration and parameters, i.e., a flow rate of 70 m3/h,
an injection temperature of 40 �C, a depth of 3.5 km, and a hori-
zontal extension of 6 km, are assumed. In order to comply with
Song et al. [43] study, an EOS with a constant density, ignoring the
impact of fluid pressure and temperature, is considered.

Fig. 1 illustrates a comparison of three models for the
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temperature field. In the first step of validation, all the physical
properties of the fluid are assumed to be constant despite tem-
perature and pressure changes. The obtained result perfectly agrees
with the results of Song et al. when the simulation is conducted
without EOS. Nevertheless, the considerable variations of pressure
and temperature in this deep geothermal system can affect the fluid
properties. Therefore, in the second step, the temperature and
pressure-dependent EOS is used to account for the alterations of
density, viscosity, and specific heat capacity. The inclusion of the
EOS has no notable impact on the computed temperature profile in
the injection wellbore. However, it reduces the calculated tem-
perature in the production wellbore (z 1 �C) as the fluid experi-
ences larger pressures and temperatures in this section of the
system.
2.3. Numerical modeling

In the present study, the CDG system is supposed to provide a
continuous supply for district heating purposes over the whole
year, thus neglecting possible recovering periods. The geometrical
configuration of the system comprises of three sections (Fig. 2): I) a
vertical injection well, II) a horizontal well, and III) a vertical pro-
duction well. The vertical wells are relatively deep, and they are
connected at the bottom hole through the horizontal well, which is
relatively long. The vertical wells (sections I and III) are cased to
avoid subsurface contamination and maintain wellbore stabilities,
while the horizontal extension (section II) is directly exposed to hot
formation to maximize energy absorption. It is supposed that the
injection of some chemicals seals the lateral area around section II
[41]. The heat exchange in sections I and III is regulated by the
number of layers around the wellbore, their thicknesses, fluid ve-
locity, pipe roughness, and thermophysical properties of casing,
cement, formation, and circulating fluid. However, depending on
the pressure difference between circulating fluid and the sur-
rounding environment, we may have lateral inflow or outflow
through section II. This direct exposition is necessary since casing
the horizontal section, like the lower section of vertical wellbores,
Fig. 2. Schematic illustrating geometrical features of the reference model. b1, b2, b3, and b4
formation. c1, c2, and c3 also represent casings' inner diameters. (b1 ¼ 0.5588 m, c1 ¼
b4 ¼ 0.212725 m). Dz and Dl show the depth of vertical wells and total horizontal length,
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increases the total thermal resistivity by 40%.
A reference model with specific configuration and parameters is

introduced below. the configuration and parameters of the refer-
ence model are preserved throughout this study unless otherwise
noted.

2.3.1. Reference model
In the reference model, both the vertical depth, Dz, and the

horizontal length, Dl, are 4 km, as shown in Fig. 2. This figure also
demonstrates the wellbore diameters, which ranges from 8 3

8"
(section II) to 22 } (the upper part of section I), as well as casings
arrangements. The roughnesses of sections I, II, and III are 10�4 m,
2 � 10�4 m, and 10�4 m, respectively [61]. The formation sur-
rounded the system consists of two geological units with a depth of
2 km each. The thermal conductivities of the upper and lower layers
are 2 and 3 Wm�1K�1, respectively. The underground subsurface
temperature gradient is assumed to be 30 �C/km, and the tem-
perature at the surface is 10 �C. All thermo-physical properties of
the cement layer, casing, and formation are shown in Table 1.

The initial temperature of the circulating fluid is assumed to be
the same as the ambient formation temperature considering a
thermal equilibrium between the residual fluid and the surround-
ing formation. The initial pressure condition is hydrostatic. More-
over, Dirichlet boundary conditions with fixed values are applied at
the injection point. A constant salinity of 0.25 molal is considered
while, using Dirichlet BCs, the injection temperature, pressure, and
flow rate are set at 10 �C, 100 kPa, and 5 L/s, respectively.

A sensitivity analysis for three spatial discretizations (Dx ¼
14m,Dx ¼ 11 m; andDx ¼ 7m) was conducted to confirm that the
solution is mesh-independent. Evaluation of pressure and tem-
perature fields over the length of the wellbores revealed the
negligible impact of implemented mesh sizes on the results. The
maximum relative variation of pressure and temperature values is
below 6 � 10�4% when changing the mesh size from 7 m to 14 m.
Even though, the mesh size of 14 m is acceptable for this study, the
mesh size of 7 m was used due to the reasonable computational
cost. The total simulation time is 100 years which time steps
stand for borehole diameters where the wellbore structure is in direct contact with the
0.473075 m, b2 ¼ 0.4318 m, c2 ¼ 0.346075 m, b3 ¼ 0.31115 m, c3 ¼ 0.244475 m,
respectively. The horizontal section is directly exposed to hot formation.



Table 1
Thermo-physical properties of formation, casing, and cement layer.

Formation
density

Formation heat
capacity

Formation thermal
conductivity (upper layer)

Formation thermal
conductivity (lower layer)

Cement thermal
conductivity

Casing thermal
conductivity

Subsurface
temperature
gradient

Ground surface
temperature

kg� m¡3 J� kg�1� K�1 W� m�1� K�1 W� m�1� K�1 W� m�1� K�1 W� m�1� K�1 �C� km�1 �C
2400 1000 2 3 0.7 100 30 10
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gradually increase from 100 s to one month. While the operation
period of 100 years is much longer than the lifetime of conventional
geothermal systems (i.e., 30 years), evaluation of the ratio of
generated power to the total length of the wellbores revealed that
this system requires a long payback period. Additionally, the
assessment of the system's long-term performance helps to
compare its longevity against other geothermal systems. This long
operation period is also suggested by some other companies
working on this system [41]. Consequently, all the casing, cement
layers, insulation, and pumping should efficiently work for a long
period which is a serious issue while operating with this system.

2.3.2. Insulation strategy for production well
Proper insulation of production wellbore is a key aspect of

designing CDG systems. The main purpose of insulation is to pre-
vent heat loss at areas in which the temperature of the circulation
fluid is higher than those of surrounding areas. However, temper-
ature alteration of the fluid and its adjacent formation leads to the
continuous change of insulation length. Since the length of the
insulation layer cannot vary over time, this length should be
properly estimated to minimize heat loss and to be practical for
construction. Hence, the total absorbed energy in each section
should be calculated to determine zones in which the total
exchanged energy possesses a negative value (i.e., energy loss). The
total absorbed energy per meter (TAEM) for different sections after
100 years of operation is plotted in Fig. 3.a. The TAEM value of each
section depends on lateral exchange area, total thermal conduc-
tivity, and temperature difference between circulating fluid and
surrounding area (DT) as per Eq. (4). Positive values reflect heat
absorption from the surroundings, while negative values yield heat
losses to the surrounding. The jumps of the TAEM at points b and z

(in sections I and III, respectively) originate from the alteration of
the formation thermal conductivity at the depth of 2 km as intro-
duced in the previous section. Similarly, the jump of the TAEM at
point a is related to the changes of casing and cement layers, as per
Fig. 3. a) Impact of insulation of production wellbore on the total absorbed energy per mete
color). The corresponding lines for the presented cases overlap up to the insulation section. b
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Fig. 2, leading to the reduction of the total thermal resistivity.
Since the lateral exchange area is constant in each section (I, II,

and III) and the jumps are explained above, the overall trend of the
TAEM is mainly dependent on DT. In section I, DT grows by the
depth leading to increasing of the TAEM. However, the temperature
of the circulating fluid approaches the surrounding temperature
along section II, leading to the reduction of DT resulted in the
decline of the TAEM. Similarly, this trend is observed in section III,
with the exception that the TAEM changes the sign (from positive
to negative) in this section. Point g in Fig. 3.a indicates that the
circulating fluid is hotter than the surrounding formation, and the
fluid is losing heat from this point up to the extraction point. To
avoid the cooling of the circulating fluid, proper insulation of sec-
tion III is necessary from point g upward as illustrated in Fig. 3b.
However, the insulation arrangement in Fig. 3.c is considered in this
study to prevent severe complexity in practical well design and
drilling plans. The thermal conductivity of the insulation material
(urethane fiberglass) is l ¼ 0.021 Wm�1K�1 [62]. This insulation
configuration prevents 50 GJ/m heat loss at the upper part of sec-
tion III. It is worth mentioning that the insulation length mainly
depends on operation duration and production flow rate. Moreover,
operating in highly conductive geothermal fields with a large
subsurface temperature gradient may increase the optimum length
of the insulation layer.

3. Evaluation of the CDG system long-term behavior

3.1. Impacts of flow rates on the produced temperature and energy

In this chapter, the system behavior for different flow rates of
1 L/s, 5 L/s, and 10 L/s are evaluated assuming the reference model
conditions (Fig. 4).

Fig. 4 shows the impact of flow rate on the behavior of pro-
duction temperature over time. The immediate rise of the extrac-
tion temperature in the first few days is due to the residual hot fluid
r of the CDG system after 100 years of operation (insulation layer is highlighted by red
) Ideal insulation of production wellbore c) practical insulation of production wellbore.
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displacement. After this short period, the production temperature
tends to decrease (Fig. 4, flow rate ¼ 10 L/s and flow rate ¼ 5 L/s),
which is a well-known behavior in closed geothermal systems. The
rapid decline in the production temperature is the major challenge
of the CDG system. However, to guarantee the reliability of the
system for district heating purposes, a production temperature of at
least 80 �C at a meaningful flow rate is required, which is further
analyzed in the following. The system's thermal performance is
strongly dependent on flow rate due to the heat exchange rate
between the surrounding formation and the circulating fluid.
Accordingly, the reduction of the circulating fluid velocity results in
reaching a higher temperature along the injection and horizontal
wells (sections I and II) but thermal huge temperature loss along
the production well (section III). Fig. 5 illustrates this behavior for
these sections at different flow rates and timings.

The duration of heat exchange for a given volume of fluid is
longer at smaller flow rates, which plays a key role in regulating the
extracted/lost heat in each section of the system. Over time, the
fluid temperature in sections I and II is decreasing regardless of the
flow rate. In section III, a similar trend is observed except for the
flow rate of 1 L/s, when a hotter fluid enters the production well-
bore, and it has a longer time to exchange heat with the sur-
rounding formation. Therefore, the circulating fluid loses a lot of
energy, represented by a notable temperature drop in the produc-
tion wellbore. For this flow rate, the circulating fluid heat loss
causes the surrounding formation around section III to warm up
over time, leading to prevention of the mentioned temperature
drop and continuous production temperature rise, as shown in
Fig. 4. In the other flow rates, such an effect is not observed as 1) the
fluid velocity is higher, so the heat loss is lower in section III, and 2)
the circulating temperature is closer to the surrounding formation
around section III because of low heat gain in section I and II (due to
high fluid velocity). This reveals the importance of the heat ex-
change duration. The energy loss may contradict the idea of
maximizing power generation. However, it is useful when a high
stable extraction temperature is required for operation. It is also
noteworthy that sometimes the increase of extraction temperature
compensates for the decrease of flow rate. Therefore the generated
power doesn't change significantly.

Aside from the heat exchange duration discussed above, the
Fig. 4. Extraction temperatures over time for different flow rates. The short-term
behavior of the extraction temperature is caused by the displacement of residual hot
fluid, while its long-term behavior is controlled by the lateral heat exchange.
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flow rate can remarkably influence the convective heat transfer
factor leading to the variation of the heat exchange rate. This factor
is a function of the Reynolds number, friction factor, and Nusselt
number, which are all functions of the circulating fluid velocity. For
instance, the convective heat transfer factor in the case of the flow
rate of 1 L/s takes values between 91.6 W/m� K and 164.5 W/m� K,
while it ranges between 577.8 W/m� K and 932.75 W/m� K for the
flow rate of 10 L/s. Therefore, the interplay between the heat ex-
change duration and the heat transfer factor, which are strongly
functions of the fluid velocity at each section (I, II, and III) and the
overall system's flow rate, is the key factor to stabilize the pro-
duction temperature over time and maintain the longevity of the
CDG system.

The produced energy of the reference model can range between
1 PJ and 6 PJ for the simulated flow rates (Fig. 6). The generated
power and energy production depend on flow rate and the tem-
perature difference between injection and extraction points. As
mentioned before, the increase of the flow rate is associated with
the extraction temperature decrement. However, there is not a
linear relation between variations of extraction temperature and
flow rate. As shown in Fig. 6, the increase of the flow rate from 1 L/s
to 5 L/s can remarkably enhance the cumulative absorbed energy
over time. It means the increases of flow rate prevailed over the
reduction of extraction temperature. However, further increase of
the flow rate from 5 L/s to 10 L/s doesn't considerably enhance the
energy absorption. It indicates that the severe reduction of the
extraction temperature doesn't allow for a significant improvement
of energy absorption. Consequently, the decrease of extraction
temperature, generated power, and energy absorption rate are the
main barriers to the increase of the operating flow rate.

To better evaluate the total extracted energy in Fig. 6, a sectional
(I, II and III) performance of a CDG system is illustrated in Fig. 7.
Fig. 7a shows that the extracted heat in section I is mainly wasted in
section III (almost mirrored curves around the power of zero).
However, this lost heat in all cases is reduced over time since the
warm up bubble around section III get bigger and hotter (it is also
explained in Fig. 5). Interestingly, the total net power curve in
Fig. 7b for each flow rate mainly mimics the power behavior of
section II which is shifted by the difference of the obtained powers
in section I and III. Therefore, the extracted heat in section II and
preventing heat loss in section III are of paramount importance in
the production temperature sustainability and power longevity.
3.2. Impacts of wellbore diameter on the produced power

The friction loss is proportional to the circulating fluid velocity.
Hence, reducing wells diameters increases frictional loss, assuming
the same flow rate. The following sensitivity study is performed:
Case 1 is devised by subtracting 4 } from the wellbore diameters of
the reference model, while the wellbore diameters of case 2 are 4 }

larger than those of the reference model. The rest parameters are
the same as of the reference model.

As exhibited in Fig. 8a and Fig. 8b, altering the wellbore di-
ameters does not have a considerable impact on the generated
power. Wellbore diameter increment is associated with the
enlargement of the lateral heat exchange area. Additionally, the
heat exchange duration and the convective heat transfer factor
change. These changes and enlarged area are in the favor of the case
2 resulted in higher produced power. Nevertheless, this is a proof of
the complex behavior of the system and the demand for an
advanced mathematical and physical model. In conclusion,
regardless of the negligible changes in the produced power, the
feasibility of the drilling cost reduction by decreasing the wellbore
diameters is showcased in this section.



Fig. 5. Temperature distribution in each section of the system (I, II, and III) for a) flow rate ¼ 1 L/s b) flow rate ¼ 5 L/s c) flow rate ¼ 10 L/s. The difference between temperature
profiles along the wellbores and formation temperature (dashed line) can be used for the determination of the locations requiring insulation.

Fig. 6. Cumulative extracted energy over time for different flow rates. After 100 years
of operation, the absorbed energy with the flow rate of 10 L/s is 6 times of heat ab-
sorption with the flow rate of 1 L/s.
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3.3. Impacts of geometrical configurations on the produced
temperature

As discussed before, the main objective of this study is to better
assess the CDG system for district heating purposes. However, the
feasibility of the CDG system to be utilized for electricity production
is also evaluated in this system. Hence, two cases are designed here
to testify the possibility of long-term hotter produced temperature
(>100 �C) compared to the case of district heating (>80 �C). These
scenarios are: 1) the injection temperature of 70 �C, and 2)
increasing the depth and the length of the system. For the first case,
the reference model is used and only the injection temperature
increased from 10 �C to 70 �C. For the second case, all sections'
length and depth are incremented by 1 km compared to the
reference model. Hence, sections I and III are 5 km deep, and sec-
tion II is 5 km long.

As depicted in Fig. 9, even with the increase of the injection
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temperature (case 1), the extraction temperature is still lower than
100 �C. Meanwhile, raising the injection temperature brings on a
lower generated power. However, case 2 (enlarging the CDG system
geometry) is successful in maintaining the produced temperature
above 100 �C over a period of one century. This success is due to
accessing a hotter formation in the depth of 5 km. It is noteworthy
that decreasing the flow rate leads to enhancing the produced
temperature (as shown in Fig. 4) while the generated power
reduces.

4. Thermosiphon flow assessments

The temperature difference across a CDG system, particularly
wellhead, leads to a density difference since the circulating fluid
EOS is temperature-dependent. Consequently, the existence of a
heavier fluid in the injection well (section I) compared to a lighter
fluid in the productionwell (section III) triggers the fluid circulation
known as thermosiphon flow. This phenomenon can significantly
decrease the required pumping power for the fluid circulation in a
CDG system, and it can potentially make the system independent of
an external power grid.

Before operation, the temperature field was undisturbed with
temperature profiles of injection and production wells being
identical. An initial forced circulation is required to displace the
residual fluid in the system, to create a temperature difference
between sections I and III, and to trigger the thermosiphon flow.
Accordingly, an initial period of ten days forced, pump-driven cir-
culation was taken to establish the temperature contrast between
the wellheads, necessary to trigger thermosiphoning. This ther-
mosiphon flow is calculated by applying the “velocity post-
processor boundary condition” (see Chapter 2.1) taking the
reference model as basis. The sensitivity analysis accounts for
various factors that could impact the resistive forces on fluid
circulating, such as surface pressure losses and system geometry.

4.1. Impacts of surface facilities pressure losses

The thermosiphon effect in CDG systems overcome pressure
losses in both subsurface wells and surface facilities (e.g., heat ex-
changers, piping, etc.). The frictional pressure loss of the surface
facilities, DPs, is incorporated as a bulk pressure loss ranging from
0 kPa to 900 kPa. Fig. 10 illustrates that a thermosiphon flow rate of
QTS > 11 L/s would be yielded after 100 years of the production even



Fig. 7. Flow rate impact on: a) generated powers in vertical wells b) net generated
power and produced power in the horizontal section over time. For each flow rate, the
variation of net power over time is like the transient behavior of produced power in
the horizontal wellbore.

Fig. 8. Impact of wellbore diameter (case 1e400 smaller and case 2e400 larger diameter
than the reference model) on: a) generated powers in vertical wells b) net generated
power and produced power in the horizontal section over time.
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for the extreme case of DPs ¼ 900 kPa. Over the lifetime of the
system, although the temperature and density contrasts between
the wellheads at sections I and III reduce, the thermosiphon effect
will not weaken significantly. It is noteworthy that all operating
flow rates assumed in Chapter 3 (i.e., 1 L/s, 5 L/s, and 10 L/s) are
smaller than the lowest calculated thermosiphon flow rate of 11 L/s.

The optimum flow rate for the operation depends on power
production, extraction temperature, and pumping power. The
following assessment of thermosiphoning presumes that the
pumps are shut-off and no pumping is required to circulate the
fluid in the system, thus reducing the corresponding operation cost
to zero. In the considered range of 1e10 L/s (Fig. 7) the produced
thermal power increases with flow rate. Therefore, extraction
temperature is the only limiting factor when determining an op-
timum valve-controlled flow rate. For example, operating with the
valve-controlled flow rate of 5 L/s leads to the extraction temper-
ature of z 80 �C after 100 years of operation (Fig. 4).
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4.2. Impacts of wellbores diameters and geometrical configurations

Similar cases of chapter 3.2 are repeated for the simulation of
the thermosiphon flow with DPs ¼ 900 kPa (Case 1 is devised by
subtracting 4 } from the wellbore diameters of the reference model
(Fig. 2), while the wellbore diameters of case 2 are 4 } larger than
those of the reference model). As illustrated in Fig. 11, the case 2
setup generates a thermosiphon flow being twice as high as case 1.
Nevertheless, the obtained QTS for case 1 is still sufficient to pro-
duce the desired TTS since the flow rate for the Min TTS ¼ 80 �C
should be less than 5 L/s (Fig. 4). Consequently, case 1 is econom-
ically beneficial due to the reliance of drilling cost on wellbore
diameter (i.e., smaller wellbore diameter significantly reduces
drilling expenses).

Irrespective of the wellbore diameter, the influence of the depth
and horizontal length of a CDG system on the thermosiphon flow
should be investigated. Hence, two systems with a total length of
12 km are considered to evaluate the impact of geometrical con-
figurations on the thermosiphon flow rate. System 1 owns the same



Fig. 9. Comparison between the impacts of injection temperature increment and
system enlargement (Dz ¼ Dl ¼ 5 km) on the extraction temperature of the reference
model (RM and T stand for reference model and temperature, respectively). System
enlargement is superior to the injection temperature increment to enhance the
extraction temperature.

Fig. 10. Impact of pressure loss at surface facilities on the thermosiphon flow rate over
time. In all the cases, the thermosiphon flow rate is stable over time. Even in the worse
case, with the surface pressure loss of 900 kPa, the thermosiphon flow rate is higher
than 11 L/s.

Fig. 11. Impact of wellbore diameter on the thermosiphon flow rate over time (case
1 ¼ 400 smaller and case 2e400 larger diameter than the reference model). The case 2
setup (larger diameter) generates a thermosiphon flow being twice as high as case 1
(smaller diameter).
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geometry as the reference model, while in system 2, the depth of
sections I and III and the length of section II are 3 and 6 km,
respectively. All other parameters are the same as the reference
model. As depicted in Fig. 12, it is more beneficial to deepen the
system rather than extending it horizontally because the deeper
system gets access to hotter formation for the same subsurface
temperature gradient. OperatingWith a system possessing a longer
horizontal section enhances the heat extraction surface and in-
creases the temperature difference between vertical wellbores.
However, in the case of a deeper system, not only the heat exchange
surface is more extensive, but also the system gets access to hotter
formation for the same subsurface temperature gradient.
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Therefore, the thermosiphon flow rate increases significantly.
While the thermosiphon flow rate is mainly influenced by the
depth of the system, the magnitude and behavior of total generated
power depend on the generated power in the horizontal wellbore
(Fig. 7). Hence, it is not reasonable to ignore the importance of
horizontal extension of the system. It is worth mentioning that in a
real situation, the drilling costs/risks of both vertical and horizontal
wellbores should also be taken into account to design the system
appropriately.
4.3. Controlling thermosiphon flow

Operation with a high flow rate results in a low extraction
temperature. As shown in Fig. 10, the lowest thermosiphon flow
rate (QTSz 11 L/s) is calculated for the highest surface pressure loss
(900 KPa). Nevertheless, even for this small flow rate, the average
extraction temperature is approximately 50 �C (Fig. 13a). It means
the thermosiphon flow rate should be restricted to achieve a higher
extraction temperature (TTS). In other words, the thermosiphon
flow rate should be controlled by a valve to produce hotter fluid,
which is extremely important for dimensioning of a CDG system
and identifying economically beneficial operational scenarios.

As an example, a valve-controlled thermosiphon flow rate of
6.6 L/s for the case of (DPs ¼ 900 KPa) results in producing hot fluid
with a temperature of higher than 70 �C over the project lifetime of
a century (Fig. 13b). In this case, the control of the thermosiphon
flow rate results in producing hot fluid at a meaningful flow rate
and reasonable extraction temperature over a long period.
5. Discussion

In the last chapters, the CDG system's behavior for several
operational and geometrical cases and the feasibility of the ther-
mosiphoning are extensively presented. In this section, a CDG
system is further evaluated and discussed to 1) maximize the
generated power, 2) to decrease relative drilling cost, and 3) to
enhance thermosiphon flow.



Fig. 12. Thermosiphon flow rates for various CDG configurations over time
(Dz ¼ depth of vertical wellbores, Dl ¼ length of horizontal section). The total length of
both systems is 12 Km.

Fig. 13. a) Corresponding extraction temperatures for the flow rates of Fig. 10 and b)
calculated extraction temperature for the valve-controlled flow rate of 6.6 L/s and
surface pressure loss of 900 KPa.
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5.1. The CDG system geometry

Decreasing the total length and wellbore diameters of a CDG
system certainly result in a considerable reduction of relative
drilling costs. Based on results, the reduction of wellbores di-
ameters has negligible impacts on the generated power, as well as a
sufficient flow rate can still be generated in the case of the ther-
mosiphon flow. However, accessing a hotter underground for the
horizontal section through a deeper system is extremely important
since the net generated power mimics the behavior of the gener-
ated power in the this section. Meanwhile, different geometrical
configurations should be individually analyzed since it is signifi-
cantly dependent on geological settings which is unique for every
project.

Operating in a region with a higher subsurface temperature
gradient is associated with a higher production temperature and
generated power. By assuming the reference model conditions,
three models with different subsurface temperature gradients of
30, 35, and 40 �C/km are simulated. By increasing the subsurface
temperature gradient of the reference model, the circulating fluid
temperature is higher at the end of section II (Fig. 14). However, the
fluid loses/gains in section III higher heat compared to the cases
with a lower subsurface temperature gradient. Therefore, this leads
to the fact that TAEM (as explained 2.3.2) changes in section III at
the same location in all cases resulted in the independence of the
insulation layer's length from the subsurface temperature gradient.

Similarly, three models (case 1, 2, and 3) with different thermal
conductivities of 2, 3, and 4 W m�1K�1 for the lower formation are
simulated by assuming the reference model conditions. In contrast
to the subsurface temperature gradient, formation thermal con-
ductivity has a major impact on the length of the insulation layer
(Fig. 15). Operating in a region with a high thermal conductivity
necessitates extending the insulation layer. Therefore, geological
settings, particularly thermal conductivity, have direct impacts on
the insulation layer length, which influences the drilling costs.

In general, decreasing the fluid velocity in the production well
(section III) and achieving a higher temperature of the circulating
fluid at the end of the horizontal well (section II) increase the
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insulation layer's length. Accordingly, the following scenarios in-
crease the temperature of the fluid entering the production well-
bore and extend the length of the insulation layer:

o Increasing inlet temperature
o Decreasing flow rate
o Deepening the system
o Extending horizontal section
5.2. System's longevity and sustainability

Commonly, the scenarios that maximize heat loss in the pro-
duction wellbore can improve the system's longevity. Although the
heat loss in section III decreases the rate of heat extraction from the
system, it warms up the surrounding section III, leading to the
stabilization of the production temperature. For example, raising
the inlet temperature can prevent the production temperature drop
over time (Fig. 9), but it decreases the net generated power
dramatically.



Fig. 14. Impact of subsurface temperature gradient on the cumulative absorbed energy
per meter of the CDG system after 100 years of operation. The locations with negative
absorbed energy should be insulated to avoid heat loss. The jumps of the absorbed
energy at different points are explained in chapter 2.3.2 and Fig. 3.

Fig. 15. Impact of formation thermal conductivity on the total absorbed energy per
meter of the CDG system after 100 years of operation. Thermal conductivity of the
upper layer is 2 W m�1K�1, and Thermal conductivities of the lower layer for case 1, 2,
and 3 are 2, 3, and 4 W m�1K�1, respectively. The locations with negative absorbed
energy should be insulated to avoid heat loss. The jumps of the absorbed energy at
different points are explained in chapter 2.3.2 and Fig. 3.

Fig. 16. Comparison between the effects of inlet temperature increment and system
enlargement (Dz ¼ Dl ¼ 5 km) on the extraction pressure of the reference model (RM
stands for reference model). System enlargement is superior to the injection temper-
ature increment to enhance thermosiphoning.
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5.3. Thermosiphoning and drilling costs

A proper design of the CDG layout significantly enhances the
thermosiphon flow. However, it may increase the drilling costs
concurrently. For instance, deepening the CDG system, extending
the length of the horizontal well, and enlarging wellbore diameters
enhance the thermosiphon flow (Figs. 11 and 12). Nonetheless, all
of these cases result in additional drilling costs. Additionally, the
generated thermosiphon flow in this study was always greater than
the optimal flow rate required for district heating purposes. For the
district heating, both high extraction temperature and high
generated power are required. The results of our simulation (Figs. 4
and 7) revealed that the flow rate of roughly 5 L/s yields approxi-
mately 1.5 MW power with the extraction temperature of 80 �C. In
the other hand, more effective insulation also results in increasing
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the thermosiphon flow. Therefore, it is more beneficial to better
insulate the system rather than enlarging it to achieve higher
thermosiphon flow.

5.4. Production pressure and operational energy

As explained in chapter 3.3, extending the total length of the
system (case 2 in chapter 3.3) is more beneficial than re-injection of
hot fluid to enhance the production temperature and generated
power (Fig. 9). Fig. 16 proves that case 2 is also advantageous for
increasing the pressure gradients between wellheads, and it can
enhance the thermosiphon flow. This is highly important when the
operating flow is higher than the thermosiphon flow leading to the
reduction of the operational energy (~cost) because of the less
required pumping power.

5.5. Production well diameter impacts

Changing wellbore diameter considering a constant flow rate
leads to the increase/decrease of the circulating fluid velocity,
which influences the heat exchange rate dramatically, as explained
in section 3.1. Based on the results, it is expected that larger well-
bore diameters in sections I and II and a smaller wellbore diameters
in section III should improve the performance of a CDG system. To
testify this expectation, the reference model is modified by sub-
tracting 400 from the diameters in section III, while the diameters of
sections I and II remained unchanged, and the flow rate of 1 L/s is
simulated. Fig. 17 and Fig. 18 show the impact of decreasing pro-
ductionwellbore diameter on the extraction temperature/pressure.
As expected, the production temperature increased about 5 �C, but
the production pressure is surprisingly enhanced even considering
a higher friction loss due to a higher velocity in section III. Pro-
duction temperature enhancement escalates the mean tempera-
ture difference and density contrast between vertical wells
(sections I and III). The difference betweenweights of vertical water
columns increases the extraction pressure, while the pressure loss
due to friction reduces it. By decreasing the production wellbore
diameter, the larger density contrast prevails the incremented
friction loss. Consequently, the extraction pressure enhances. This



Fig. 17. Impact of decreasing production wellbore diameter on the production tem-
perature over time. The smaller wellbore diameter leads to a higher extraction tem-
perature over time.

Fig. 18. Impact of decreasing productionwellbore diameter on the production pressure
over time. The smaller wellbore diameter leads to a higher pressure difference be-
tween injection and extraction points.
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pressure gradient improvement is also beneficial for the case of the
thermosiphon flow since a higher excess pressure is available at the
outlet for the fluid circulation.
6. Conclusion

Our investigation indicates new insights to forecasting CDG
behavior by state-of-the-art numerical simulations considering the
coupling of mass, momentum, and energy conservation equations
with an appropriate equation of state (EOS) and analytical lateral
heat model. Novel approaches were proposed to make the CDG
system a strong competitor to other conventional geothermal
systems.

As addressed by Budiono et al. [42], drilling cost is the main
1258
hurdle limiting the contribution of CDG systems to green energy
generation. Our simulations allow to advance this knowledge and
to identify beneficial factors for increasing the economic efficiency
of CDG systems. One of these novel approaches was the evaluation
of natural thermosiphon flow for fluid circulation that will signif-
icantly reduce the pumping energy. Also, the conditions for stability
of thermosiphon flow under various pressure losses at surface fa-
cilities and geometrical configurations are demonstrated for the
first time. The results are important as the two factors “high
extraction temperature” and “stable thermosiphon flow rate”
enable a cost-efficient power generation. Unique contributions are
provided to the casing program and to the conceptual scheme to
determine an optimum length of insulation.

Operation with CDG systems is associated with a rather stable
production temperature over a span of a century. This effect was
evaluated under various geometrical configurations (e.g., wellbore
diameter) and operational parameters (e.g., flow rate). Also, ther-
mosiphon flow generation can be considered atypical behavior of
CDG systems. This flow could even be valve-controlled but has
restrictions in geometry. Finally, various operational scenarios, as
well as system configurations, are elaborately discussed to enhance
the system's longevity, to decrease pumping energy, to increase
extracted power, and to diminish drilling costs.

The key findings of this study are summarized as:

1. In general, the CDG system presented in this study is capable of
generating thermosiphon flow. Several case studies considering
different parameters and configurations were evaluated. Even in
the most extreme condition of the pressure loss in surface fa-
cilities (900 kPa), the triggered thermosiphon flow rate of the
12 km long reference case is higher than 11 L/s. Operating this
flow can result in the production of approx. 2 MW thermal
power at an average extraction temperature of 50 �C. Restricting
this flow rate to 5 L/s increases the average extraction to
approximately 80 �C. Thermosiphon flow rate is highly geome-
try sensitive. A shallower 3 km depth system (but identical total
borehole length) results in 66% of the thermosiphon flow rate of
the 4 km deep reference case. Reduced diameters results in a
considerable lower thermosiphon flow rate. As such a reduction
of 400 lowers the flow rate by 4 L/s due to higher friction losses.

2. A prolonged thermal exchange duration and a convenient
convective heat transfer factor can avoid the huge temperature
drop along all wellbores over time, and they also stabilize the
extraction temperature. While operating with a flow rate of
10 L/s results in 12 �C extraction temperature drop over the
project lifetime (67 �C after the first year, 55 �C after 100 years),
the flow rate of 1 L/s yields 9 �C temperature increment over this
period (75 �C after the first year, 84 �C after 100 years). Conse-
quently, it was shown that not only the extraction temperature
doesn't reduce considerably over time, but also the generated
power and production temperature continuously enhance over
a project lifetime of one century. Therefore, an appropriate
adjustment of CDG systems results in considerable enhance-
ment of system's longevity and preventing the initial extraction
temperature drop, which is the major limitation in utilizing
closed geothermal systems.

3. It is demonstrated that the reduction of the production well
diameter enhances the extraction temperature through the in-
crease of the circulating fluid velocity and the reduction of heat
loss in this section of the CDG system. Subtracting 400 from the
production wellbore diameter of the reference case increases
the extraction temperature by 5 �C. It is also helpful for the
generation of the thermosiphon flow, which is a function of
temperature/density contrast between vertical wells. Conse-
quently, the decrease of production wellbore diameter reduces
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the relative drilling costs, improves power production, and di-
minishes the energy required for pumping the fluid.

4. It is disclosed that the insulation length in the productionwell is
absolutely dependent on geological settings. The increase of the
thermal conductivity of the lower geological layer from 2 to
4 Wm�1K�1 raises the optimum insulation length from 2 km to
2.8 km. Nevertheless, insulation extension is independent of the
subsurface temperature gradient, assuming the same geomet-
rical configuration and operational parameters (i.e., flow rate,
injection temperature, and pressure). For all the subsurface
temperature gradients of 30, 35, and 40 �C/km, the optimum
insulation length is 2.5 km. Therefore, operating in regions with
higher subsurface temperature increases the power production
temperature and net generated power without the necessity of
extending the insulation layer.

CDG systems certainly have a good perspective in urban areas.
They should be considered as a long-term investment, providing
energy to domestic heat systems or district heating grids over a
period of more than 100 years. CDG systems could be enhanced by
multi-lateral structures to scale up the generated power and
decrease the ratio of extracted energy to the total length of the
system. The herein presented analysis of thermal power production
in vertical and horizontal wellbore sections will be further
advanced for the design of multilateral CDG systems.
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Nomenclature

r Density (Kg , m�3)
v Velocity (m , s�1)
m Mass source term (Kg , m�3 , s�1)
P Pressure (N , m�2)
g Gravity (m , s�2)
f Friction factor
d Hydraulic diameter (m)
h Enthalpy (J , kg�1)
q Lateral heat flow (J , m�1 , s�1)
Q Heat source/sink (J , m�3 , s�1)
rto Outside radius of inner tubing (m)
Uto Overall heat transfer coefficient
Tf Fluid temperature (�C)
Tcf Temperature at fluid/cement interface (�C)
TAEM Total Absorbed Energy per Meter of system
RHS Right Hand Side
PDE Partial Differential Equation
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TVD Total Vertical Depth
MD Measured Depth
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