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ABSTRACT

Breast cancer is the most dominant cancer type among women. Although digital mammography plays an
important role in early breast cancer detection, many cancers cannot be distinguished on mammography only,
particularly in individuals with dense breast tissue. Lesions not recognizable on mammography are frequently
detected by contrast enhanced magnetic resonance imaging (CE-MRI) of the breast. Based on the suspicious
characteristics, these lesions need to be further evaluated with MRI-guided biopsy. However, MRI-guided biopsy
is costly, time consuming, and not commonly available. In our earlier work, we proposed a novel method
for a matching tool between MRI and spot mammograms using a biomechanical model based registration to
match MRI and full X-ray mammograms and an image based registration to align full X-ray mammograms and
spot mammograms. In this paper, we focus on developing and evaluating methods for image based registration
between full X-ray mammograms and spot mammograms. Results assessed for thirteen patients from the Medical
University of Vienna are presented. The median target registration error (TRE) of the image based registration
is 21.7 mm and the standard deviation is 9.3 mm.

Keywords: Image Based Registration, Image Similarity Metrics, Full Mammograms, Spot Mammograms

1. INTRODUCTION

For early diagnosis of breast cancer, medical imaging with different modalities has been used frequently to help
doctors in qualitative diagnosis. Lesions, which are not visible when using traditional imaging methods such
as X-ray mammography or ultrasound, could be detected by MRI.1 However, detected lesions by MRI can be
problematic in the clinical management of breast disease. As malignancy is found in approximately every second
to third of such lesions, further workup is necessary.1 These lesions may be either followed up or a biopsy is
required based on the degree of suspicion.2 While ultrasound can be used to identify and biopsy the suspicious
lesion identified by MRI, a recent meta-analysis made by the team of Medical University of Vienna showed a
limitation of ultrasound which has a probability for non detected lesions leading to cancer in up to 54% of the
cases.3 In these specific cases, an MRI-guided biopsy is essential.3 MRI-guided biopsies, however, are costly and
a recent survey showed a significant shortage of MRI-guided breast interventions world wide.4 A lack of MRI-
guided breast interventions is a major limitation for a wider introduction of CE-MRI in clinical practice.5 A new
approach for a clinical workflow has been proposed in on our earlier work,6 which would allow to transfer lesions
visible in MRI to spot mammograms and thereby enables cheaper and widely available X-ray guided biopsy. It
consists of two methods: biomechanical model based registration between MRI and full X-ray mammograms78

followed by image based registration between full X-ray and spot mammograms. The biomechanical model
based registration originates from our earlier work.9 The lesion detected by MRI is aligned with the full X-ray
mammogram and it has been applied in an automatic registration workflow and tested with clinical datasets7.8

An image based registration has been proposed to transfer the lesion position further from the full mammogram
to the spot mammogram, which is taken during X-ray guided biopsy.6

In this paper, we focus on extension and deeper analysis of the second part: aligning the full mammograms
with spot mammograms using an image based registration. We discuss different methods for image based
registration. We test these methods using clinical datasets. We apply our methods to images from an X-ray
guided biopsy device from Fischer Imaging Corp. in which the patient lies in a prone position.10
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Figure 1. Process of enhancing spot mammograms in the fourth block of preprocessing.

2. METHODS

The general idea of this work is developing the methods to register full X-ray and spot mammograms using an
image based registration. Each modality has a different imaging setup. For full mammograms, a 2D image of
the patient in the upright standing position is acquired, while the breast is compressed up to 50% between two
parallel compression plates. Full X-ray mammograms provide images with a pixel size less than 0.1 mm. There
are two views usually taken in clinical routine: cranio-caudal (CC) mammograms are taken at a rotation angle
of the X-ray tube and detector of 0° and mediolateral oblique (MLO) with angle 45° or -45° based on which side
of the patient is imaged. For spot mammograms, a 2D image of size 50×50 mm with a detailed view of the
compressed breast is taken in prone position in devices of e.g. Fischer and Lorad. In our setup we are using a
Image Corporation device where spot mammograms provide images with a pixel size of 0.0488 mm. There are
usually three views for taking a biopsy: CC, mediolateral (ML), and lateromedial (LM) with angle 0°, 90°, and
-90°, respectively.

The proposed method consists of three steps: preprocessing, finding a region of interest (ROI) from the full
mammogram, and then applying different image similarity metrics between the ROI and the spot mammogram
while sliding the spot mammogram step by step over the ROI. This matching process allows resolving a transla-
tional transformation between both images. For CC views, we take into consideration that the spot mammogram
at 0◦ rotation angle is in the same position as the full mammogram. For MLO views, we disregard the difference
of rotation angle between full X-ray mammogram taken at MLO position and spot mammograms taken at ML
or LM position. Hence, we assume that, the deformation state is comparable. The position of the maximum of
the different image similarity is considered as the transformation parameter.

2.1 Preprocessing

For preprocessing, a resampling is applied first since spot mammograms have a resolution which may differ from
the resolution of the full mammogram.10 Second, the spot mammogram is rotated by either 90° or 270° depending,
on which breast was examined, in order to match the presentation of the breast in the full mammogram. Third,
the spot mammogram’s contrast is adapted to match the full mammogram. A normalization is done for both
images and the intensities are converted to 255 intensity levels. Fourth, the image contrast is enhanced for both
images by a method from Kumbhar, et al.11 by first applying a median filter, followed by sharpening, equalization
of the histogram and applying an average filter as shown in Figure 1. For speed up, the full mammogram is
cropped to the nipple position in anteroposterior direction.

For MLO views in the full mammograms, only lesions inside the breast are currently considered, therefore we
cut off the muscle in order to avoid aligning the spot mammogram with the muscle. First, we apply a sobel filter
which is an edge detection filter followed by calculating the gradient magnitude of the image and then apply
hough transform which is a feature extraction technique used in image analysis to detect the margin of the line
that separates the muscle and the breast12 as shown in Figure 2.

2.2 Region of Interest

In order to get the ROI from the full mammogram where the spot mammogram is potentially located, we propose
a dynamic step size using a 2D convolution operation as a constraint for image similarity. We are measuring
the convolution between small squares of size 50×50 mm from full mammogram and the spot mammogram.
The dynamic step size depends on three factors. First, we get these squares from the full mammogram taking
into consideration to cover the full mammogram iteratively. We are selecting these squares by calculating the



Figure 2. Process of removing muscle from the MLO views of the full X-ray mammograms.
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Figure 3. The number of regions of the X-ray mammogram that are splitted in X and Y are two and four, respectively
in the first iteration (a). The convolution values of the eight regions shows that the higher the value, the higher the
probability of the ROI containing the spot mammogram is (b).

ratio between X and Y coordinates of the input of X-ray mammograms and we split the X coordinate into a
specific number of parts in each iteration. Based on the ratio and these partitions of X, partitions of Y will
be calculated. Second, we calculate the histogram of convolution values in all squares for all iterations and we
look in each iteration for the last bin width and check how many areas in this last bin width (the maximum
convolution values) are. Third, after a defined number of iterations combined together, we crop the input of
the full mammogram to the region with the maximum convolution values. Based on empirical tests on our
available data, we are doing six iterations, splitting X coordinate in two, four, six, four, eight, and twelve parts,
respectively in each iteration, and we are cropping once at the third iteration and once at the sixth iteration as
shown in Figure 4.

It is illustrated for example in the first iteration as shown in Figure 3. We are splitting X coordinate in two
parts. Based on that and the ratio of X related to Y is two. Hence, Y coordinates are splitted into fours parts.
We apply the convolution operation for these eight regions with the spot mammograms. We get the areas that
has the maximum of the convolution values, i.e. the bright areas in Figure 3 (b), which is four areas in this case.
The higher the value, the higher the probability of the ROI containing the spot mammogram is.



2.3 Image Similarity

After getting the ROI from the full mammogram as shown in Figure 4 (c), we apply a rescaling factor of 0.1
for computational speed up for both ROI and spot mammogram images. The spot mammogram is slided across
the ROI pixel by pixel. At each position we calculate the image similarity between the spot mammogram and
the underlying area in the full mammogram (ROI). In this paper we consider several image similarity metrics in
order to evaluate which one works best.

The first class of quality measures is Partitioned Intensity Uniformity (PIU) and Ratio Image Uniformity
(RIU). PIU is based on partitioning the pixels in one image into isointensity based on the histogram bins and
then the sum of the normalized standard deviation of the corresponding pixels for each isointensity set in the
other image is computed.13 RIU is a variant of PIU using the division of the two images pixel by pixel and
then getting a ratio between the standard deviation and mean. The second class of quality measures is mutual
information (MI) and normalized mutual information (NMI). Both of them are based on the definitions of the
entropy, joint histogram, and joint entropy between two images14.15

The third class of quality measures is measuring the correlation coefficient which is the difference between the
intensity value at that pixel and the mean intensity of the whole image for every pixel location in both images.
The fourth class is a 2D convolution, performing an element-wise multiplication and then summing up results
into a single output pixel. The fifth class of quality measures Mean Square Error (MSE), Signal to Noise Ratio
(SNR), and Peak Signal to Noise Ratio (PSNR). MSE and SNR is measuring the mean square error and the
signal to noise ratio between the two images. For PSNR, we take the peak signal to noise ration of the moving
image referenced to the spot mammogram.

2.4 Evaluation Method

We use annotated lesions in the two modalities as a benchmark to assess the accuracy of our registration
algorithms. The Euclidean distance between the center of the predicted lesion in the registered image and the
center of the annotated lesion from the radiologist in the unregistered image is defined as the Target Registration
Error (TRE).

3. RESULTS

We tested the method using thirteen patient datasets from the Medical University of Vienna. The datasets of
full X-ray mammograms consisted of five full field digital CC (left and right) and eight MLO (left and right)
mammogram views. Twelve patients are taken from Siemens Mammomat Inspiration and one patient is taken
from Philips Mammo MicroDose L30 digital mammography device. Spot view mammograms are taken during
X-ray guided biopsy on a Fischer table. The datasets of spot mammograms consisted of five CC views (left
and right), seven of ML views (left and right), and one of LM view (left). As a landmark for assessing the
registration quality, four points representing the maximal expansion of a lesion in each direction in both full and
spot mammogram were acquired from a radiologist. The center point was calculated as the arithmetic mean of
these points.

From the analysis as shown in Figure 5 (a), MSE is considered the most robust image similarity metric for
the particular problem. The median TRE of thirteen patients is 21.7 mm. The lower and the upper quarter
are 20.2 and 29.5 mm, respectively while the minimum and the maximum values are 3.4 mm and 37.9 mm,
respectively. In RIU, PSNR, and SNR, the lower and the upper quarter varies from 32 till 38.4 mm and from
70 till 89.5 mm, respectively. While using the corrleation similarity metric, the lower and the upper quarter
are 11.7 mm and 80 mm. Those four metrics are the worst and considered to be left out from the comparison.
However, for MI, NMI, PIU, and convolution, the lower and the upper quarter varies from 7 till 19.4 mm and
from 40 till 48 mm, respectively. Even though the differences in rotation angles for MLO and ML views in full
X-ray mammograms and spot mammograms, respectively has not been considered, the method shows promising
results. We divided the results into two subgroups CC/MLO views as shown in Figure 5 (b). It shows that
median of TRE is decreasing in CC in some image similarity metrics such as NMI and MI. While for the median
of MSE, which is the most robust one, is nearly the same in MLO and CC views.



Figure 4. Input for the dynamic stepping process to find the ROI (a). The ROI from the full mammogram after three
iterations from the dynamic stepping process (top) and showing the histogram of the convolution operation in the first,
second, and third iterations (bottom) (b). The ROI from the full mammogram after six iterations from the dynamic
stepping process (top) and showing the histogram of the convolution operation in the fourth, fifth, and sixth iterations
(bottom) (c).

An example for the annotation is shown in Figure 6 (a). The green lesion represents the lesion that is
marked by the radiologist and the blue lesion represents the predicted lesion based on the annotation in the spot
mammogram. An example for the annotation of the two steps together using biomechanical and image based
registration is shown in Figure 6 (b). The blue lesion represents the lesion that is marked by the radiologist and
the red lesion represents the predicted lesion based on the two steps together. The TRE of our image based
registration is 21.4 mm while The TRE of our biomechanical based registration is 22.7 mm. The total TRE of
two steps together is 5.2 mm.

4. DISCUSSION AND CONCLUSION

To our best knowledge, an image based registration between full X-ray and spot mammograms for X-ray guided
stereotactic breast biopsy has not been presented before. Our proposed methods provide encouraging results
with a median TRE of 21.7 mm. While the median error is already relevant for clinical application, more research
for potential improvements of the case, e.g. with the large error of 37.9 mm is required. We suspect that more
optimal parameters such as the number of iterations or restricting the search of the ROI to anatomically plausible
regions may improve such outliers. In the future, we would like also to validate the results with more clinical
datasets. Also, we would like to consider the deformation state of the two images and the difference of rotation
angles using affine transformation and not only translational transformation. Our presented method here in
combination with the earlier presented registration workflow will provide the ability to use X-ray guided biopsy
instead MRI-guided interventions.
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Figure 5. Image similarity metrics of thirteen patients in MLO/CC views and left/right breast for full X-ray mammograms
and ML/LM/CC views and left/right breast for spot mammograms for image based registration based on dynamic step
size with convolution constraint (6 iterations). All of the datasets were rescaled for processing with a factor 0.1 after
applying the dynamic stepping to determine the ROI in (a). The subgroups of both views MLO/CC for the thirteen
patients (b).
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Figure 6. Example of the predicted lesion (blue) in one of the cases in the full mammogram using image based registration
(a). Example of the predicted lesion (red) in the same case in the spot mammogram using the two methods together:
biomechanical based registration and image based registration (b).
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