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## ABSTRACT

In the forthcoming years, precise measurements at the LHC and its high-luminosity upgrade will scrutinise the inner workings of the Standard Model of particle physics to an unprecedented level. Among the most ambitious goals of this physics program is the determination of the $W$-boson mass with the astounding precision of $\mathcal{O}(0.01 \%)$. Such a precision would match the precision achieved in electroweak fits and will allow for a powerful test of the $S M$ at the quantum level.
The recent shift of focus from direct searches for New Physics to precision studies at the LHC is the consequence of the fact that clear evidence of physics beyond the Standard Model is so far absent. We note, however, that precision studies at the LHC are made possible by a remarkable progress on the theory side, culminating in the fully-differential description of a vast number of phenomenologically relevant processes with NNLO QCD accuracy. Two main obstacles in such computations that need to be addressed are the complicated structure of two-loop multi-scale scattering amplitudes and the appearance of infrared singularities.
This thesis consists of two parts. In the first part, we discuss the recently proposed nested soft-collinear subtraction scheme [1] which allows for a modular, analytic and local way of handling infrared singularities at NNLO [2-4]. We analytically compute a number of single- and double-unresolved integrated subtraction terms that arise in the process of regulating real-emission contributions. More specifically, we compute integrated triple-collinear subtraction terms for all possible partonic splittings, both initial- and final-state [5]. We also obtain integrated double-soft subtraction terms that arise in the context of colour-singlet decays to massive partons [6]. These results improve the efficiency and numerical stability of practical computations and contribute towards establishing a NNLO QCD subtraction formula for arbitrary hard scattering processes at hadron colliders.
In the second part of this thesis, we make use of the nested soft-collinear subtraction scheme to describe mixed QCD-EW corrections to on-shell vector-boson production at the LHC at a fully-differential level. We first obtain mixed QCD-QED corrections to on-shell Z-boson production by abelianising the corresponding NNLO QCD calculation [7]. We then extend these results by including mixed QCD-weak corrections into theoretical description of this process [8]. In the case of $W$-boson production [9], we focus on simplifications that arise in the regularisation of double-real contributions. We study phenomenological impact of these corrections for a number of observables studied in Zand $W$-boson production processes and specifically discuss their implications for the $W$-boson mass measurement at the LHC [10].
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## ACRONYMS

BSM beyond the Standard Model
DEQ differential equation
DY Drell-Yan
EW electroweak
GPL Goncharov polylogarithm
HPL harmonic polylogarithm
IBP integration-by-parts
IR infrared
LI Lorentz invariance
LHC Large Hadron Collider
LO leading order
MI master integral
NLO next-to-leading order
NNLO next-to-next-to-leading order
$\mathrm{N}_{3} \mathrm{LO}$ next-to-next-to-next-to-leading order
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PDF parton distribution function
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QED Quantum Electrodynamics
SM Standard Model
UV ultraviolet
xs cross section

The discovery of the Higgs boson in 2012 [11, 12] at the Large Hadron Collider (LHC) formally completed the experimental confirmation of the Standard Model (SM) of particle physics [13-24], a quantum field theory that encodes our current understanding of Nature at the most fundamental level. While the SM successfully describes many observables and phenomena, it fails to provide an explanation of several observations outside collider physics such as dark matter, dark energy and matter-antimatter asymmetry.

In recent years, focus of the physics program at the LHC has shifted to precision studies of various SM processes. In the absence of direct detection of new particles at the LHC, such studies can be used for improved extraction of many important SM parameters including particle masses, coupling constants, and parton distribution functions (PDFs). Furthermore, comparing precise measurements to precise predictions might lead either to hints towards New Physics or to refined exclusion limits on BSM models.

The prime example of a precision measurement at the LHC is the experimentally challenging determination of the $W$-boson mass: only recently has the ATLAS collaboration published the result of the first-ever LHC measurement $M_{W}=80370 \pm 19 \mathrm{MeV}[25] .^{1}$ It is expected that the uncertainty of the $W$-boson mass measurement at the LHC can be reduced to $\mathcal{O}(10) \mathrm{MeV}$ [28]. If this uncertainty goal is met in a direct measurement, it would match the precision of electroweak fits where the most recent result is $M_{W}=80358 \pm 8 \mathrm{MeV}[29,30]$. It would therefore provide a strong consistency check of the SM or, in case of a discrepancy, hint towards possible contributions of BSM physics.

Strengthening the precision physics research program at the LHC requires not only an impeccable understanding of experimental systematics, but also reliable theoretical description of physical observables. It is well-known that perturbative description of hadronic cross sections at large momentum transfer is possible within the collinear factorisation framework [31, 32]

$$
\begin{equation*}
\mathrm{d} \sigma_{p p \rightarrow \mathrm{X}}^{\mathrm{had}}=\sum_{i, j} \int_{0}^{1} \mathrm{~d} x_{i} \mathrm{~d} x_{j} f_{i}\left(x_{i}\right) f_{j}\left(x_{j}\right) \mathrm{d} \sigma_{i j}\left[1+\mathcal{O}\left(\left(\Lambda_{\mathrm{QCD}} / Q\right)^{n}\right)\right] . \tag{1.1}
\end{equation*}
$$

In Eq. (1.1), $x_{i}\left(x_{j}\right)$ denotes the fraction of a proton momentum carried by a parton $i(j)$, $f_{i, j}$ are corresponding PDFs, and $\mathrm{d} \sigma_{i j}$ is the partonic cross section of the hard process $i j \rightarrow X$. The partonic cross section depends on the (large) momentum transfer $Q$ and on the factorisation and renormalization scales $\mu_{F, R}$. Whereas partonic cross-sections are well-defined perturbative objects, PDFs cannot be calculated ab initio and have to be

[^0]determined experimentally. Non-perturbative effects in Eq. (1.1) are power suppressed ${ }^{2}$ and small, since $\Lambda_{\mathrm{QCD}} / Q \sim 0.3 \mathrm{GeV} / 30 \mathrm{GeV} \sim \mathcal{O}(1 \%) .{ }^{3}$ Hadronic cross sections with small momenta transfers are studied in the context of resummations and parton showers.
Reliable fixed-order predictions for LHC physics require both a good understanding of PDFs and a precise description of hard, short-range physics; the latter is accomplished using perturbation theory. Calculations of perturbative expansions of partonic cross sections $\mathrm{d} \sigma_{i j}$ require two distinct contributions:

- virtual corrections to (multi-scale) amplitudes, which have intricate analytic properties. Appearing loop integrals exhibit two types of singularities: ultraviolet (UV) singularities, which are re-absorbed into physical parameters by renormalization, and infrared (IR) singularities;
- real-emission corrections, which feature IR singularities in unresolved regions of the phase space where emitted parton(s) become soft and/or collinear to other partons.

The appearance of IR divergences in real and virtual contributions, as well as their cancellation in infrared-safe observables, is a well-studied subject [33-35]. 4

## STRUCTURE OF THIS THESIS

The first part (I) of this thesis is dedicated to the nested soft-collinear subtraction scheme [1-4], and, in particular, to the analytic computation of some of its most intricate building blocks. We begin by discussing the reason for the appearance of infrared singularities and their treatment within the nested soft-collinear subtraction scheme (NSS) in Chapter 2. During the regularisation procedure, various subtraction terms emerge. In Chapter 3, we outline methods for the analytic computation of these subtraction terms. We begin by computing integrated singleunresolved subtraction terms by means of direct integration. Then, we present computations of integrated double-unresolved subtraction terms. Computational methods discussed in Chapter 3 have been originally developed to compute integrated massless double-soft subtraction contribution [36, 37]. Here, we extend these methods and present computation of massive double-soft subtraction terms [6] and the complete set of initial- and final-state integrated triple-collinear [5] subtraction terms.

In the second part (II) of this thesis, we present initial-state mixed QCD-EW corrections to the production of single on-shell vector bosons at the LHC at a fullydifferential level. In particular, we describe:

[^1]- computation of mixed QCD-QED corrections to on-shell Z-boson production at the LHC [7], which can be obtained by applying an abelianization procedure [38] to the existing implementation of NNLO QCD corrections to this process [2]. Furthermore, we compute mixed QCD-EW corrections to the same process [8], by additionally including one-loop weak and two-loop QCD-weak corrections;
- computation of mixed QCD-EW corrections to on-shell $W$-boson production at the LHC [9]. Here, we discuss how to build a subtraction scheme for all doublereal contributions, whose IR structure is simpler than the one in the NNLO QCD case. In the course of the regularisation procedure we make use of the integrated subtraction terms that were obtained in Chapter 2. We also present spinor-helicity expressions for double-real matrix elements and several master integrals required for the two-loop QCD-EW on-shell $W$-boson form factor.

We use these fully-differential results to study the impact of QCD-EW corrections to various observables relevant for $Z$ - and $W$-boson production at the LHC. Finally, we provide an estimate of the impact of these corrections on the $W$-boson mass measurement at the LHC [10].

## Part I

## THE NESTED SOFT-COLLINEAR SUBTRACTION SCHEME

The first part of this thesis is devoted to the nested soft-collinear subtraction scheme and its building blocks. We begin with a description of the regularisation procedure in Chapter 2. We compute various integrated subtraction terms in Chapter 3. While NLO-like subtraction terms are obtained by straightforward parametric integration, genuine NNLO-like subtraction terms that arise in the double-soft and in the triple-collinear limits, are considerably more involved. We explain how to compute these phase-space integrals using reverse unitarity [39] as a starting point.

In this Chapter, we discuss how IR singularities appear in fixed-order computations, why they present an important technical challenge, and, finally, how they are regularised in the nested soft-collinear subtraction scheme (NSS) [1-4]. We begin by considering generic partonic cross section $\mathrm{d} \sigma_{i j}$ in Eq. (1.1) in a perturbative expansion in the strong coupling constant $\alpha_{s}$ and write

$$
\begin{equation*}
\mathrm{d} \sigma_{i j}=\mathrm{d} \sigma_{i j}^{\mathrm{lo}}+\alpha_{s} \mathrm{~d} \sigma_{i j}^{\text {nlo }}+\alpha_{s}^{2} \mathrm{~d} \sigma_{i j}^{\text {nlo }}+\mathcal{O}\left(\alpha_{s}^{3}\right) \tag{2.1}
\end{equation*}
$$

Here, labels "lo", "nlo" and "nnlo" denote leading order (LO), next-to-leading order (NLO) and next-to-next-to-leading order (NNLO) in Quantum Chromodynamics perturbation theory.
leading order For ease of notation, we assume a process $i j \rightarrow X$ whose lo contribution starts at tree-level and does not involve powers of $\alpha_{s}$. In such a case, the LO partonic cross section can be written as

$$
\begin{equation*}
\mathrm{d} \sigma_{i j}^{\mathrm{lo}}=\frac{1}{2 s} \int \mathrm{~d} \Phi_{X}(2 \pi)^{4} \delta\left(p_{i}+p_{j}-p_{X}\right) \overline{\left|\mathcal{A}^{\text {tree }}(i, j ; X)\right|^{2}} \mathcal{F}\left(p_{X}\right), \tag{2.2}
\end{equation*}
$$

where $\overline{\left|\mathcal{A}^{\text {tree }}(i, j ; X)\right|^{2}}$ is the squared tree-level amplitude of the process $i j \rightarrow X$, summed and averaged over spins and colors. In Eq. (2.2), $\mathrm{d} \sigma_{i j}^{\text {lo }}$ is fully-differential in the sense that integration over final-state phase space $\mathrm{d} \Phi_{X}$ is constrained by the measurement function $\mathcal{F}\left(p_{X}\right)$, which refers to an IR-safe but otherwise arbitrary observable. The integral in Eq. (2.2) is regular across the whole phase space and can be readily computed numerically.
higher-order corrections We write higher-order corrections in Eq. (2.1) as

$$
\begin{align*}
\mathrm{d} \sigma_{i j}^{\text {nlo }} & =\mathrm{d} \sigma^{V}+\mathrm{d} \sigma^{R}+\mathrm{d} \sigma^{\text {pdf,nlo }}  \tag{2.3}\\
\mathrm{d} \sigma_{i j}^{\text {nnlo }} & =\mathrm{d} \sigma^{V V}+\mathrm{d} \sigma^{V R}+\mathrm{d} \sigma^{R R}+\mathrm{d} \sigma^{\text {pdf,nnlo }} \tag{2.4}
\end{align*}
$$

where $\mathrm{d} \sigma^{V}$ denotes UV-renormalized virtual (loop) corrections, $\mathrm{d} \sigma^{R}$ refers to real corrections and $\sigma^{\mathrm{pdf}}$ are contributions that arise from collinear renormalisation of PDFs. As already discussed in the Introduction, virtual and real contributions to cross sections are not infrared-finite separately. In fact, IR singularities on the r.h.s. of Eq. (2.3) and Eq. (2.4) cancel only upon combining both types of corrections [33-35].

However, they appear in a very different way in real and virtual contributions. When loop integrals are computed in $d=4-2 \epsilon$ dimensions in dimensional regularisation [4042], IR singularities manifest themselves as explicit and universal $1 / \epsilon$ poles [43-46]. For example, one-loop QCD corrections to the scattering amplitude of $n$ massless partons can be written as ${ }^{1}$

$$
\begin{equation*}
\mathcal{A}_{n}^{1 l}=\frac{e^{\epsilon \gamma_{E}}}{2 \Gamma(1-\epsilon)} \sum_{i, j \neq i}^{n}\left[\frac{1}{\epsilon^{2}}+\frac{\gamma_{i}}{\boldsymbol{T}_{i}^{2} \epsilon}\right] \boldsymbol{T}_{i} \boldsymbol{T}_{j}\left(\frac{\mu^{2} e^{-\mathrm{i} \lambda_{i j} \pi}}{2\left(p_{i} \cdot p_{j}\right)}\right)^{\epsilon} \mathcal{A}_{n}^{\mathrm{tree}}+\mathcal{A}_{n}^{11, \text { fin }} . \tag{2.5}
\end{equation*}
$$

We observe that the $1 / \epsilon^{2}$ and $1 / \epsilon$ poles of $\mathcal{A}_{n}^{1 l}$ in Eq. (2.5) are proportional to the tree-level amplitude $\mathcal{A}^{\text {tree }}$, while $\mathcal{A}_{n}^{11, \text { fin }}$ is finite.

In real corrections, on the other hand, IR singularities are implicit: they only arise upon integration over unresolved regions of the phase space of final-state particles. As an illustration, consider a diagram where a gluon with momentum $k$ is emitted by a massless particle with momentum $p+k$. The amplitude reads


This contribution is finite for generic values of the gluon energy $E_{k}$ and the angle $\theta_{p k}$ between three-momenta $\boldsymbol{p}$ and $\boldsymbol{k}$, but it becomes singular when either $E_{k}$ or $\theta_{p k}$ vanishes. Divergence of the first type is called "soft", divergence of the second type is called "collinear".
infrared regularisation The goal of any regularisation scheme for real-emission contributions is to extract and regulate all IR singularities in a fully-differential cross sections without integrating over resolved regions of final-state phase spaces. This is only possible since $i$ ) unresolved emissions have no impact on IR-safe observables and $i i$ ) real-emission matrix elements factorize into universal functions and lower-multiplicity matrix elements that do not depend on unresolved momenta in the soft and collinear limits.
Regularization schemes are prescriptions that allow one to re-arrange unresolved contributions to real-emission cross sections in such a way that processes with a certain number of resolved partons become separately IR finite. Then, one can write the cross sections in Eq. (2.3) and Eq. (2.4) as

$$
\begin{align*}
\mathrm{d} \sigma_{i j}^{\text {nlo }} & =\mathrm{d} \sigma_{X}^{\text {nlo }}+\mathrm{d} \sigma_{X+1}^{\text {nlo }},  \tag{2.6}\\
\mathrm{d} \sigma_{i j}^{\text {nnlo }} & =\mathrm{d} \sigma_{X}^{\text {nnlo }}+\mathrm{d} \sigma_{X+1}^{\text {nnoo }}+\mathrm{d} \sigma_{X+2}^{\text {nnlo }}, \tag{2.7}
\end{align*}
$$

[^2]where contributions $X+m$ ( $m=0,1,2$ ) have exactly $m$ resolved partons in the final state and are individually finite. IR regularisation methods employ either slicing [47] or subtraction [48] techniques, that we review in what follows.
slicing methods Slicing methods regulate divergences globally at the level of phasespace integrals. One divides the radiative phase space into resolved and unresolved regions by introducing a slicing variable $\tau \in[0,1]$ and splitting the cross section into resolved $\tau \in[\delta, 1]$ and unresolved $\tau \in[0, \delta]$ regions, where $\delta$ is taken to be small. In the resolved region the computation at a certain perturbative order in QCD requires corrections of one order lower to the $X+$ jet process. Matrix elements in unresolved regions factorize so that phase-space integration can be performed and IR singularities can be exposed as $1 / \epsilon$ poles and logarithms of $\delta$. While the former cancel when virtual and PDF renormalisation contributions are included, logarithms of $\delta$ cancel against the integrated resolved contribution. As a toy example, consider the parametric integral
\[

$$
\begin{equation*}
\mathcal{I}_{\mathrm{ex}}=\int_{0}^{1} \mathrm{~d} x x^{-1+n \epsilon} f(x), \tag{2.8}
\end{equation*}
$$

\]

where $f(x)$ is a function that is regular in the entire integration domain. We note that the integral in Eq. (2.8) is singular at the endpoint $x \rightarrow 0$. To regularise it, we split the integration region and write

$$
\begin{equation*}
\mathcal{I}_{\mathrm{ex}}=\int_{0}^{\delta} \mathrm{d} x x^{-1+n \epsilon} f(x)+\int_{\delta}^{1} \mathrm{~d} x x^{-1+n \epsilon} f(x) \tag{2.9}
\end{equation*}
$$

The first integral can be expanded in $\delta \ll 1$, whereas the second integral is regular. We find

$$
\begin{equation*}
\mathcal{I}_{\mathrm{ex}}=\left(\frac{1}{n \epsilon}+\ln (\delta)\right) f(0)+\int_{\delta}^{1} \frac{\mathrm{~d} x}{x} f(x)+\mathcal{O}(\delta, \epsilon) . \tag{2.10}
\end{equation*}
$$

We note that we have extracted the $1 / \epsilon$ singularity, which is independent of $\delta$, and that the logarithmic dependence on $\delta$ cancels in the final result, i. e. after the integration over $x$ in the second term in Eq. (2.10) is performed. Moreover, this cancellation involves numerical integration over the resolved region that may lead to numerical problems in realistic applications [49, 50].
subtraction methods Subtraction methods regulate divergences locally, at the level of real-emission integrands, by subtracting and adding back a suitable approximant of the matrix element squared. This procedure yields regulated contributions and subtraction terms with lower final-state multiplicity. Regulated contributions can be evaluated numerically in $d=4$ dimensions. Subtraction terms, on the other hand, give rise to $1 / \epsilon$ poles, which cancel against $1 / \epsilon$ poles in virtual contributions and in PDF renormalisation.

We consider the toy example in Eq. (2.8) to illustrate these points. To compute $\mathcal{I}_{\text {ex }}$, we subtract the behaviour of the integrand at the endpoint $x \rightarrow 0$ and write

$$
\begin{equation*}
\mathcal{I}_{\mathrm{ex}}=\int_{0}^{1} \frac{\mathrm{~d} x}{x^{1-n \epsilon}}[f(x)-f(0)+f(0)]=\int_{0}^{1} \mathrm{~d} x \frac{f(x)-f(0)}{x}+\frac{f(0)}{n \epsilon}+\mathcal{O}(\epsilon) . \tag{2.11}
\end{equation*}
$$

By construction, the first term on the r.h.s. of Eq. (2.11) is finite and could be Taylorexpanded in $\epsilon$ before integrating over $x$. The second term, on the other hand, could be integrated independently of the function $f$, yielding an explicit $1 / \epsilon$ pole.
state of the art ir singularities in NLO calculations can be handled with various subtraction schemes, including Frixione-Kunszt-Signer [51, 52], Catani-Seymour [53, 54], and Nagy-Soper [55-59] ones. ${ }^{2}$ This understanding, combined with advances in one-loop computations [60-62], enabled automation of NLO computations for arbitrary processes [63-68].
NNLO QCD calculations can be performed using $q_{T^{-}}$[69-76] and $N$-jettiness [77-80] slicing. Furthermore, subtraction schemes such as antenna subtraction [81-93], geometric subtraction [94], the STRIPPER framework [95-100], local analytic sector subtraction [101103], and the CoLoRFull method [104-115] have been proposed. Another useful approach is the projection-to-Born method [116-118]. ${ }^{3}$ These developments, together with advances in two-loop computations, have resulted in an impressive number of predictions at NNLO QCD, see Ref. [120] for a recent review.
towards an optimal subtraction scheme In spite of the fact that a large number of subtraction schemes has been developed and the impressive number of predictions that these schemes enabled, it is fair to say, that an optimal subtraction scheme is yet to be found. While the implementation of slicing schemes might be relatively straightforward, they suffer from large numerical cancellations between "resolved" and "unresolved" contributions [49, 50]. Subtraction methods, on the other hand, regulate divergences point-wise in phase space and for this reason are more stable numerically.
Nevertheless, subtraction schemes are complex constructions that could benefit from further optimization. In fact, we believe that an "optimal" subtraction scheme should fulfill the following criteria:

- in order to ensure a numerically efficient scheme, the regularisation should be local and minimal;
- integrated subtraction terms should be known analytically;
- cancellation of poles should be demonstrated analytically for an arbitrary hard processes;

[^3]- the scheme should be modular, to allow for the implementation of new processes with minimal effort;
- the scheme schould be physically transparent.

It is fair to say that none of the schemes that were proposed so far meets all these requirements, which means that further work on improving subtraction schemes is necessary.

In the following, we introduce the recently proposed nested soft-collinear subtraction scheme [1-4], an extension of the original sector-improved residue subtractionscheme [95, 96], which attempts to fulfill the criteria listed above. The scheme is based on the observation that QCD color coherence ensures that soft and collinear singularities are not entangled at the level of gauge-invariant matrix elements. This allows for a minimal and iterative subtraction starting from soft singularities and followed by collinear subtraction, which is applied to soft-subtracted cross sections.

In what follows, we will only discuss double-real corrections, since they represent the most involved case. The discussion of single-real corrections and virtual contributions can be found in Refs. [1-4].
layout of the chapter The remainder of this Chapter is organized as follows. After establishing notations in Sec. 2.1, we explain how to regulate soft singularities that arise when computing NNLO QCD corrections within the NSS in Sec. 2.2. There, we also point out simplifications that arise when mixed NNLO QCD-EW corrections are considered. The simplified construction will be used in Part II of this thesis to describe mixed QCD-EW corrections to $W$-boson hadroproduction at a fully-differential level. In Sec. 2.3, we consider soft-regulated contributions and explain how to regulate their collinear singularities. Again, we discuss simplifications that arise when mixed QCD-EW corrections are computed. In Sec. 2.4, we consider the process $q \bar{q} \rightarrow Z g g$ and provide an overview of the subtraction procedure. We conclude the Chapter by discussing the most intricate, double-soft and triple-collinear subtraction terms in Sec. 2.5 and Sec. 2.6, respectively.

### 2.1 NOTATIONS

In order to introduce the nested soft-collinear subtraction scheme, we consider production of a final state $X$ in collisions of two partons with momenta $p_{1}$ and $p_{2}$. We study double-real corrections that appear due to the partonic process $f_{1}\left(p_{1}\right)+f_{2}\left(p_{2}\right) \rightarrow$ $X+f_{4}\left(k_{4}\right)+f_{5}\left(k_{5}\right)$, where $f_{1,2}$ are the incoming partons and $f_{4,5}$ are the massless partons
that can become unresolved. ${ }^{4}$ We write the contribution of the double-real emission process to the differential cross section as

$$
\begin{align*}
2 s \cdot \mathrm{~d} \sigma_{X+f_{4}+f_{5}}^{R R} & =\int\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)  \tag{2.12}\\
& =\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle,
\end{align*}
$$

where $s=s_{12}$ denotes the partonic center-of-mass energy squared. Throughout this thesis, we denote kinematic invariants for massless particles with the symbol $s_{i j}$. Then,

$$
\begin{equation*}
s_{i j}=2\left(q_{i} \cdot q_{j}\right)=2 E_{i} E_{j}\left(1-n_{i} n_{j}\right)=2 E_{i} E_{j}\left(1-\cos \theta_{i j}\right)=2 E_{i} E_{j} \rho_{i j}=4 E_{i} E_{j} \eta_{i j}, \tag{2.13}
\end{equation*}
$$

where $q \in\{p, k\}$ and $\theta_{i j}$ is the relative angle between partons $i$ and $j$. The quantity $F_{\mathrm{L} M}$ that was introduced in Eq. (2.12), is defined as follows

$$
\begin{align*}
& F_{\mathrm{L} M}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)=\mathcal{N} \sum_{\text {col,pol }}\left|\mathcal{A}^{\text {tree }}\left(p_{1}, p_{2}, p_{X} ; k_{4}, k_{5}\right)\right|^{2} \mathcal{F}\left(p_{X}, k_{4}, k_{5}\right) \\
& \quad \times(2 \pi)^{d} \delta^{d}\left(p_{1}+p_{2}-p_{X}-k_{4}-k_{5}\right) \frac{\mathrm{d}^{d-1} \boldsymbol{p}_{X}}{(2 \pi)^{d-1} 2 E_{X}} . \tag{2.14}
\end{align*}
$$

Note that the function $F_{\mathrm{LM}}$ includes the matrix element squared, the energy-momentum conserving $\delta$-function, the phase-space factor of final state $X$ and the measurement function $\mathcal{F}$ of an arbitrary IR-safe observable. It also includes all required ( $d$-dimensional) initial-state color- and helicity-averaging factors and final-state symmetry factors, denoted by $\mathcal{N}$. However, it does not contain the phase-space volume elements for the potentially unresolved partons $f_{4}$ and $f_{5}$. These phase-space volumes appear explicitly in Eq. (2.12); they read

$$
\begin{equation*}
\left[\mathrm{d} k_{i}\right]=\frac{\mathrm{d}^{d-1} \boldsymbol{k}_{i}}{(2 \pi)^{d-1} 2 E_{i}} \theta\left(E_{\max }-E_{i}\right), \quad i=4,5 . \tag{2.15}
\end{equation*}
$$

We note that we introduced an energy cut-off $E_{\max }$ in Eq. (2.15), which should be chosen large enough so that it does not alter the value of the integral in Eq. (2.12). ${ }^{5}$ The need for this cut-off parameter will become clear later when the double-soft limit of Eq. (2.12) is discussed. For now, we note that this cut-off is not Lorentz-invariant but it does leave rotational invariance intact.
double-real subtraction procedure Below, we will explain how to re-arrange the double-real cross section in Eq. (2.12) in order to arrive at the following form

$$
\begin{equation*}
\mathrm{d} \sigma^{R R}=\mathrm{d} \sigma_{X+2}^{R R}+\mathrm{d} \sigma_{X+1}^{R R}(\epsilon)+\mathrm{d} \sigma_{X}^{R R}(\epsilon) . \tag{2.16}
\end{equation*}
$$

[^4]Quantities $\mathrm{d} \sigma_{X+h}^{R R}$ in Eq. (2.16) denote contributions with $h=0,1,2$ resolved partons in addition to the final state $X$. The first term, $\mathrm{d} \sigma_{X+2}^{R R}$ comprises fully-regulated contributions that can be integrated numerically in $d=4$. The second and third terms, $\mathrm{d} \sigma_{X+1}^{R R}$ and $\mathrm{d} \sigma_{X}^{R R}$, denote single- and double-unresolved subtraction terms, respectively. Integration of these contributions over the unresolved phase space of one or two partons is independent of the measurement function $\mathcal{F}$ and yields explicit poles in $\epsilon$. The poles of subtraction terms ${ }^{6}$ cancel, once real, virtual, and PDF renormalisation contributions to the IR finite cross section in Eq. (2.7) are combined. We aim at computing integrated subtraction terms analytically, since doing so has two advantages. First, analytic cancellation of poles establishes confidence in the subtraction procedure. Second, it makes numerical evaluation of the finite remainder more efficient.

The desired representation of the double-real cross section, displayed in Eq. (2.16), can be found by introducing appropriate subtraction terms for the unresolved kinematic configurations, associated with the integration over $\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]$ in Eq. (2.12). The precise singularity structure depends on the partonic configuration $f_{1}+f_{2} \rightarrow X+f_{4}+f_{5}$. In general, singularities can arise when radiated partons $f_{4,5}$ become soft and/or collinear to other partons. Explicitly, particles $f_{4,5}$ can become collinear to each other, to partons $f_{1,2}$ or to particles appearing in the unspecified final state $X$. Moreover, these limits can be approached in several ways, rendering the construction of the subtraction procedure a rather non-trivial task.

Within the NSS, soft and collinear singularities are subtracted iteratively and independently of each other. We stress that subtractions in the NSS are defined at the level of gauge-invariant on-shell scattering amplitudes $F_{\mathrm{LM}}$ (cf. Eq. (2.14)). For these quantities, QCD color coherence ensures that soft and collinear singularities are not entangled [121]. We shortly discuss the absence of soft-collinear limits in Appendix B.4. We note that factorization of tree-level matrix elements squared in double-unresolved limits has been understood a long time [122, 123]. In Sec. 2.2 and Sec. 2.3, we discuss the regularisation of soft and collinear singularities, respectively.

To write subtraction terms in a transparent way, we will work under the assumption that final-state particles which can become unresolved are always labeled as $f_{4,5}$. In what follows, we will shortly explain how to distinguish the potentially unresolved partons $f_{4,5}$ from partons in the "hard" final state $X$.

DAMPING FACTORS So far, we have assumed that we can clearly separate the "resolved" final state $X$ from partons $f_{4,5}$, which can become unresolved. This is for example the case for NNLO QCD corrections to color-singlet production, where $X$ denotes all colorneutral particles. ${ }^{7}$ However, there are many processes for which this distinction becomes

[^5]more complicated. For example, this is the case in double-real corrections to hadronic Higgs-boson decays that were discussed in the context of the NSS in Ref. [3]. To explain how the separation can be achieved, we consider the partonic channel $H \rightarrow g g g g$ and write [3]
\[

$$
\begin{equation*}
2 m_{H}^{2} \cdot \mathrm{~d} \Gamma_{H \rightarrow g g g g}^{R R}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{g}, 2_{g}, H ; 4_{g}, 5_{g}\right)\right\rangle . \tag{2.17}
\end{equation*}
$$

\]

Here, $m_{H}$ denotes the mass of the Higgs boson. We introduce a partion of unity, and write

$$
\begin{equation*}
1=\frac{\left(k_{1}+k_{2}+k_{4}+k_{5}\right)^{2}}{m_{H}^{2}}=\frac{1}{m_{H}^{2}} \sum_{i \neq j=1}^{4} s_{i j}, \tag{2.18}
\end{equation*}
$$

where $k_{i}$ is the four-momentum of gluon $i$ and $s_{i j}=2\left(k_{i} \cdot k_{j}\right)$,cf. Eq. (2.13). We insert the relation Eq. (2.18) into Eq. (2.17) and find

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{g}, 2_{g}, H ; 4_{g}, 5_{g}\right)\right\rangle \\
& =12 \times\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \frac{s_{12}}{m_{H}^{2}} F_{\mathrm{L} M}\left(1_{g}, 2_{g}, H ; 4_{g}, 5_{g}\right)\right\rangle, \tag{2.19}
\end{align*}
$$

where the combinatorial factor 12 arises from exploiting the symmetry of the matrix element squared and the phase space under gluon re-labeling. The damping factor $s_{12} / m_{H}^{2}$ in Eq. (2.19) ensures that no singularities arise when gluons $g\left(k_{1}\right), g\left(k_{2}\right)$ become soft and/or collinear to each other. This means that these gluons can be identified as part of the hard final-state $X$, while gluons $g\left(k_{4}\right), g\left(k_{5}\right)$ are the ones that can become unresolved. We note that damping factors only influence the phase-space of hard particles $X$ and we will not explicitly display them in subtraction formulas below. However, they will become important in the computation of subtraction terms that arise in the triplecollinear emission off external particles in the final-state.

### 2.2 SOFT REGULARISATION

Soft singularities in double-real corrections $f_{1}+f_{2} \rightarrow X+f_{4}+f_{5}$ arise whenever the energy of a photon, a gluon, or a quark-antiquark pair vanishes. Single-soft singularities arise in processes with at least one gluon (photon) with vanishing energy $E_{g} \rightarrow 0$ $\left(E_{\gamma} \rightarrow 0\right)$. Processes in which the emitted partons are a gluon-gluon, a quark-antiquark or a gluon-photon pair, i. e. $\left\{f_{4}, f_{5}\right\} \in\{g g, q \bar{q}, g \gamma\}$, exhibit a double-soft singularity. In the case of soft $g g$ or $q \bar{q}$ emission, the double-soft singularity arises in a correlated fashion when the energies of these partons vanish at a comparable rate, $E_{4} \sim E_{5} \rightarrow 0 .{ }^{8}$ The case of emission of a soft gluon-photon pair, on the other hand, is somewhat simpler. Here,

[^6]the uncorrelated double-soft singularity arises in the limit $E_{\gamma} \rightarrow 0, E_{g} \rightarrow 0.9$ Furthermore, these partonic channels exhibit an (additional) single-soft singularity whenever the energy of a gluon or a photon vanishes. We discuss each of these cases in Sec. 2.2.1 and Sec. 2.2.2, respectively. Then, in Sec. 2.2.3, we discuss soft regularisation of partonic channels that only feature single-soft singularities.

### 2.2.1 Correlated double-soft singularities

In case of correlated singularities of soft emissions of $g g$ or $q \bar{q}$ pairs it is convenient to introduce energy ordering $E_{5}<E_{4} .{ }^{10}$ We define a modified phase space

$$
\begin{equation*}
\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right]=\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \theta\left(E_{4}-E_{5}\right), \tag{2.20}
\end{equation*}
$$

and a symmetrized matrix element

$$
\begin{align*}
& \overleftrightarrow{F_{\mathrm{LM}}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)  \tag{2.21}\\
& =F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)+F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{5}}, 5_{f_{4}}\right),
\end{align*}
$$

and find

$$
\begin{equation*}
\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle=\left\langle\left[\mathrm{d} \widetilde{\left.k_{4}\right]\left[\mathrm{d} k_{5}\right]} \overleftrightarrow{F_{\mathrm{LM}}}\left(\ldots ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle\right. \tag{2.22}
\end{equation*}
$$

We denote the (correlated) double-soft limit by an operator $\mathbb{S}$, insert the identity $1=$ $(I-\mathscr{S})+\mathscr{S}$ into Eq. (2.12), and obtain

$$
\begin{align*}
& \left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right] \overleftrightarrow{\mathrm{L}_{\mathrm{LM}}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle \\
= & \left\langle\left[\mathrm{d} \overparen{\left.\mathrm{k}_{4}\right]\left[\mathrm{d} k_{5}\right]}(I-\mathbb{S}) \overleftrightarrow{F_{\mathrm{LM}}}\left(\ldots ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle+\left\langle\left[\mathrm{d} \overleftrightarrow{\left.k_{4}\right]\left[\mathrm{d} k_{5}\right]} \mathscr{S} \overleftrightarrow{F_{\mathrm{LM}}}\left(\ldots ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle .\right.\right. \tag{2.23}
\end{align*}
$$

The first term on the r.h.s. of Eq. (2.23) is regular in the double-soft limit; we discuss how remaining singularities can be extracted from this term right after Eq. (2.30). The second term in Eq. (2.23) is the so-called double-soft subtraction term. It enters the double-real cross section in Eq. (2.16) through the double-unresolved, Born-like contribution $\mathrm{d} \sigma_{X}^{R R}(\epsilon)$. We defer a detailed discussion of the double-soft subtraction term to Sec. 2.5.

We now define the double-soft operator $\mathscr{S}$ that appears in Eq. (2.23). The doublesoft limit removes momenta $k_{4,5}$ from the momentum-conserving $\delta$-function and the measurement function $\mathcal{F}$ so that

$$
\begin{align*}
& \mathscr{S} F_{\mathrm{L} M}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)=\mathcal{N} \sum_{\text {col,pol }} \mathbb{S}\left|\mathcal{A}^{\text {tree }}\left(p_{1}, p_{2}, p_{X} ; k_{4}, k_{5}\right)\right|^{2} \\
& \times \mathcal{F}\left(p_{X}\right)(2 \pi)^{d} \delta^{d}\left(p_{1}+p_{2}-p_{X}\right) \frac{\mathrm{d}^{d-1} \boldsymbol{p}_{X}}{(2 \pi)^{d-1} 2 E_{X}} . \tag{2.24}
\end{align*}
$$

[^7]We define action of the operator $\mathbb{S}$ on the matrix element squared in such a way that it extracts the most singular behaviour of the matrix element in the double-soft limit. To this end, we consider the scaling $E_{4} \sim E_{5} \sim \lambda$ and define

$$
\begin{equation*}
\mathfrak{S}\left|\mathcal{A}^{\text {tree }}\left(\{p\} ; k_{4}, k_{5}\right)\right|^{2}=\lim _{\lambda \rightarrow 0} \lambda^{4}\left|\mathcal{A}^{\text {tree }}\left(\{p\} ; \lambda k_{4}, \lambda k_{5}\right)\right|^{2} \tag{2.25}
\end{equation*}
$$

In the following, we will discuss the emission of a soft gluon pair and the emission of a soft quark-antiquark pair separately.

## Gluon-pair emission

The double-soft function that describes emission of two gluons with momenta $k_{4}$ and $k_{5}$ for an amplitude with $n$ hard emitters reads [123]

$$
\begin{align*}
\mathscr{S}\left|\mathcal{A}_{g g}^{\text {tree }}\left(\{p\} ; k_{4}, k_{5}\right)\right|^{2}=g_{s, b}^{4}\{ & \frac{1}{2} \sum_{i, j, k, l=1}^{n} \mathcal{S}_{i j}\left(k_{4}\right) \mathcal{S}_{k l}\left(k_{5}\right)\left|\mathcal{A}^{\{(i j),(k l)\}}(\{p\})\right|^{2} \\
& \left.-C_{A} \sum_{i, j=1}^{n} \mathcal{S}_{i j}\left(k_{4}, k_{5}\right)\left|\mathcal{A}^{(i j)}(\{p\})\right|^{2}\right\} \tag{2.26}
\end{align*}
$$

Here the set $\{p\}$ denotes the momenta of the emitters and $g_{s, b}$ is the bare strong coupling. Colour correlations in Eq. (2.26) are encoded in the Born-like matrix elements $\mathcal{A}^{\{(i j),(k l)\}}(\{p\})$ and $\mathcal{A}^{(i j)}(\{p\})$, see Eq. (B.12) for details. The first term on the right-hand side of Eq. (2.26) is the abelian contribution. It is simply a product of single-eikonal factors, given by

$$
\begin{equation*}
\mathcal{S}_{i j}(k)=\frac{\left(p_{i} \cdot p_{j}\right)}{\left(p_{i} \cdot k\right)\left(p_{j} \cdot k\right)} \tag{2.27}
\end{equation*}
$$

The second, non-abelian contribution is proportional to the colour factor $C_{A}$. It is given by the function $\mathcal{S}_{i j}\left(k_{4}, k_{5}\right)$, which reads [ 96,123 ]

$$
\begin{equation*}
\mathcal{S}_{i j}\left(k_{4}, k_{5}\right)=\mathcal{S}_{i j}^{0}\left(k_{4}, k_{5}\right)+\left[m_{i}^{2} \mathcal{S}_{i j}^{m}\left(k_{4}, k_{5}\right)+m_{j}^{2} \mathcal{S}_{j i}^{m}\left(k_{4}, k_{5}\right)\right] \tag{2.28}
\end{equation*}
$$

In Eq. (2.28) both functions $\mathcal{S}_{i j}^{0}\left(k_{1}, k_{2}\right)$ and $\mathcal{S}_{i j}^{m}\left(k_{1}, k_{2}\right)$ implicitly depend on the masses of the emitters, $m_{i, j}$. These functions can be found in Eqs. (B.13)-(B.14).

## Quark-antiquark pair emission

The double-soft limit of the matrix element squared that describes the emission of a quark-antiquark pair reads

$$
\begin{equation*}
\mathfrak{S}\left|\mathcal{A}_{q \bar{q}}^{\text {tree }}\left(\{p\} ; k_{4}, k_{5}\right)\right|^{2}=g_{s, b}^{4} T_{F} \sum_{i, j=1}^{n} \mathcal{I}_{i j}\left(k_{4}, k_{5}\right)\left|\mathcal{A}^{(i j)}(\{p\})\right|^{2} \tag{2.29}
\end{equation*}
$$

where $T_{F}=1 / 2$ and the function $\mathcal{I}_{i j}\left(k_{1}, k_{2}\right)$ is given in Appendix B.2.

## Remaining single-soft divergence

To complete the soft regularisation, we have to consider the double-soft regulated term on the r.h.s. of Eq. (2.23). It reads

$$
\begin{equation*}
\left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]}\right](I-\mathscr{S}) \overleftrightarrow{\mathrm{F}_{\mathrm{LM}}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle \tag{2.30}
\end{equation*}
$$

In the case of $g g$ emission, this term has an additional single-soft divergence, which arises when the energy of gluon $g\left(k_{5}\right)$ vanishes, $E_{5} \rightarrow 0$. We emphasize at this point that the energy ordering in Eq. (2.22) prevents a similar soft singularity of gluon $g\left(k_{4}\right)$. To regulate the single-soft behaviour, we insert the identity $I=\left(I-S_{5}\right)+S_{5}$ into Eq. (2.30) and find

$$
\begin{align*}
& \left\langle\left[\mathrm{d} \widehat{\left.k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right](I-\mathbb{S}) \overleftrightarrow{F_{\mathrm{LM}}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{g}, 5_{g}\right)\right\rangle \\
= & \left\langle\left[\mathrm{d} \widehat{\left.k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right](I-\mathbb{S})\left(I-S_{5}\right) \overleftrightarrow{F_{\mathrm{LM}}}\left(\ldots ; 4_{g}, 5_{g}\right)\right\rangle  \tag{2.31}\\
+ & \left\langle\left[\mathrm{d} \widetilde{\left.k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right](I-\mathbb{S}) S_{5} \overleftrightarrow{F_{\mathrm{LM}}}\left(\ldots ; 4_{g}, 5_{g}\right)\right\rangle
\end{align*}
$$

The operator $S_{5}$ is defined in analogy to $\mathscr{S}$, i.e. it removes $k_{5}$ from the momentumconserving $\delta$-function and the measurement function. It also extracts the most singular behaviour of the matrix element squared in the limit $E_{5} \rightarrow 0$. Explicitly,

$$
\begin{equation*}
S_{5}\left|\mathcal{A}_{g}^{\text {tree }}\left(\{p\} ; k_{5}\right)\right|^{2}=-g_{s, b}^{2} \sum_{i, j=1}^{n} \mathcal{S}_{i j}\left(k_{5}\right)\left|\mathcal{A}^{(i j)}(\{p\})\right|^{2}, \tag{2.32}
\end{equation*}
$$

where $\mathcal{S}_{i j}$ is given in Eq. (2.27). We find that gluon $g\left(k_{5}\right)$ decouples from the hard process up to color correlations.

The first term on the r.h.s. of Eq. (2.31) is regular in all soft limits but still contains collinear divergences. We discuss collinear regularisation of these divergences in Sec. 2.3. The second term on the r.h.s. of Eq. (2.31) is the double-soft regulated, single-soft subtraction term. Schematically, we can write this contribution as

$$
\begin{align*}
& \left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]}(I-\mathscr{S}) S_{5} \overleftrightarrow{\mathrm{~F}_{\mathrm{LM}}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{g}, 5_{g}\right)\right\rangle\right. \\
& \sim\left\langle\left[\mathrm{d} k_{4}\right]\left(I-S_{4}\right) \overleftrightarrow{\mathrm{F}_{\mathrm{LM}}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{g}\right) \times \int\left[\mathrm{d} k_{5}\right] \operatorname{Eik}\left(\{p\}, k_{5}\right) \theta\left(E_{4}-E_{5}\right)\right\rangle \tag{2.33}
\end{align*}
$$

where we have used that $\mathscr{S} S_{5}=S_{4} S_{5}$ and omitted possible color correlations. ${ }^{11}$ The single soft subtraction term in Eq. (2.33) still exhibits collinear singularities when gluon $g\left(k_{4}\right)$ becomes collinear to any of the hard partons. However, these singularities can be easily extracted in an NLO-like manner, see e.g. Refs. [1-4, 124]. The resulting terms contribute to the double-real cross section in Eq. (2.16) through the double-unresolved, Bornlike contribution $\mathrm{d} \sigma_{X}^{R R}(\epsilon)$ (collinear $g\left(k_{4}\right)$ ) and through single-unresolved contribution $\mathrm{d} \sigma_{\mathrm{X}+1}^{R R}(\epsilon)$ (resolved $g\left(k_{4}\right)$ ).
11 In particular, we write $" \operatorname{Eik}\left(\{p\}, k_{5}\right)$ " instead of " $\mathcal{S}_{i j}\left(k_{5}\right)$ ".

### 2.2.2 Uncorrelated double-soft singularities

In the following Section we discuss the construction of subtraction terms for the emission of a gluon and a photon. We consider the partonic process $u\left(p_{1}\right)+\bar{d}\left(p_{2}\right) \rightarrow$ $W^{+}\left(p_{W}\right)+g\left(k_{4}\right)+\gamma\left(k_{5}\right)$, which contributes to mixed QCD-EW corrections to $W$-boson hadroproduction [9] discussed in Part II of this thesis. We denote the differential cross section as

$$
\begin{equation*}
2 s \cdot \mathrm{~d} \sigma_{W g \gamma}^{R R}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle, \tag{2.34}
\end{equation*}
$$

following the notation introduced in Eq. (2.12). As already mentioned, the double-soft emission of a gluon-photon pair is uncorrelated; this means that instead of an entangled double-soft limit, only products of single-soft limits appear. Therefore, we can construct a simpler subtraction prescription than what was done in Sec. 2.2.1. To this end, we isolate all soft singularities by inserting the identity $I=\left[\left(I-S_{g}\right)+S_{g}\right] \times\left[\left(I-S_{\gamma}\right)+S_{\gamma}\right]$ into Eq. (2.34) and find

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] S_{\gamma} S_{g} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
+ & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left[\left(I-S_{g}\right) S_{\gamma}+\left(I-S_{\gamma}\right) S_{g}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle  \tag{2.35}\\
+ & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right)\left(I-S_{g}\right) F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle,
\end{align*}
$$

where $S_{g}\left(S_{\gamma}\right)$ denotes the soft gluon(photon) limit. Similarly to operator $S_{5}$, which is defined in Eq. (2.32), operators $S_{g, \gamma}$ extract the leading singular behaviour of the matrix element squared in the limit $k_{4,5} \rightarrow 0$ and remove $k_{4,5}$ from the momentum-conserving $\delta$-function.
We begin our analysis of the various term in Eq. (2.35) by considering the soft-gluon limit. It reads

$$
\begin{equation*}
S_{g} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)=2 g_{s}^{2} C_{F} \mathcal{S}_{12}\left(k_{4}\right) F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right), \tag{2.36}
\end{equation*}
$$

where $\mathcal{S}_{i j}$ is defined in Eq. (2.27), $C_{F}=\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right)$ is the $S U\left(N_{c}\right)$ Casimir invariant and $N_{c}=3$ is the number of colors.
The soft-photon limit, on the other hand, is more involved due to the fact that the $W$ boson carries electric charge. In diagrams that contribute to this limit, the photon is emitted from an external on-shell particle. The three relevant diagrams are

where the grey circle illustrates that the gluon is emitted from either the internal $u$ or $d$ quark. We extract the leading $1 / E_{5}$ behaviour of the amplitude and obtain

$$
\begin{align*}
& S_{\gamma} \mathcal{A}_{u_{1} \bar{d}_{2} \rightarrow W^{+} g_{4} \gamma_{5}}^{R R} \\
= & e\left[Q_{u} \frac{p_{1}^{u}}{\left(p_{1} \cdot k_{5}\right)}-Q_{d} \frac{p_{2}^{\mu}}{\left(p_{2} \cdot k_{5}\right)}-Q_{W} \frac{p_{W}^{\mu}}{\left(p_{W} \cdot k_{5}\right)}\right] \varepsilon_{\mu}^{*}\left(k_{5}\right) \mathcal{A}_{u_{1} \bar{d}_{2} \rightarrow W^{+} g_{4}}^{R} . \tag{2.38}
\end{align*}
$$

In Eq. (2.38), $p_{W}=p_{1}+p_{2}-k_{4}$ is the momentum of the $W$ boson and $Q_{u}, Q_{d}$, and $Q_{W}=Q_{u}-Q_{d}$ are the electric charges of up and down quarks, and the $W$ boson, respectively. Upon squaring the expression in Eq. (2.38) and averaging over polarisations of the photon, we obtain

$$
\begin{equation*}
S_{\gamma} F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)=e^{2} \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, k_{5}\right) F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}\right), \tag{2.39}
\end{equation*}
$$

where

$$
\begin{align*}
& \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, k_{5}\right)=\left\{2 Q_{u} Q_{d} \mathcal{S}_{12}\left(k_{5}\right)-Q_{W}^{2} \mathcal{S}_{W W}\left(k_{5}\right)\right. \\
& \left.+2 Q_{W}\left[Q_{u} \mathcal{S}_{1 W}\left(k_{5}\right)-Q_{d} \mathcal{S}_{W 2}\left(k_{5}\right)\right]\right\} . \tag{2.40}
\end{align*}
$$

We note that the soft-gluon limit in Eq. (2.36) is independent of the photon fourmomentum $k_{5}$. The soft-photon limit in Eq. (2.39), on the other hand, depends on $p_{W}$ and, therefore, on the gluon four-momentum $k_{4}$ because of momentum conservation.

We are now in position to discuss the various terms on the r.h.s. of Eq. (2.35). The first term is the uncorrelated double-soft contribution, where both the gluon and the photon are soft. It reads

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] S_{\gamma} S_{g} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & \int\left[\mathrm{d} k_{5}\right]\left[e^{2} \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{1}+p_{2}, k_{5}\right)\right] \times \int\left[\mathrm{d} k_{4}\right]\left[2 g_{s}^{2} C_{F} \mathcal{S}_{12}\left(k_{4}\right)\right]  \tag{2.41}\\
& \times\left\langle F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+}\right)\right\rangle .
\end{align*}
$$

In writing Eq. (2.41), we have used the fact that in the double-soft limit the soft-photon eikonal factor $\operatorname{Eik}_{\gamma}(\ldots)$ does not depend on the momentum of the soft gluon, i.e. we set $p_{W}=p_{1}+p_{2}$. Since both integrals in this formula exhibit poles starting at $1 / \epsilon^{2}$, they have to be computed to $\mathcal{O}\left(\epsilon^{2}\right)$ to obtain finite contributions. We note that the integral over the soft-gluon eikonal function $\mathcal{S}_{12}$ can be calculated in a straightforward way. In fact, we find [9]

$$
\begin{equation*}
2 g_{s}^{2} C_{F} \int\left[\mathrm{~d} k_{4}\right] \mathcal{S}_{12}\left(k_{4}\right)=\left[\alpha_{s}\right] \frac{2 C_{F}\left(2 E_{\max }\right)^{-2 \epsilon}}{\epsilon^{2}} \frac{\Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)}, \tag{2.42}
\end{equation*}
$$

where $\left[\alpha_{s}\right]$ is defined in Eq. (B.1). We will discuss the computation of the soft-photon integral in Sec. 3.1.2.

The second and the third term on the r.h.s. of Eq. (2.35) describe cases where the gluon is soft-regulated and the photon is soft $\left(\sim\left(I-S_{g}\right) S_{\gamma}\right)$, and vice versa. We obtain

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{g}\right) S_{\gamma} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & \left\langle\left(I-S_{g}\right) \int\left[\mathrm{d}_{5}\right]\left[e^{2} \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, k_{5}\right)\right] F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}\right)\right\rangle, \tag{2.43}
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right) S_{g} F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & {\left[\int\left[\mathrm{d} k_{4}\right] 2 g_{s}^{2} C_{F} \mathcal{S}_{12}\left(k_{4}\right)\right] \times\left\langle\left(I-S_{\gamma}\right) F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right)\right\rangle, } \tag{2.44}
\end{align*}
$$

respectively. We note that the soft-photon contribution in Eq. (2.43) is regulated in the soft-gluon limit but exhibits singularities when the gluon in the hard matrix element $F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}\right)$ becomes collinear to one of the initial-state quarks. While the regularisation of these collinear divergences is NLO-like and for this reason straightforward, ${ }^{12}$ it requires us to compute the soft-photon integral in Eq. (2.43) in case of a collinear gluon to higher orders in $\epsilon$; we will present this computation in Sec. 3.1.2. Similarly, the matrix element $F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right)$ in Eq. (2.44) exhibits collinear singularities caused by the photon. These contribution multiply higher order $\epsilon$-contributions of the integrated softgluon eikonal function Eq. (2.42). Finally, we note that the fourth term on the r.h.s. of Eq. (2.35) is regular in both soft limits.

### 2.2.3 Processes with a single-soft singularity

For the sake of completeness, we also consider partonic processes with $f_{4,5}=q g$, which only exhibit a single-soft but no double-soft divergence. ${ }^{13}$ We write the corresponding contribution as

$$
\begin{equation*}
\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{q}, 5_{g}\right)\right\rangle . \tag{2.45}
\end{equation*}
$$

Note that we did not introduce any energy ordering. Analogously to the extraction of the single-soft divergence in Eq. (2.31), we insert the identity $I=\left(I-S_{5}\right)+S_{5}$ and find

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{q}, 5_{g}\right)\right\rangle \\
& =\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{5}\right) F_{\mathrm{L} M}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{q}, 5_{g}\right)\right\rangle  \tag{2.46}\\
& +\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] S_{5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{q}, 5_{g}\right)\right\rangle .
\end{align*}
$$

The first term on the r.h.s. of Eq. (2.46) is soft-regulated. The second term is a single-soft subtraction term, which can be treated following the discussion below Eq. (2.31).
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### 2.3 COLLINEAR REGULARISATION

In the previous Section, we have sketched how to extract and regulate soft singularities appearing in double-real contributions. In this Section, we consider soft-regulated contributions, which we write as

$$
\begin{equation*}
\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle, \tag{2.47}
\end{equation*}
$$

where $\hat{O}_{\text {soft }}$ denotes an appropriate combination of soft operators that regulates all soft singularities present in $F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)$. More explicitly, $\hat{O}_{\text {soft }}=(I-S S)\left(I-S_{5}\right)$ or $\hat{O}_{\text {soft }}=\left(I-S_{4}\right)\left(I-S_{5}\right)$ in case of correlated or uncorrelated double-soft singularities, respectively. In cases which only exhibit single-soft divergences, $\hat{O}_{\text {soft }}=\left(I-S_{5}\right)$.

In the following, we proceed with the extraction and regularisation of remaining collinear singularities. We emphasize again that this iterative formalism only works for gauge-invariant matrix elements whose soft and collinear singularities are disentangled thanks to color coherence. Hence, the collinear singularity structure and its regularisation do not depend on the energy parameterization, which is why we do not have to differ between the "standard" and the energy-ordered formulation on the l.h.s. and the r.h.s. of Eq. (2.22), respectively.

Collinear singularities in Eq. (2.47) occur, whenever partons $f_{4,5}$ become collinear partons $f_{1,2}$ in the initial state, to massless partons in the "hard" final-state $X$, or to each other. It can be shown that they factorize on external legs in physical gauges [123, 125]. ${ }^{14}$ However, the collinear limits can be approached in different ways, and it is beneficial to partition the phase space in order to uniquely identify how they are approached in a particular kinematic configuration.

### 2.3.1 Collinear partitioning

In general, there are two types of collinear singularities, since emitted partons $f_{4,5}$ can become collinear to different external partons, or to the same parton. To separate these cases, we follow the FKS approach $[51,52]$ and introduce energy-independent partition functions. We write

$$
\begin{equation*}
1=\sum_{(i, j) \in \mathcal{D} C_{p}} \omega_{\mathcal{D C}}^{i 4, j, 5}+\sum_{i \in \mathcal{T} \mathcal{C}_{p}} \omega_{\mathcal{\mathcal { T } C}}^{i 4,05}, \quad i \neq j \tag{2.48}
\end{equation*}
$$

where $\mathcal{D C}_{p}\left(\mathcal{T C}_{p}\right)$ denotes the set of so-called double-colllinear (triple-collinear) partitions. Weights are constructed to dampen the singular behaviour of matrix elements squared so that products $\omega_{\mathcal{D C} / \mathcal{T C}}^{i j, k l} \times F_{\mathrm{LM}}$ only contain well-defined subsets of collinear limits.

[^9]Double-collinear partitions $\omega_{\mathcal{D C}}^{i 4, j 5}$ are constructed in such a way that partons $f_{4,5}$ can only become collinear to external partons $i$ and $j$, respectively; they dampen all but one collinear limit per emitted parton $f_{4,5}$. In particular, we require that double-collinear partition functions satisfy the following conditions

$$
\begin{align*}
& C_{4 k} \omega_{\mathcal{D C}}^{i 4, j 5} F_{\mathrm{LM}} \rightarrow \begin{cases}\sim 1 / \eta_{4 k}, & k=i \\
\mathcal{O}\left(\eta_{4 k}^{0}\right), & \text { else }\end{cases}  \tag{2.49}\\
& C_{5 k} \omega_{\mathcal{D C}}^{i 4, j 5} F_{\mathrm{LM}} \rightarrow \begin{cases}\sim 1 / \eta_{5 k}, & k=j \\
\mathcal{O}\left(\eta_{5 k}^{0}\right), & \text { else }\end{cases}
\end{align*}
$$

Here, $i \neq j$ and the operator $C_{4 k}\left(C_{5 k}\right)$ implies that the collinear limit $\eta_{4 k} \rightarrow 0\left(\eta_{5 k} \rightarrow 0\right)$ should be taken. ${ }^{15}$ Thanks to the conditions in Eq. (2.49), singularities can only appear when three-momenta $k_{4,5}$ become collinear to the direction of different hard particles and, hence, no overlapping singularities occur.
Triple-collinear partitions $\omega_{\mathcal{T C}}^{i 4, i 5}$, on the other hand, select cases where singularities occur when partons $f_{4,5}$ become collinear to the same external parton $i$. They allow for singular configurations $\boldsymbol{k}_{4}\left\|\boldsymbol{p}_{i}, \boldsymbol{k}_{5}\right\| \boldsymbol{p}_{i}$, and $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$, which can be approached in various ways. We require that

$$
\begin{gather*}
C_{4 j} \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{L} M} \rightarrow \begin{cases}\sim 1 / \eta_{j 4}, & j=i \vee j=5, \\
\mathcal{O}\left(\eta_{j 4}^{0}\right), & \text { else } .\end{cases} \\
C_{5 j} \omega_{\mathcal{T} C}^{i 4, i 5} F_{\mathrm{L} M} \rightarrow \begin{cases}\sim 1 / \eta_{j 5}, & j=i \vee j=4, \\
\mathcal{O}\left(\eta_{j 4}^{0}\right), & \text { else } .\end{cases} \tag{2.50}
\end{gather*}
$$

We insert the partition of unity in Eq. (2.48) into the soft-regulated contribution in Eq. (2.47) and find

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle \\
& =\sum_{(i, j) \in \mathcal{D C}}\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{D C C}}^{i 4, j 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle  \tag{2.51}\\
& +\sum_{i \in \mathcal{T} \mathcal{C}_{p}}\left\langle\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{T} \mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle .
\end{align*}
$$

We note that since partition functions are chosen to be energy-independent, they commute with the soft limits. Apart from the well-defined damping behaviour as explained above, the precise form of the partition functions $\omega_{\mathcal{D C} / \mathcal{T C}}^{i j, k l}$ is not important for the following discussion. We note that explicit constructions can be found in Refs. [1-4]. Here, we proceed by discussing contributions from double- and triple-collinear partition functions in Eq. (2.51) in Sec. 2.3.2 and Sec. 2.3.3, respectively.

[^10]
### 2.3.2 Double-collinear partitions

A subtraction prescription for terms proportional to double-collinear partitions $\omega_{\mathcal{D C}}^{i 4, j 5}$ is straightforward thanks to the absence of overlapping singularities. We use the identity $I=\left[\left(I-C_{4 i}\right)+C_{4 i}\right]\left[\left(I-C_{5 j}\right)+C_{5 j}\right]$ and write

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{D C}}^{i 4, j 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle= \\
& \left\langle\left(I-C_{4 i}\right)\left(I-C_{5 j}\right)\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{D C C}}^{i 4, j 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle  \tag{2.52}\\
& +\left\langle\left[C_{4 i}+C_{5 j}\right]\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{D C C}}^{i 4, j 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle \\
& -\left\langle\left[C_{4 i} C_{5 j}\right]\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4},} 5_{f_{5}}\right)\right\rangle .
\end{align*}
$$

When writing Eq. (2.52) we have used

$$
\begin{equation*}
C_{4 i} C_{5 j} \omega_{\mathcal{D C}}^{i 4, j 5}=1 \tag{2.53}
\end{equation*}
$$

This identity holds because, thanks to definitions in Eq. (2.49) and Eq. (2.50), $\omega_{\mathcal{D C}}^{i 4, j 5}$ is the only partition that yields a non-vanishing contribution in the $C_{4 i} C_{5 j}$ limit and since partitions need to add up to one (cf. Eq. (2.48)) in all kinematic configurations.

The first term on the r.h.s. of Eq. (2.52) is fully regulated and can be integrated numerically in $d=4$ dimensions. It enters the double-real cross section in Eq. (2.16) through the fully-resolved contribution $\mathrm{d} \sigma_{X+2}^{R R}$. The two terms in the second line on the r.h.s. of Eq. (2.52) are soft-regulated single-unresolved. The term proportional to $C_{4 i}$ requires a NLO-like regularisation of the remaining collinear singularities of parton $f_{5}$, and vice versa. ${ }^{16}$ After this additional step, these subtraction terms contribute to $\mathrm{d} \sigma_{X+1}^{R R}$ and $\mathrm{d} \sigma_{X}^{R R}$ in Eq. (2.16). The term in the third line on the r.h.s. of Eq. (2.52) is the so-called soft-regulated double-unresolved double-collinear subtraction term, which contributes to $\mathrm{d} \sigma_{X}^{R R}$ in Eq. (2.16). As will become clear later in Example 2, this term admits a factorization formula, in which the momenta of $k_{4,5}$ are not correlated. We conclude that the analytic computation of all these integrated subtraction terms is essentially NLO-like; we refer to Refs. [1-4] for further discussion.

All contributions to Eq. $(2.52)$ are described by two different limits: the singleunresolved double-collinear limit $C_{4 i}\left(C_{5 j}\right)$, and the double-unresolved double-collinear limit $C_{4 i} C_{5 j}$. At this point, a comment on the double-collinear operators $C_{a b}$ is in order to unambiguously define Eq. (2.52). Operators $C_{a b}$ are defined in such a way that they act on every function that appears to their right. This includes the partition weight $\omega_{\mathcal{D C}}^{i 4, j 5}$, the function $F_{\mathrm{LM}}$ and the phase-space measure $\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]$. The precise prescription for operator $C_{4 i}$, for example, is given as follows [2-4]:
i) extract the leading $\sim 1 / \eta_{4 i}$ behaviour of the term $\omega_{\mathcal{D C}}^{i 4, j 5}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}$ and enforce the $\eta_{4 i} \rightarrow 0$ limit in the remaining expression;

16 Neither particle $f_{4,5}$ can cause a soft singularity at this point.
ii) replace $p_{i} \rightarrow z \cdot p_{i}$, where the precise definition of energy-fraction $z$ is dependent on whether the hard parton $i$ is in the initial or in the final state.

We explain how these limits act on the phase-space element $\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]$ in Appendix B.5.1. As an illustration, in Example 1 and Example 2, we present single- and double-unresolved double-collinear limits of some matrix elements squared, respectively.

## Example 1 (Single-unresolved double-collinear factorization)

We consider the double-real correction $q\left(p_{1}\right) \bar{q}\left(p_{2}\right) \rightarrow Z g\left(k_{4}\right) g\left(k_{5}\right)$ to color-singlet production in the limit where gluon $g\left(k_{4}\right)$ is collinear to quark $q\left(p_{1}\right)$ and find

$$
\begin{equation*}
C_{41} F_{\mathrm{L} M}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)=g_{s, b}^{2} \frac{P_{q q}\left(z_{4}\right)}{\left(p_{1} \cdot k_{4}\right)} \times \frac{F_{\mathrm{L} M}\left(z_{4} \cdot 1_{q}, 2_{\bar{q}}, Z ; 5_{g}\right)}{z} . \tag{2.54}
\end{equation*}
$$

Here, $z_{4}=\left(E_{1}-E_{4}\right) / E_{1}$ and the splitting function

$$
\begin{equation*}
P_{q q}(z)=C_{F}\left[\frac{1+z^{2}}{1-z}-\epsilon(1-z)\right], \tag{2.55}
\end{equation*}
$$

describes the collinear splitting $q \rightarrow q^{*}+g$. We note that Eqs. (2.54)-(2.55) are derived in Appendix B. 3 .

## Example 2 (Double-unresolved double-collinear factorization)

The double-unresolved double-collinear limit for color singlet decay $Z \rightarrow q\left(p_{a}\right) \bar{q}\left(p_{b}\right) g\left(k_{4}\right) g\left(k_{5}\right)$ reads

$$
\begin{align*}
& C_{4 a} C_{5 b} F_{\mathrm{L} M}\left(a_{q}, b_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)= \\
& g_{s, b}^{4} \frac{P_{q q}\left(z_{4}\right) P_{q q}\left(z_{5}\right)}{\left(p_{a} \cdot k_{4}\right)\left(p_{b} \cdot k_{5}\right)} \times F_{\mathrm{L} M}\left(1 / z_{4} \cdot a_{q}, 1 / z_{5} \cdot b_{\bar{q}}, \mathrm{Z}\right) \tag{2.56}
\end{align*}
$$

In this case, energy fractions of collinear splittings off final-state quarks are defined as

$$
\begin{equation*}
z_{4}=\frac{E_{a}}{E_{a}+E_{4}}, \quad z_{5}=\frac{E_{b}}{E_{b}+E_{5}} . \tag{2.57}
\end{equation*}
$$

We note that momenta $k_{4,5}$ are not entangled in this double-unresolved limit, i.e. it is NLo-like. As a consequence, it is straightforward to integrate this subtraction term over the unresolved phase-space. The double-unresolved double-collinear limit in Eq. (2.56) can be derived following the steps described in Appendix B.3.

### 2.3.3 Triple-collinear partitions

As defined in Eq. (2.50), triple-collinear partitions $\omega_{\mathcal{T} \mathcal{C}}^{i 4, i 5}$ allow for singularities that arise in the limit where both partons $f_{4}$ and $f_{5}$ become collinear to the same external parton
$i$. This includes the triple-collinear singularity $k_{4}\left\|\boldsymbol{k}_{5}\right\| \boldsymbol{p}_{i}$, which is extracted by a triple-collinear operator $\mathbb{C}_{i}$. The triple-collinear limit is approached by $\eta_{4 i} \rightarrow 0, \eta_{5 i} \rightarrow 0$ with $\eta_{4 i} \sim \eta_{5 i} \sim \eta_{45}$. Furthermore, overlapping double-collinear singularities can arise in the limits $\boldsymbol{k}_{4}\left\|\boldsymbol{p}_{i}, \boldsymbol{k}_{5}\right\| \boldsymbol{p}_{i}$, or $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$. In what follows, we show that these singularities can be disentangled by introducing sector functions that divide the phase space into non-overlapping regions. ${ }^{17}$ First, we consider the general case, where all three doublecollinear singularities are present. Then, we turn to the special case of $g \gamma$-emission for which the limit $k_{4} \| k_{5}$ is not singular.

## Triple-collinear sectors in the general case

In order to discuss the most general structure of singularities arising in contributions proportional to triple-collinear partion functions, we consider the emission of a gluon pair $\left(f_{4} f_{5}=g g\right)$. In physical gauges, only three diagrams shown in Fig. 2.1 contribute to the singularities that are allowed by $\omega_{\mathcal{T C}}^{i 4, i 5}$. In addition to the triple-collinear singularity in the limit $k_{4}\left\|k_{5}\right\| p_{i}$, diagrams Fig. 2.1 (a), (b), and (c) have singularities in the limits $\boldsymbol{k}_{4}\left\|\boldsymbol{p}_{i}, \boldsymbol{k}_{5}\right\| \boldsymbol{p}_{i}$, and $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$, respectively. To isolate these overlapping singularities, we divide the phase space into four sectors $\theta^{k}$, such that in each of these sectors the three angles $\eta_{i 4}, \eta_{i 5}$, and $\eta_{45}$ have a well-defined hierarchy. We write

$$
\begin{equation*}
1=\sum_{k \in\{a, b, c, d\}} \theta^{k}, \tag{2.58}
\end{equation*}
$$

where

$$
\begin{align*}
& \theta^{a}=\theta\left(\eta_{i 4} / 2-\eta_{i 5}\right),  \tag{2.59}\\
& \theta^{b}=\theta\left(\eta_{i 5}-\eta_{i 4} / 2\right) \times \theta\left(\eta_{i 4}-\eta_{i 5}\right),  \tag{2.60}\\
& \theta^{c}=\theta\left(\eta_{i 5} / 2-\eta_{i 4}\right),  \tag{2.61}\\
& \theta^{d}=\theta\left(\eta_{i 4}-\eta_{i 5} / 2\right) \times \theta\left(\eta_{i 5}-\eta_{i 4}\right) . \tag{2.62}
\end{align*}
$$

The four different phase-space regions are visualized in Fig. 2.2. Besides the triplecollinear singularity, each sector $\theta^{k}$ features a divergence in one double-collinear limit. We denote double-collinear operators that extract these limits in each sector $k$ by $C^{k}$ and write

$$
\begin{equation*}
C^{a}=C_{5 i}, \quad C^{b}=C_{45}, \quad C^{c}=C_{4 i}, \quad C^{d}=C_{45} . \tag{2.63}
\end{equation*}
$$
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Figure 2.1: Diagrams that contribute to the singularity structure in the triple-collinear partition contribution in case of $g g$ emission off a quark with momentum $p_{i}$.


Figure 2.2: Visualization of the four sectors defined in Eqs. (2.59)-(2.62). Black lines correspond to double-collinear singularities, the triple-collinear singularity is at the origin.

## Triple-collinear sectors in the case of gr emission

As mentioned above, simplifications arise in the case of $g \gamma$-emission. The two diagrams that contribute to collinear singularities in the triple-collinear partition are shown in Fig. 2.3, where, as in Sec. 2.2.2, gluon and photon carry momenta $k_{4}$ and $k_{5}$, respectively. ${ }^{18}$ While both diagrams in Fig. 2.3 contribute to the triple collinear singularity, diagrams (a) and (b) have distinct double-collinear divergences in the limits $\boldsymbol{k}_{4} \| \boldsymbol{p}_{i}$ (collinear gluon) and $k_{5} \| p_{i}$ (collinear photon), respectively. However, there is no singular behaviour in the $k_{4} \| \boldsymbol{k}_{5}$ limit, and it is therefore sufficient to introduce only two sectors. Following Ref. [9] we define

$$
\begin{equation*}
1=\sum_{k \in\{A, B\}} \theta^{k}, \tag{2.64}
\end{equation*}
$$

where

$$
\begin{align*}
\theta^{A} & =\theta\left(\eta_{5 i}-\eta_{4 i}\right),  \tag{2.65}\\
\theta^{B} & =\theta\left(\eta_{4 i}-\eta_{5 i}\right), \tag{2.66}
\end{align*}
$$

and

$$
\begin{equation*}
C^{A}=C_{4 i}, \quad C^{B}=C_{5 i} . \tag{2.67}
\end{equation*}
$$



Figure 2.3: Diagrams that contribute to the triple-collinear partition in case of the $q^{*} \rightarrow$ $g\left(k_{4}\right) \gamma\left(k_{5}\right) q\left(p_{i}\right)$ splitting.

## Regularisation

We are now in position to regulate collinear singularities that appear in the terms in Eq. (2.51) that are proportional to triple-collinear partitions $\omega_{\mathcal{T} \text { C }}^{i 4, i 5}$. For both definitions of
sectors ( $\theta^{a . . d}$ and $\theta^{A, B}$ ) discussed above, we insert partitions of unity (cf. Eq. (2.58) and Eq. (2.64)) and write

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle= \\
& \sum_{k}\left\langle\theta^{k}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle . \tag{2.68}
\end{align*}
$$

Since each sector features only two overlapping collinear singularities, writing a subtraction formula is straightforward. We begin with extracting the double-collinear singularity by inserting the identity $\left(I-C^{k}\right)+C^{k}$ for each sector $\theta^{k}$ in Eq. (2.68). We obtain

$$
\begin{align*}
& \sum_{k}\left\langle\theta^{k}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle= \\
& \sum_{k}\left\{\left\langle\theta^{k} C^{k}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle\right.  \tag{2.69}\\
& \left.\quad+\left\langle\theta^{k}\left(I-C^{k}\right)\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle\right\}
\end{align*}
$$

where operators $C^{k}$ were defined in Eq. (2.63) and Eq. (2.67). We define double-collinear operators in Eq. (2.69) in the same way as in the case of double-collinear partition, cf. Eq. (2.52). In the limit $\boldsymbol{a} \| \boldsymbol{b}$, these operators extract the leading behaviour in $1 / \eta_{a b}$ from the matrix element squared and take the $\eta_{a b} \rightarrow 0$ limit everywhere else. In particular, they also act on the phase-space element $\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]$. We define the double-collinear limit of the phase space in Sec. B.5. Factorization of matrix elements squared in the singlecollinear limit was illustrated in Example 1.
The first term on the r. h. s. of Eq. (2.69) is proportional to $\theta^{k} C^{k}$. We call it soft-regulated single-unresolved; it contains one unregulated collinear divergence that is particular to sector $k .{ }^{19}$ The remaining collinear singularities are NLO-like and we do not discuss them further.
The second term on the r.h.s. of Eq. (2.69) is regular in the double-collinear limits; its only remaining singularity is the triple-collinear one. We insert the identity $I=$ $\left(I-\mathbb{C}_{i}\right)+\mathbb{C}_{i}$ and obtain

$$
\begin{align*}
& \sum_{k}\left\langle\theta^{k}\left(I-C^{k}\right)\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle= \\
& \sum_{k}\left\{\left\langle\theta^{k}\left(I-C^{k}\right)\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }}\left(I-\mathbb{C}_{i}\right) \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle\right.  \tag{2.70}\\
& \left.+\left\langle\theta^{k}\left(I-C^{k}\right)\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \mathbb{C}_{i} F_{\mathrm{L} M}\left(1_{f_{1},}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle\right\}
\end{align*}
$$

19 For example in sector $k=b$, this term describes the emission of a gluon $g\left(k_{45}\right)$ with momentum $k_{4}+k_{5}$, which can become collinear to parton $i$. Or, as a second example, the term with sector $k=A$ describes the case where $\gamma\left(k_{5}\right)$ is still resolved and causes a singularity in the limit $\boldsymbol{k}_{5} \| \boldsymbol{p}_{i}$.
where we have used that $\mathbb{C}_{i} \omega_{\mathcal{T C}}^{i 4, i 5}=1$. This relation holds in analogy to Eq. (2.53), since $\omega_{\mathcal{T} \mathcal{C}}^{i 4, i 5}$ is the only non-vanishing partition in the $\mathbb{C}_{i}$ limit.
We note that operators $\mathbb{C}_{i}$, in variance to double-collinear operators, do not act on the phase-space measure; this is why they appear to the right of [ $\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]$ in Eq. (2.70). However, they still act on matrix elements squared and momentum-conserving $\delta$-functions, producing triple-collinear splitting functions $P_{f_{i} f_{4} f_{5}}$ [123] and reduced matrix elements squared. Furthermore, it was shown in Refs. [2, 3] how to deal with spin-correlations in initial-state and final-state triple-collinear limits by averaging over azimuthal angles. For this reason, we only consider spin-averaged splitting functions in what follows.

In order to unambiguously define Eq. (2.70), it remains to specify the "genuine" triplecollinear limit $\mathbb{C}_{i}$ and its "strongly-ordered" counterpart $C^{k} \mathbb{C}_{i}$. To do so, we consider the most involved case of double-gluon emission in three different scenarios. First, we illustrate the triple-collinear limit $\mathbb{C}_{i}$ for initial- and final-state emissions in Example 3 and Example 4, respectively. Then, we consider an example of strongly-ordered triplecollinear emission off a final state particle in Example 5. For the detailed derivation of these formulas, we refer the reader to Ref. [123].

## Example 3 (Triple-collinear initial-state radiation)

As an example of triple-collinear splitting in an initial state, we consider emission of partons $f_{4,5}$ collinear to parton $f_{1}$ and find

$$
\begin{align*}
& \mathbb{C}_{1} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)=g_{s}^{4}\left(\frac{2}{s_{145}}\right)^{2} \times  \tag{2.71}\\
& \quad P_{f_{1} f_{4} f_{5}}\left(-s_{14},-s_{15}, s_{45}, z_{1}, z_{4}, z_{5}\right) F_{\mathrm{LM}}\left(\frac{E_{1}-E_{4}-E_{5}}{E_{1}} \cdot 1_{f}, 2_{f_{2}}, X\right) .
\end{align*}
$$

Here $s_{145}=-s_{14}-s_{15}+s_{45}$ and energy fractions $z_{1,3,4}$ are given by

$$
\begin{equation*}
z_{1}=\left(E_{1}-E_{4}-E_{5}\right) / E_{1}, \quad z_{4,5}=\left(E_{4}+E_{5}-E_{1}\right) / E_{4,5} \tag{2.72}
\end{equation*}
$$

such that the Born-like matrix element only depends on variable $z_{1}$. We note that the spinaveraged splitting function $P_{f_{1} f_{4} f_{5}}$ [123] describes triple-collinear splittings $f \rightarrow f_{1} f_{4} f_{5}$; the minus signs in its arguments in Eq. (2.71) reflect the fact that we crossed parton $f_{1}$ into the initial state.

## Example 4 (Triple-collinear final-state radiation)

We consider emission of partons $f_{4,5}$ collinear to parton $f_{a}$ in the decay $X \rightarrow f_{a} f_{b}+f_{4} f_{5}$ and find

$$
\begin{align*}
& \mathbb{C}_{a} F_{\mathrm{L} M}\left(a_{f_{a}}, b_{f_{b}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)=g_{s}^{4}\left(\frac{2}{s_{a 45}}\right)^{2}  \tag{2.73}\\
& \times P_{f_{1} f_{4} f_{5}}\left(s_{a 4}, s_{a 5}, s_{45}, z_{a}, z_{4}, z_{5}\right) F_{\mathrm{L} M}\left(\frac{E_{a}+E_{4}+E_{5}}{E_{a}} \cdot a_{f}, b_{f_{b}}, X\right),
\end{align*}
$$

where $s_{a 45}=s_{a 4}+s_{a 5}+s_{45}$ and $z_{a, 4,5}=\left(E_{a}+E_{4}+E_{5}\right) / E_{a, 4,5}$.

## Example 5 (Strongly-ordered triple-collinear final-state radiation)

We consider the strongly-ordered triple-collinear limit $\boldsymbol{k}_{4} \| \boldsymbol{p}_{1}$ and $\boldsymbol{k}_{4}\left\|\boldsymbol{k}_{5}\right\| \boldsymbol{p}_{1}$ in the decay $Z \rightarrow q\left(p_{1}\right) \bar{q}\left(p_{2}\right)+g\left(k_{4}\right) g\left(k_{5}\right)$ and find

$$
\begin{align*}
& C_{41} \mathbb{C}_{1} F_{\mathrm{L} M}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)= \\
& g_{s}^{4} \frac{P_{q q}(z) P_{q q}(\bar{z})}{\left(p_{1} \cdot k_{4}\right)\left(p_{1} \cdot k_{5}\right)} F_{\mathrm{LM}}\left(\frac{E_{1}+E_{4}+E_{5}}{E_{1}} \cdot 1_{q}, 2_{\bar{q}}, Z\right) . \tag{2.74}
\end{align*}
$$

We note that in Eq. (2.74), $z=E_{1} /\left(E_{1}+E_{4}\right)$ and $\bar{z}=\left(E_{4}+E_{1}\right) /\left(E_{1}+E_{4}+E_{5}\right)$, and that momenta $k_{4,5}$ appear in an uncorrelated fashion.

We now return to the discussion of Eq. (2.70). The first term there is fully regulated and can be integrated numerically in $d=4$ dimensions. It enters the double-real cross section in Eq. (2.16) through the fully-resolved contribution $\mathrm{d} \sigma_{X+2}^{R R}$. Regularisation of triple-collinear singularities marks the end of the nested regularisation procedure. We will summarize the required soft- and collinear subtractions in Sec. 2.4.
The second term on the r.h.s. of Eq. (2.70) is the so-called soft-regulated, triplecollinear subtraction term, which will be discussed in Sec. 2.6. It contributes to the double-real cross section in Eq. (2.16) through the double-unresolved contribution $\mathrm{d} \sigma_{X}^{R R}$. For now, we note that this subtraction term has been computed analytically in Ref. [5] for all possible partonic configurations for both initial- and final-state emissions.

### 2.4 Regulated gluon-emission contribution in Z-boson production

In what follows, we will summarize the results of the soft- and collinear subtraction procedure described in Sec. 2.2 and Sec. 2.3. To do so, we consider the emission of two gluons in color singlet (Z-boson) production, $q\left(p_{1}\right) \bar{q}\left(p_{2}\right) \rightarrow Z+g\left(k_{4}\right) g\left(k_{5}\right)$. We note that we choose this particular process because it possesses the most general structure of IR singularities.

Using the notation introduced in Eq. (2.12), we write the fully-differential cross section as

$$
\begin{equation*}
2 s \cdot \mathrm{~d} \sigma_{\mathrm{Z} g g}^{R R}=\left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]} \overleftrightarrow{\mathrm{F}_{\mathrm{LM}}}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right. \tag{2.75}
\end{equation*}
$$

We follow the discussion in Sec. 2.2.1 to regulate and extract double- and single-soft singularities. In particular we adopted the energy-ordered notation of Eq. (2.20) and Eq. (2.21) in Eq. (2.75). Using the fact that the corresponding matrix element squared is symmetric under the exchange of two gluons $g\left(k_{4}\right) \leftrightarrow g\left(k_{5}\right)$, we write

$$
\begin{equation*}
\left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]} \overleftrightarrow{F_{\mathrm{LM}}}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle=2\left\langle\left[\widetilde{\left.\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right]} F_{\mathrm{L} M}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right.\right. \tag{2.76}
\end{equation*}
$$

Collinear singularities in Eq. (2.76) are disentangled using partition functions as introduced in Eq. (2.48). For the case at hand, we need two double-collinear partitions $\mathcal{D C}{ }_{p}=\{(1,2),(2,1)\}$ and two triple-collinear partitions $\mathcal{T C}_{p}=\{1,2\}$. We write

$$
\begin{equation*}
1=\omega_{\mathcal{D C}}^{14,25}+\omega_{\mathcal{D C}}^{24,15}+\omega_{\mathcal{T C}}^{14,15}+\omega_{\mathcal{T C}}^{24,25} \tag{2.77}
\end{equation*}
$$

In partition $\omega_{\mathcal{D C}}^{14,25}\left(\omega_{\mathcal{D C}}^{24,15}\right)$, a singularity arises when gluon $g\left(k_{4}\right)$ becomes collinear to quark $q\left(p_{1}\right)$ and gluon $g\left(k_{5}\right)$ becomes collinear to antiquark $\bar{q}\left(p_{2}\right)$ (and vice versa). In partition $\omega_{\mathcal{T C}}^{14,15}\left(\omega_{\mathcal{T} C}^{24,25}\right)$ a singularity develops when gluons become collinear to quark $q\left(p_{1}\right)$ (antiquark $\bar{q}\left(p_{2}\right)$ ) and to each other. Partitions are constructed in such a way that they supress all singularities except the ones that we mentioned explicitly. Collinear singularities in contributions stemming from triple-collinear partitions are disentangled by introducing the four sectors as defined in Eqs. (2.58)-(2.62).

Finally, we write the complete double-real cross section as

$$
\begin{align*}
& \left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]} F_{\mathrm{LM}}\left(1_{q}, 2_{\bar{q}}, \mathrm{Z} ; 4_{g}, 5_{g}\right)\right\rangle=\right.  \tag{2.78}\\
& \left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]} \mathbb{S} F_{\mathrm{L} M}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right.  \tag{2.79}\\
& +\left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]}(I-\mathbb{S}) S_{5} F_{\mathrm{LM}}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right.  \tag{2.80}\\
& +\sum_{\substack{i, j=1,2 \\
i \neq j}}\left\langle\left[C_{4 i}+C_{5 j}\right]\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]}(I-\mathbb{S})\left(I-S_{5}\right) \omega_{\mathcal{D C}}^{i 4, j 5} F_{\mathrm{LM}}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right.  \tag{2.81}\\
& +\sum_{i=1,2} \sum_{k=a . . d}\left\langle\theta^{k} C^{k}\left[\widetilde{\left.\mathrm{~d} \widetilde{k_{4}}\right]\left[\mathrm{d} k_{5}\right]}(I-\mathscr{S})\left(I-S_{5}\right) \omega_{\mathcal{T C}}^{i 4, i 5} F_{\mathrm{LM}}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right.  \tag{2.82}\\
& -\sum_{\substack{i, j=1,2 \\
i \neq j}}\left\langle C_{4 i} C_{5 j}\left[\widetilde{\left.\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right]}(I-\mathscr{S})\left(I-S_{5}\right) F_{\mathrm{LM}}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right.  \tag{2.83}\\
& +\sum_{i=1,2} \sum_{k=a . . d}\left\langle\theta^{k}\left(I-C^{k}\right)\left[\widetilde{\mathrm{d}} \widetilde{\left.k_{4}\right]\left[\mathrm{d} k_{5}\right]}(I-\mathbb{S})\left(I-S_{5}\right) \mathbb{C}_{i} F_{\mathrm{L} M}\left(1_{q}, 2_{\bar{q}}, Z ; 4_{g}, 5_{g}\right)\right\rangle\right. \tag{2.84}
\end{align*}
$$

$$
\begin{align*}
& +\sum_{\substack{i, j=1,2 \\
i \neq j}}\left\langle\hat { O } _ { \mathrm { NNLO } } ^ { ( i , j ) } \left[\widetilde{\left.\left.\mathrm{~d} \widetilde{\left.k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right] F_{\mathrm{LM}}\left(1_{q}, 2_{\bar{q}}, \mathrm{Z} ; 4_{g}, 5_{g}\right)\right\rangle}\right.\right.  \tag{2.85}\\
& +\sum_{i=1,2} \sum_{k=a . d}\left\langle\hat{O}_{\mathrm{ONLO}}^{i, k}\left[\widetilde{\left.\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right]} F_{\mathrm{LM}}\left(1_{q}, 2_{\bar{q}}, \mathrm{Z} ; 4_{g}, 5_{g}\right)\right\rangle .\right. \tag{2.86}
\end{align*}
$$

The operators in Eqs. (2.79)-(2.86) are defined to extract leading singularities; we have discussed them in the preceding sections. They are summarized one more time in Table 2.1.
The contributions in Eq. (2.79), Eq. (2.83) and Eq. (2.84) denote the double-soft, doublecollinear and triple-collinear subtraction terms, respectively. These double-unresolved contributions enter the double-real cross section in Eq. (2.16) through the Born-like term $\mathrm{d} \sigma_{X}^{R R}(\epsilon)$. Contributions in Eq. (2.80), Eq. (2.81) and Eq. (2.82) are of the single-unresolved type. Each of these terms requires regularisation of the remaining NLO-like singularities caused by the respective resolved gluon, resulting in contributions to $\mathrm{d} \sigma_{X+1}^{R R}(\epsilon)$ and $\mathrm{d} \sigma_{X}^{R R}(\epsilon)$ in Eq. (2.16). Contributions in Eq. (2.85) and Eq. (2.86) are fully-regulated; the two operators that appear in these equations are defined as

$$
\begin{align*}
& \hat{O}_{\mathrm{NNLO}}^{(i, j)}=\left(I-C_{4 i}\right)\left(I-C_{5 j}\right)(I-\mathbb{S})\left(I-S_{5}\right) \omega_{\mathcal{D C}}^{i 4, j 5}  \tag{2.87}\\
& \hat{O}_{\mathrm{NNLO}}^{i, k}=\theta^{k}\left(I-C^{k}\right)\left(I-\mathbb{C}_{i}\right)(I-\mathbb{S})\left(I-S_{5}\right) \omega_{\mathcal{T C}}^{i 4, i 5} . \tag{2.88}
\end{align*}
$$

We will continue with the discussion of the double-soft and the triple-collinear subtraction terms in Sec. 2.5 and Sec. 2.6, respectively.

| name | symbol | limit | acts on phase-space |
| :---: | :---: | :---: | :---: |
| double-soft | $\mathbb{S}$ | $E_{4} \rightarrow 0, E_{5} \rightarrow 0, E_{4} \sim E_{5}$ | no |
| single-soft | $S_{i}$ | $E_{i} \rightarrow 0$ | no |
| triple-collinear | $\mathbb{C}_{i}$ | $\eta_{4 i} \rightarrow 0, \eta_{5 i} \rightarrow 0, \eta_{4 i} \sim \eta_{5 i} \sim \eta_{45}$ | no |
| double-collinear | $C_{i j}\left(C^{k}\right)$ | $\eta_{i j} \rightarrow 0$ | yes |

Table 2.1: Summary of operators in the nested soft-collinear subtraction scheme.

### 2.5 DOUBLE-SOFT SUBTRACTION TERM

The double-soft subtraction term in Eq. (2.23) enters the double-real cross section in Eq. (2.16) through the Born-like contribution $\mathrm{d} \sigma_{X}^{R R}(\epsilon)$. We summarize the above discussion by writing

$$
\begin{align*}
& \left\langle\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right] \mathscr{S} F_{\mathrm{LM}}\left(\ldots ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle \\
& \sim\left\langle F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X\right) \times \int\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right.}\right] \operatorname{Eik}\left(\{p\}, k_{4}, k_{5}\right)\right\rangle, \tag{2.89}
\end{align*}
$$

where we have omitted possible color-correlations between eikonal soft functions and the Born-like process. ${ }^{20}$ We emphasize again that soft momenta $k_{4,5}$ decouple from the energy-momentum conservation, the measurement function and the matrix element squared. This allows us to obtain the double-soft subtraction term in a universal and process-independent manner by computing required double-soft integrals once and for all.

More specifically, we conclude that the double-soft subtraction term for an arbitrary process within the nested soft-collinear subtraction scheme can be constructed from the following three phase-space integrals

$$
\begin{align*}
\mathcal{G}_{i j} & =\int[\mathrm{d} k] \mathcal{S}_{i j}(k),  \tag{2.90}\\
\mathcal{G} \mathcal{G}_{i j} & =\int\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \theta\left(E_{5}<E_{4}\right) \mathcal{S}_{i j}\left(k_{4}, k_{5}\right)  \tag{2.91}\\
\mathcal{Q} \overline{\mathcal{Q}}_{i j} & =\int\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \theta\left(E_{5}<E_{4}\right) \mathcal{I}_{i j}\left(k_{4}, k_{5}\right) \tag{2.92}
\end{align*}
$$

In Eqs. (2.90)-(2.92), indices $i, j$ refer to the dependence of the soft integrals on two hard momenta $p_{i}$ and $p_{j}$, respectively. Thanks to the properties of the integrands $\mathcal{S}_{i j}(k)$, $\mathcal{S}_{i j}\left(k_{4}, k_{5}\right)$, and $\mathcal{I}_{i j}\left(k_{4}, k_{5}\right)$, cf. Eq. (2.27), Eq. (2.28), and Eq. (B.15), the three quantities $\mathcal{G}_{i j}$, $\mathcal{G} \mathcal{G}_{i j}$, and $\mathcal{Q} \overline{\mathcal{Q}}_{i j}$ are symmetric under $i \leftrightarrow j$ exchange. Furthermore, the integrands are invariant under a re-scaling of hard momenta $p_{i, j} \rightarrow \lambda_{i, j} p_{i, j} \cdot{ }^{21}$ Hence, $\mathcal{G}_{i j}, \mathcal{G G}_{i j}$, and $\mathcal{Q} \overline{\mathcal{Q}}_{i j}$ do not depend on the energies of hard emitters. Finally, we note that integrals over $\mathrm{d} E_{4}$ and $\mathrm{d} E_{5}$ in Eqs. (2.90)-(2.92) have decoupled from the energy-momentum conservation; therefore they are only restricted since we introduced the cut-off parameter $E_{\max }$ in Eq. (2.15).

The above discussion is valid for arbitrary processes. However, the functions $\mathcal{G}_{i j}, \mathcal{G} \mathcal{G}_{i j}$ and $\mathcal{Q} \overline{\mathcal{Q}}_{i j}$ in Eqs. (2.90)-(2.92) show important differences for massive and massless partons. One can distinguish three cases: 1) both emitters are massless; 2) both emitters are massive; and 3) one emitter is massive and the other is massless. On top of that, masses of the two emitters can also differ. We discuss the different kinematic cases in what follows.

### 2.5.1 Massless case

In case the emitters are massless, $p_{i}^{2}=p_{j}^{2}=0$, we can parameterize hard momenta as follows

$$
\begin{equation*}
p_{i, j}=E_{i, j} \times\binom{ 1}{\boldsymbol{n}_{i, j}} \tag{2.93}
\end{equation*}
$$

[^12]Functions $\mathcal{G}_{i j}, \mathcal{G} \mathcal{G}_{i j}$ and $\mathcal{Q} \overline{\mathcal{Q}}_{i j}$ in Eqs. (2.90)-(2.92) depend on the relative angle $\cos \theta_{i j}=$ $\boldsymbol{n}_{i} \cdot \boldsymbol{n}_{j}$ between hard partons $i$ and $j$, but, as discussed above, not on their energies. All phase-space integrals that are required in this case were computed analytically in Refs. $[36,37]$ and we present these results in Appendix C.1.
The double-soft subtraction term for massless emitters has been essential to demonstrate analytic cancellation of $\epsilon$ poles in color-singlet prodution [2], color-singlet decay [3] and deep-inelastic scattering [4]. Assuming that $\epsilon$ poles cancel with other contributions to cross sections, we schematically write the finite remainder in Eq. (2.89) as

$$
\begin{align*}
& \left\langle F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X\right) \times \int\left[\widetilde{\left.\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]} \operatorname{Eik}\left(\{p\}, k_{4}, k_{5}\right)\right\rangle\right. \\
& \longrightarrow \sum_{i, j}\left\langle F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X\right)_{i j} \times \mathcal{D} \mathcal{S}\left(\cos \theta_{i j}\right)\right\rangle . \tag{2.94}
\end{align*}
$$

In writing this equation, we denote the color-correlations of the Born-level matrix element by " $F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X\right)_{i j}$ ". From Eq. (2.94) it is evident that contributions to a physical cross section that involves an arbitrary number of massless colored partons at the Born level can be computed in a very efficient way. Indeed, according to Eq. (2.94) it suffices to generate Born-like events, weighted by the easy-to-evaluate function $\mathcal{D S}\left(\cos \theta_{i j}\right)$ that can be constructed from results in Appendix C.I.

### 2.5.2 Massive case

In the case of massive emitters, $p_{i, j}^{2}=m_{i, j}^{2}$, we can parameterize hard momenta as

$$
\begin{equation*}
p_{i, j}=\frac{m_{i, j}}{\sqrt{1-\beta_{i, j}^{2}}} \times\binom{ 1}{\beta_{i, j} \boldsymbol{n}_{i, j}} \tag{2.95}
\end{equation*}
$$

where $\beta_{i, j}$ and $\boldsymbol{n}_{i, j}$ denote velocity and direction of flight of partons $i$ and $j$, respectively. In this parametrization, the aforementioned independence of energies translates into an independence of masses $m_{i, j}$. Integrals in Eqs. (2.90)-(2.92) are then functions of velocities $\beta_{i}, \beta_{j}$ and the relative angle $\cos \theta_{i j}$.
In this thesis, we discuss the analytic computation of $\mathcal{G}_{i j}, \mathcal{G} \mathcal{G}_{i j}$ and $\mathcal{Q} \overline{\mathcal{Q}}_{i j}$ in the case where both emitters have the same mass $\left(m_{i}=m_{j}\right)$ and are back-to-back ( $\cos \theta_{i j}=$ $0)$ [6]. The computation of $\mathcal{G}_{i j}$ is nLO-like and rather straightforward; we present it in Sec. 3.1.1. On the other hand, the functions $\mathcal{G} \mathcal{G}_{i j}$ and $\mathcal{Q Q}_{i j}$ are genuinely NNLO-like, their computation is presented in Sec. 3.2.2. The results fully characterize the integrated double-soft subtraction term to describe the decay process of a colour singlet into two massive fermions, e.g. $H \rightarrow b \bar{b}$. Furthermore, they are important ingredients to describe more complex processes such as heavy-quark pair production within the nested soft-collinear subtraction scheme.

### 2.5.3 Massive-massless case

In the case where one emitter (e.g. parton $i$ ) is massive and the other is massless, integrals in Eqs. (2.90)-(2.92) are functions of $\cos \theta_{i j}$ and $\beta_{i}$. For example, such integrals would be required to describe single-top or heavy-quark pair production within the NSS. We plan to address this case in the future.

### 2.6 TRIPLE-COLLINEAR SUBTRACTION TERM

In the following Section, we discuss the triple-collinear subtraction term that was defined in Eq. (2.70); it is convenient to split it into the difference of two contributions

$$
\begin{align*}
\mathcal{I}_{\text {TC }}= & \sum_{k}\left\langle\theta^{k}\left(I-C^{k}\right)\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \mathbb{C}_{i} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle \\
= & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \mathbb{C}_{i} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle  \tag{2.96}\\
& -\sum_{k}\left\langle\theta^{k} C^{k}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \mathbb{C}_{i} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle .
\end{align*}
$$

The term in the first line on the r.h.s. of Eq. (2.96),

$$
\begin{equation*}
\mathcal{I}_{T C}^{\text {gen }}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \mathbb{C}_{i} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle, \tag{2.97}
\end{equation*}
$$

is of "genuine" triple-collinear nature and independent of how sectors are defined. Terms in the second line on the r.h.s. of Eq. (2.96),

$$
\begin{equation*}
\mathcal{I}_{T C}^{\text {s.o. }}=\sum_{k}\left\langle\theta^{k} C^{k}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \mathbb{C}_{i} F_{\mathrm{LM}}\left(1_{f_{1}}, 2_{f_{2}}, X ; 4_{f_{4}}, 5_{f_{5}}\right)\right\rangle \tag{2.98}
\end{equation*}
$$

on the other hand, are proportional to double-collinear operators $C^{k}$. These so-called strongly-ordered contributions depend on how sectors are defined.

The factorization formulas for the matrix element squared in the triple-collinear limit $\mathbb{C}_{i}$ for initial- and final-state splittings are given in Eq. (2.71) and Eq. (2.73), respectively. We use them to write the subtraction terms in Eqs. (2.97)-(2.98) as ${ }^{22}$

$$
\begin{align*}
& \mathcal{I}_{T C}^{\text {gen }}=4 g^{4}\left\langle\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \frac{P_{f_{i}, f_{4}, f_{5}}\left( \pm s_{i 4}, \pm s_{i 5}, s_{45}, \pm E_{i}, E_{4}, E_{5}\right)}{s_{i 45}^{2}}\right. \\
& \left.\times F_{\mathrm{LM}}\left(\frac{\mp E_{i}-E_{4}-E_{5}}{\mp E_{i}} \cdot\left(p_{i}\right)_{f}, . .\right)\right\rangle,  \tag{2.99}\\
& \mathcal{I}_{T C}^{\text {s.o. }}=4 g^{4} \sum_{k}\left\langle\theta^{k} C^{k}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \frac{P_{f_{i}, f_{4}, f_{5}}\left( \pm s_{i 4}, \pm s_{i 5}, s_{45}, \pm E_{i}, E_{4}, E_{5}\right)}{s_{i 45}^{2}}\right.
\end{align*}
$$

[^13]\[

$$
\begin{equation*}
\left.\times F_{\mathrm{L} M}\left(\frac{\mp E_{i}-E_{4}-E_{5}}{\mp E_{i}} \cdot\left(p_{i}\right)_{f}, \cdot .\right)\right\rangle \tag{2.100}
\end{equation*}
$$

\]

where $g^{4}=g_{s}^{4}$ in case of NNLO QCD corrections and $g^{4}=g_{s}^{2} e^{2}$ in case of mixed QCD-EW corrections. We note that it was shown in Refs. [2,3] that we only have to consider spin-averaged splitting functions in Eq. (2.99) and Eq. (2.100). Furthermore, we note that the appearance of the propagator $1 / s_{i 45}$ in Eq. (2.99) emphasises the double-unresolved nature of this subtraction term, complicating the phase-space integration. In the stronglyordered limit in Eq. (2.100), this propagator factorizes into a product of two-particle kinematic invariants, as can be seen, for example, in Example 5.

In what follows, we will discuss genuine and strongly-ordered triple-collinear subtraction terms in Sec. 2.6.1 and Sec. 2.6.2, respectively. We will provide a summary of all triple-collinear subtraction terms by listing required splitting functions that have to be considered in Sec. 2.6.3.

### 2.6.1 Genuine triple-collinear subtraction terms

We begin with the discussion of the genuine triple-collinear term $\mathcal{I}_{T C}^{\mathrm{gen}}$ in Eq. (2.99),

$$
\begin{align*}
& \mathcal{I}_{T C}^{\text {gen }}=4 g^{4}\left\langle\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \hat{O}_{\text {soft }} \frac{P_{f_{i}, f_{4}, f_{5}}\left( \pm s_{i 4}, \pm s_{i 5}, s_{45}, \pm E_{i}, E_{4}, E_{5}\right)}{s_{i 45}^{2}}\right. \\
& \left.\times F_{\mathrm{L} M}\left(\frac{\mp E_{i}-E_{4}-E_{5}}{\mp E_{i}} \cdot\left(p_{i}\right)_{f}, . .\right)\right\rangle \tag{2.101}
\end{align*}
$$

We note that, in variance to double-collinear operators $C^{k}$, the triple-collinear operator $\mathbb{C}_{i}$ does not act on the phase-space measure, leaving the unresolved phase space intact. This implies that taking this limit does not modify the scalar products $s_{i j}$ (or $s_{i j k}$ ) that appear in Eq. (2.101). With this definition, the triple-collinear limit is independent of the precise phase-space parameterization. This was not the case in the original formulation of the nested soft-collinear subtraction scheme [1], where operator $\mathbb{C}_{i}$ was defined to act on the phase-space measure, and integrated triple-collinear subtraction terms were obtained numerically. In fact, the original prescription was changed precisely to facilitate the analytic integration of the triple-collinear subtraction terms [5].

In the new formulation, the triple-collinear subtraction term in Eq. (2.101) has to be integrated over the full, unresolved phase space. ${ }^{23}$ We separate integration over energies and angles and write

$$
\begin{align*}
& \mathcal{I}_{T C}^{\mathrm{gen}}=\int \mathrm{d} E_{4} \mathrm{~d} E_{5}\left(E_{4} E_{5}\right)^{1-2 \epsilon} \Phi_{E}\left(E_{4}, E_{5}\right) \hat{O}_{\mathrm{soft}} \mathcal{T}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right) \\
& \times\left\langle F_{\mathrm{L} M}\left(\frac{\mp E_{i}-E_{4}-E_{5}}{\mp E_{i}} \cdot\left(p_{i}\right)_{f}, \cdot .\right)\right\rangle \tag{2.102}
\end{align*}
$$

[^14]where the operator $\hat{O}_{\text {soft }}$ and the energy constraint function $\Phi_{E}$ depend on whether the soft singularity structure of the partonic process warrants energy ordering. In writing Eq. (2.102) we have defined the angular integral
\[

$$
\begin{equation*}
\mathcal{T}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)=4 g^{4} \int \mathrm{~d} \Omega_{45}^{(d-1)} \frac{P_{f_{i}, f_{4}, f_{5}}\left( \pm s_{i 4}, \pm s_{i 5}, s_{45}, \pm E_{i}, E_{4}, E_{5}\right)}{s_{i 45}^{2}} \tag{2.103}
\end{equation*}
$$

\]

with $\mathrm{d} \Omega_{45}^{(d-1)}=\mathrm{d} \Omega_{4}^{(d-1)} \mathrm{d} \Omega_{5}^{(d-1)}$. We note that, thanks to the new definition of $\mathbb{C}_{i}$, the integrand in Eq. (2.103) is a rotationally invariant function in $d-1$ spatial dimensions.

It follows from Eq. (2.102) that the hard matrix element squared depends only on the sum of energies $E_{4}+E_{5}$. It is therefore possible to integrate over directions $\boldsymbol{n}_{4,5}$ in Eq. (2.103) and over ratio of energies $E_{4} / E_{5}$ in Eq. (2.102) in a universal manner. In fact, we will explain in Sec. 3.2.3 how angular integrals $\mathcal{T}^{ \pm}$in Eq. (2.103) can be obtained using methods of multi-loop calculations, and how resulting expressions can be integrated over energies.

In order to facilitate integration over energies in Eq. (2.102), we need to introduce convenient parameterizations. Below, we shortly explain how this can be done so that the following two requirements are met: $i$ ) the factorization of $F_{\mathrm{L} M}$ is ensured, and $i i$ ) the regularisation of soft singularities becomes explicit. To this end, we consider the cases of initial-state splittings $f_{i} \rightarrow f^{*} f_{4} f_{5}$ with and without energy ordering, as well as final-state splittings $f^{*} \rightarrow f_{i} f_{4} f_{5}$.

## Parameterization for initial-state splittings with energy-ordering

The case of initial-state splittings that requires energy-ordering, e.g. $g \rightarrow g^{*}+g g$ or $q \rightarrow q^{*}+g g$ was discussed in Ref. [1] and we briefly summarize it here. The domain of integration over energies in Eq. (2.102) is defined by the function $\Phi_{E}$. In the energyordered case, it reads

$$
\begin{equation*}
\Phi_{E}=\theta\left(E_{\max }-E_{4}\right) \theta\left(E_{4}-E_{5}\right) \tag{2.104}
\end{equation*}
$$

The operator $\hat{O}_{\text {soft }}$ that regulates all soft-singularities reads

$$
\begin{equation*}
\hat{O}_{\mathrm{soft}}=(I-\mathbb{S})\left(I-S_{5}\right)=I-S_{5}-\mathbb{S}+\mathbb{S} S_{5} \tag{2.105}
\end{equation*}
$$

Altogether, we find the triple-collinear subtraction term

$$
\begin{align*}
& \mathcal{I}_{T C}^{\mathrm{ISR}}=\int_{0}^{E_{\max }} \mathrm{d} E_{4} \int_{0}^{E_{4}} \mathrm{~d} E_{5}\left(E_{4} E_{5}\right)^{1-2 \epsilon}\left[I-S_{5}-\mathscr{S}+\mathscr{S} S_{5}\right] \mathcal{T}^{-}\left(E_{i}, E_{4}, E_{5}\right) \\
& \times\left\langle F_{\mathrm{LM}}\left(\frac{E_{i}-E_{4}-E_{5}}{E_{i}} \cdot\left(p_{i}\right)_{f}, \cdot \cdot\right)\right\rangle \tag{2.106}
\end{align*}
$$

where the function $\mathcal{T}^{-}\left(E_{i}, E_{4}, E_{5}\right)$ is defined in Eq. (2.103). In order to decouple the matrix element squared in the term in Eq. (2.106) that is proportional to the identity operator I from remaining integrations over energies, we apply the change of variables

$$
E_{4}=E_{i}(1-z)(1-r / 2), \quad E_{5}=E_{i}(1-z) r / 2, \quad r \in[0,1], \quad z \in\left[z_{\min }, 1\right]
$$

where

$$
\begin{equation*}
z_{\min }=1-\frac{E_{\max } / E_{i}}{1-r / 2}>1-E_{\max } / E_{i} \tag{2.108}
\end{equation*}
$$

Indeed, in this parameterization the matrix element squared reads

$$
\begin{equation*}
F_{\mathrm{LM}}\left(\frac{E_{i}-E_{4}-E_{5}}{E_{i}} \cdot\left(p_{i}\right)_{f}, . .\right)=F_{\mathrm{LM}}\left(z \cdot\left(p_{i}\right)_{f}, \cdot .\right) \tag{2.109}
\end{equation*}
$$

and has decoupled from the integration over $r$. Since the matrix element squared in Eq. (2.109) vanishes for $z<z_{\min }$ due to energy conservation [1], we can extend integration over $z$ by replacing $z_{\min }$ with zero. This allows us to write the hard contribution to Eq. (2.106) as

$$
\begin{align*}
& \left.\mathcal{I}_{T C}^{\mathrm{ISR}}\right|_{I}=\frac{E_{i}^{4-4 \epsilon}}{2} \int_{0}^{1} \mathrm{~d} z(1-z)^{3-4 \epsilon} \int_{0}^{1} \mathrm{~d} r\left[\left(1-\frac{r}{2}\right) \frac{r}{2}\right]^{1-2 \epsilon}  \tag{2.110}\\
& \times \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z)\left(1-\frac{r}{2}\right), E_{i}(1-z) \frac{r}{2}\right)\left\langle F_{\mathrm{LM}}\left(z \cdot\left(p_{i}\right)_{f}, . .\right)\right\rangle .
\end{align*}
$$

We now turn to the discussion of the contribution proportional to the single-soft operator $S_{5}$ in Eq. (2.106). We note that the parameterization in Eq. (2.107) is not suited to describe this limit, which requires us to take $E_{5} \rightarrow 0$ at fixed $E_{4}$. In order to describe the single-soft contribution to the triple-collinear subtraction term, we choose the following parameterization

$$
\begin{equation*}
E_{4}=E_{i}(1-z), \quad E_{5}=E_{i}(1-z) r, \quad r \in[0,1], \quad z \in\left[z_{\min }, 1\right] . \tag{2.111}
\end{equation*}
$$

The single-soft limit requires us to extract the leading $1 / r$ behavior in the $r \rightarrow 0$ limit. Upon doing this, we find

$$
\begin{align*}
& \left.\mathcal{I}_{T C}^{\mathrm{ISR}}\right|_{S_{5}}=E_{i}^{4-4 \epsilon} \int_{0}^{1} \mathrm{~d} z(1-z)^{3-4 \epsilon} \int_{0}^{1} \frac{\mathrm{~d} r}{r^{1+2 \epsilon}}  \tag{2.112}\\
& \times\left[\lim _{r \rightarrow 0} r^{2} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z), E_{i}(1-z) r\right)\right]\left\langle F_{\mathrm{L} M}\left(z \cdot\left(p_{i}\right)_{f}, . .\right)\right\rangle .
\end{align*}
$$

We note that when writing Eq. (2.112), we have again replaced $z_{\min }$ with zero, and that the product $r^{2} \cdot \mathcal{T}(\ldots)$ is regular at $r=0$. Furthermore, we note that the single-soft contribution in Eq. (2.112) can be integrated over $r$, rendering the respective $\epsilon$ pole explicit.
The parameterization in Eq. (2.111) is also suitable for the discussion of the double-soft limit, since $z \rightarrow 1$ sends both $E_{4,5} \rightarrow 0$ while the ratio $E_{4} / E_{5}$ is kept fixed. Accordingly, we write the remaining two contributions to Eq. (2.106) as

$$
\left.\mathcal{I}_{T C}^{\mathrm{ISR}}\right|_{\mathscr{S}}=E_{i}^{4-4 \epsilon} \int_{z_{\min }}^{1} \frac{\mathrm{~d} z}{(1-z)^{1+4 \epsilon}} \int_{0}^{1} \mathrm{~d} r r^{1-2 \epsilon}
$$

$$
\begin{align*}
& \times\left[\lim _{z \rightarrow 1}(1-z)^{4} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z), E_{i}(1-z) r\right)\right]\left\langle F_{\mathrm{LM}}\left(\left(p_{i}\right)_{f}, . .\right)\right\rangle  \tag{2.113}\\
& \left.\mathcal{I}_{T C}^{\mathrm{ISR}}\right|_{S S_{5}}=E_{i}^{4-4 \epsilon} \int_{z_{\min }}^{1} \frac{\mathrm{~d} z}{(1-z)^{1+4 \epsilon}} \int_{0}^{1} \frac{\mathrm{~d} r}{r^{1+2 \epsilon}} \\
& \times\left[\lim _{r \rightarrow 0} \lim _{z \rightarrow 1}(1-z)^{4} r^{2} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z), E_{i}(1-z) r\right)\right]\left\langle F_{\mathrm{L} M}\left(\left(p_{i}\right)_{f}, \cdot .\right)\right\rangle \tag{2.114}
\end{align*}
$$

Here, we had to keep $z_{\min }$; the reason for this is that energies $E_{4,5}$ decouple from the energy conservation in $F_{\mathrm{LM}}$ in the double-soft limit, so that the region $z \in\left[0, z_{\min }\right]$ is not automatically cut off in Eqs. (2.113)-(2.114). We note that the double-soft contribution in Eq. (2.113) can be explicitly integrated over $z$, while the strongly-ordered contribution in Eq. (2.114) can be integrated over both $r$ and $z$.

Upon adding the contributions Eq. (2.110) and Eqs. (2.112)-(2.114) and carrying out integrations over $r$ and $z$ where possible, we arrive at the following result

$$
\begin{align*}
& \mathcal{I}_{T C}^{\mathrm{ISR}}=E_{i}^{-4 \epsilon} \int_{0}^{1} \mathrm{~d} z\left[R_{\delta} \delta(1-z)+\frac{R_{+}}{\left[(1-z)^{1+4 \epsilon}\right]_{+}}+R_{\mathrm{reg}}(z)\right] \\
& \quad \times\left\langle\frac{F_{\mathrm{L} M}\left(z \cdot\left(p_{i}\right)_{f}, \cdot .\right)}{z}\right\rangle . \tag{2.115}
\end{align*}
$$

The definition of the so-called plus prescription $[\ldots]_{+}$, used in the above formula, is given in Eq. (B.4). The three functions $R_{\delta,+, \text { reg }}$ in Eq. (2.115) read

$$
\begin{align*}
R_{\delta} & =\frac{\left(E_{\max } / E_{i}\right)^{-4 \epsilon}-1}{4 \epsilon} A_{3}-\int_{0}^{1} \frac{\mathrm{~d} r}{r^{1+2 \epsilon}} \frac{\left[(1+r)^{4 \epsilon}-1\right]}{4 \epsilon} F(r), \\
R_{+} & =A_{1}(1)+A_{2}(1),  \tag{2.116}\\
R_{\mathrm{reg}}(z) & =\frac{A_{1}(z)+A_{2}(z)-A_{1}(1)-A_{2}(1)}{(1-z)^{1+4 \epsilon}},
\end{align*}
$$

where

$$
\begin{align*}
A_{1}(z)= & \frac{z(1-z)^{4}}{2^{-2 \epsilon}} \int_{0}^{1} \frac{\mathrm{~d} r}{r^{1+2 \epsilon}}\left(1-\frac{r}{2}\right)^{-1-2 \epsilon}\left(I-\hat{L}_{r}\right) \\
& \times\left[\left(\frac{r}{2}\right)^{2}\left(1-\frac{r}{2}\right)^{2} E_{i}^{4} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z)\left(1-\frac{r}{2}\right), E_{i}(1-z) \frac{r}{2}\right)\right] \\
A_{2}(z)= & \frac{z(1-z)^{4}}{2 \epsilon}\left[1-\frac{\Gamma^{2}(1-2 \epsilon)}{\Gamma(1-4 \epsilon)}\right]  \tag{2.117}\\
& \times \hat{L}_{r}\left[E_{i}^{4} r^{2} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z), E_{i}(1-z) r\right)\right] \\
A_{3}= & \int_{0}^{1} \frac{\mathrm{~d} r}{r^{1+2 \epsilon}} \hat{L}_{1-z}\left(I-\hat{L}_{r}\right) \\
& \times\left[E_{i}^{4}(1-z)^{4} r^{2} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z), E_{i}(1-z) r\right)\right] \\
F(r)= & \hat{L}_{1-z}\left[E_{i}^{4}(1-z)^{4} r^{2} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z), E_{i}(1-z) r\right)\right]
\end{align*}
$$

and

$$
\begin{equation*}
\hat{L}_{x} g(\ldots, x, \ldots)=\lim _{x \rightarrow 0} g(\ldots, x, \ldots) \tag{2.118}
\end{equation*}
$$

We postpone the computation of the three quantities $R_{\delta,+ \text {, reg }}$ in Eq. (2.116) until Sec. 3.2.3.

## Parameterization for initial-state splittings without energy-ordering

Some partonic processes are free of double-soft or soft singularities in general. The former is the case for the $f_{4,5}=q g$ final state ${ }^{24}$ whereas the latter is the case for the $f_{4,5}=q q^{\prime}$ final state. In these cases, we do not introduce any energy ordering. Then, the integration in Eq. (2.102) is constrained by

$$
\begin{equation*}
\Phi_{E}=\theta\left(E_{\max }-E_{4}\right) \theta\left(E_{\max }-E_{5}\right) \tag{2.119}
\end{equation*}
$$

and the operator $\hat{O}_{\text {soft }}$ that regulates the (potential) single-soft singularity reads

$$
\begin{equation*}
\hat{O}_{\mathrm{soft}}=I-S_{5} . \tag{2.120}
\end{equation*}
$$

To describe the hard contribution proportional to the identity operator $I$, we choose the parameterization

$$
\begin{equation*}
E_{4}=E_{i}(1-z)(1-r), \quad E_{5}=E_{i}(1-z) r \tag{2.121}
\end{equation*}
$$

[^15]where $z, r \in[0,1]$. For the single-soft contribution, proportional to $S_{5}$, we employ the parameterization in Eq. (2.111). Following steps similar to the ones in the previous section, we obtain
\[

$$
\begin{equation*}
\mathcal{I}_{T C}^{\mathrm{ISR}}=E_{i}^{-4 \epsilon} \int_{0}^{1} \mathrm{~d} z \widetilde{R}_{\mathrm{reg}}(z)\left\langle\frac{F_{\mathrm{L} M}\left(z \cdot\left(p_{i}\right)_{f}, \cdot .\right)}{z}\right\rangle . \tag{2.122}
\end{equation*}
$$

\]

In writing Eq. (2.122), we have defined

$$
\begin{equation*}
\widetilde{R}_{\mathrm{reg}}(z)=z(1-z)^{3-4 \epsilon}\left[\tilde{A}_{1}(z)+\tilde{A}_{2}(z)\right] \tag{2.123}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{A}_{1}(z)= & \int_{0}^{1} \frac{\mathrm{~d} r}{r^{1+2 \epsilon}}(1-r)^{1-2 \epsilon} \\
& \times\left(1-\hat{L}_{r}\right)\left[r^{2} E_{i}^{4} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z)(1-r), E_{i}(1-z) r\right)\right],  \tag{2.124}\\
\tilde{A}_{2}(z)= & \frac{1}{2 \epsilon}\left[\left(\frac{E_{\max }}{E_{i}}\right)^{-2 \epsilon}(1-z)^{2 \epsilon}-\frac{(1-2 \epsilon)}{(1-4 \epsilon)} \frac{\Gamma^{2}(1-2 \epsilon)}{\Gamma(1-4 \epsilon)}\right] \\
& \times \hat{L}_{r}\left[r^{2} E_{1}^{4} \mathcal{T}^{-}\left(E_{i}, E_{i}(1-z), E_{i}(1-z) r\right)\right] .
\end{align*}
$$

The computation of the quantity $\widetilde{R}_{\text {reg }}(z)$ in Eq. (2.123) is described in Sec. 3.2.3.

## Parameterization for final-state splittings

Up to now, we have focused on triple-collinear splittings in initial-state radiation as discussed in Refs. [1, 2]. In what follows, we focus on final-state triple-collinear splittings. The corresponding subtraction terms were discussed in Refs. [3, 126]. We begin with the subtraction term for the final-state emission, cf. Eq. (2.102), and write

$$
\begin{align*}
& \mathcal{I}_{T C}^{\mathrm{FSR}}=\int \mathrm{d} E_{4} \mathrm{~d} E_{5}\left(E_{4} E_{5}\right)^{1-2 \epsilon} \theta\left(E_{4}-E_{5}\right) \theta\left(E_{\max }-E_{4}\right)(I-\mathscr{S})\left(I-S_{5}\right) \\
& \times S\left(E_{i}\right) \mathcal{T}^{+}\left(E_{i}, E_{4}, E_{5}\right)\left\langle\frac{\mathrm{d}^{d-1} p_{i}}{(2 \pi)^{d-1} 2 E_{i}} F_{\mathrm{LM}}\left(\frac{E_{i}+E_{4}+E_{5}}{E_{i}} \cdot\left(p_{i}\right)_{f}, \cdot .\right)\right\rangle . \tag{2.125}
\end{align*}
$$

We note that $\mathcal{T}^{+}$in Eq. (2.125) was defined in Eq. (2.103) and that we have restored the dependence on the damping factor $S\left(E_{i}\right)$, which was mentioned in Sec. 2.1 after Eq. (2.17). Furthermore, in Eq. (2.125) we have included the final-state phase-space volume in order to emphasize that it can be part of a re-definition of energies.

The function $F_{\text {LM }}$ in Eq. (2.125) that describes the hard process depends on the total energy of the final-state particles $E=E_{i}+E_{4}+E_{5}$. We parametrize energies accordingly, and write

$$
\begin{equation*}
E_{4}=E x_{1}, \quad E_{5}=E x_{1} x_{2}, \quad E_{i}=E\left(1-x_{1}-x_{1} x_{2}\right) . \tag{2.126}
\end{equation*}
$$

In this parameterization the hard matrix element becomes independent of $x_{1,2}$ and we find

$$
\begin{equation*}
F_{\mathrm{L} M}\left(\frac{E_{i}+E_{4}+E_{5}}{E_{i}} \cdot\left(p_{i}\right)_{f}, . .\right)=F_{\mathrm{L} M}\left(E \cdot\left(n_{i}\right)_{f}, . .\right) \tag{2.127}
\end{equation*}
$$

where the four-vector $n_{i}=\left(1, n_{i}\right)$ denotes the direction-of-flight of hard parton $i$. Hence, the subtraction term in Eq. (2.125) is simply a number that depends on $\epsilon$.

We note that the double-soft (single-soft) limit corresponds to the $x_{1} \rightarrow 0\left(x_{2} \rightarrow 0\right)$ limit in this parameterization, while the energy ordering $E_{5}<E_{4}$ implies $x_{2}<1$. We employ the parametrization in Eq. (2.125) and obtain ${ }^{25}$

$$
\begin{align*}
& \mathcal{I}_{T C}^{\mathrm{FSR}}=E^{-4 \epsilon} \int_{0}^{1} \frac{\mathrm{~d} x_{1}}{x_{1}^{1+4 \epsilon}} \frac{\mathrm{~d} x_{2}}{x_{2}^{1+2 \epsilon}} \theta\left(E_{\max } / E-x_{1}\right) \theta\left(1-x_{1}-x_{1} x_{2}\right) \\
& \times\left(I-\hat{L}_{x_{1}}\right)\left(I-\hat{L}_{x_{2}}\right)\left(1-x_{1}-x_{1} x_{2}\right)^{n-2 \epsilon}  \tag{2.128}\\
& \times\left[E^{4} x_{1}^{4} x_{2}^{2} \mathcal{T}^{+}\left(E\left(1-x_{1}-x_{1} x_{2}\right), E x_{1}, E x_{1} x_{2}\right)\right] .
\end{align*}
$$

In Eq. (2.128), the function $\theta\left(1-x_{1}-x_{1} x_{2}\right)$ enforces positivity of the hard-parton energy $E_{i}>0$ and we have assumed that the damping factor $S$ is homogeneous in $E_{i}$. More specifically, we find

$$
\begin{align*}
& \mathrm{d} E_{4} \mathrm{~d} E_{5} \mathrm{~d} E_{i} S\left(E_{i}\right)\left(E_{i} E_{4} E_{5}\right)^{1-2 \epsilon}=\mathrm{d} E E^{1-2 \epsilon} \\
& \quad \times E^{4-4 \epsilon} \mathrm{~d} x_{1} \mathrm{~d} x_{2} x_{1}^{3-4 \epsilon} x_{2}^{1-2 \epsilon}\left(1-x_{1}-x_{1} x_{2}\right)^{n-2 \epsilon} \tag{2.129}
\end{align*}
$$

where we assumed that the damping factors has the form $S\left(E_{i}\right)=E_{i}^{n-1} \times S(1)$. It will become clear in Sec. 3.2.3 that the factor $\left(1-x_{1}-x_{1} x_{2}\right)^{n-2 \epsilon}$ in Eq. (2.128) does not complicate the actual integration over $x_{1,2}$.
The $E_{\max }$ dependence in Eq. (2.128) arises from the cut-off $\theta\left(E_{\max } / E-x_{1}\right)=\theta^{E}$. However, this cut-off is only relevant for terms in the double-soft limit $\hat{L}_{x_{1}}$. For other terms, the condition $\theta\left(1-x_{1}-x_{1} x_{2}\right)$ provides a stronger bound on the integration variables. This allows us to split the integrand as follows

$$
\begin{align*}
& \theta^{E}\left(I-\hat{L}_{x_{1}}\right)\left(I-\hat{L}_{x_{2}}\right)=\left[\left(I-\hat{L}_{x_{2}}\right)-\theta^{E} \hat{L}_{x_{1}}\left(I-\hat{L}_{x_{2}}\right)\right]  \tag{2.130}\\
& =\left[\left(I-\hat{L}_{x_{1}}\right)\left(I-\hat{L}_{x_{2}}\right)\right]-\left(\theta^{E}-1\right) \hat{L}_{x_{1}}\left(I-\hat{L}_{x_{2}}\right) .
\end{align*}
$$

[^16]We insert the identity in Eq. (2.130) into the subtraction term in Eq. (2.128), integrate the double-soft contribution over $x_{1}$, and find

$$
\begin{align*}
& \mathcal{I}_{T C}^{\mathrm{FSR}}=E^{-4 \epsilon}\left\{\int_{0}^{1} \frac{\mathrm{~d} x_{1}}{x_{1}^{1+4 \epsilon}} \frac{\mathrm{~d} x_{2}}{x_{2}^{1+2 \epsilon}}\left(I-\hat{L}_{x_{1}}\right)\left(I-\hat{L}_{x_{2}}\right) \theta\left(1-x_{1}-x_{1} x_{2}\right)\right. \\
& \quad \times\left(1-x_{1}-x_{1} x_{2}\right)^{n-2 \epsilon}\left[E^{4} x_{1}^{4} x_{2}^{2} \mathcal{T}^{+}\left(E\left(1-x_{1}-x_{1} x_{2}\right), E x_{1}, E x_{1} x_{2}\right)\right] \\
& -\frac{\left(E_{\max } / E\right)^{-4 \epsilon}-1}{-4 \epsilon} \int_{0}^{1} \frac{\mathrm{~d} x_{2}}{x_{2}^{1+2 \epsilon}} \hat{L}_{x_{1}}\left(I-\hat{L}_{x_{2}}\right)  \tag{2.131}\\
& \left.\quad \times\left[E^{4} x_{1}^{4} x_{2}^{2} \mathcal{T}^{+}\left(E\left(1-x_{1}-x_{1} x_{2}\right), E x_{1}, E x_{1} x_{2}\right)\right]\right\} .
\end{align*}
$$

We will discuss the analytical computation of the integral in Eq. (2.131) in Sec. 3.2.3.

### 2.6.2 Strongly-ordered triple-collinear subtraction terms

It remains to discuss strongly-ordered triple-collinear contributions in Eq. (2.100). Again, we separate integration over energies and angles and write

$$
\begin{align*}
& \mathcal{I}_{T C}^{\text {s.O. }}=\int \mathrm{d} E_{4} \mathrm{~d} E_{5}\left(E_{4} E_{5}\right)^{1-2 \epsilon} \Phi_{E}\left(E_{4}, E_{5}\right) \hat{O}_{\text {soft }} \mathcal{T}_{\text {s.O. }}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right) \\
& \quad \times\left\langle F_{\mathrm{LM}}\left(\frac{\mp E_{i}-E_{4}-E_{5}}{\mp E_{i}} \cdot\left(p_{i}\right)_{f}, . .\right)\right\rangle . \tag{2.132}
\end{align*}
$$

In Eq. (2.132), we have defined the strongly-ordered angular integral

$$
\begin{equation*}
\mathcal{T}_{\text {s.o. }}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)=4 g^{4} \sum_{k} \int \theta^{k} C^{k} \mathrm{~d} \Omega_{45}^{(d-1)} \frac{P_{f_{i}, f_{4}, f_{5}}\left( \pm s_{i 4}, \pm s_{i 5}, s_{45}, \pm E_{i}, E_{4}, E_{5}\right)}{s_{i 45}^{2}} \tag{2.133}
\end{equation*}
$$

We note that we parameterize the integral over energies in Eq. (2.132) following the same steps as in Sec. 2.6.1. In variance with the genuine triple-collinear contribution, the strongly-ordered angular integral in Eq. (2.133) depends on the angular phase-space parameterization. This is the case, since operators $\theta^{k} C^{k}$ act on - and constrain - the angular part of the unresolved phase space. However, once the double-collinear limit is taken, all resulting terms have a NLO-like structure, cf. Eq. (2.74), and are simple enough to allow for a straightforward integration in terms of gamma functions. We will explain how to compute such integrals in Sec. 3.1.3.

### 2.6.3 Overview of the required partonic splittings

We have discussed three variants of energy parameterizations for both initial-state and final-state emissions that apply to genuine and strongly-ordered contributions to the
triple-collinear subtraction terms. These parameterizations were chosen to ensure that integration of triple-collinear splitting functions decouples from the matrix element squared to an extent possible. Furthermore, we explained how to make integrations over energy-like variables finite. In summary, we can write the triple-collinear subtraction term in Eq. (2.96) as follows

$$
\begin{align*}
& \mathcal{I}_{\text {TC }}=\int \mathrm{d} E_{4} \mathrm{~d} E_{5}\left(E_{4} E_{5}\right)^{1-2 \epsilon} \Phi_{E}\left(E_{4}, E_{5}\right) \hat{O}_{\text {soft }}\left[\mathcal{T}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)-\mathcal{T}_{\text {s.o. }}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)\right] \\
& \times\left\langle F_{\mathrm{LM}}\left(\frac{\mp E_{i}-E_{4}-E_{5}}{\mp E_{i}} \cdot\left(p_{i}\right)_{f}, . .\right)\right\rangle . \tag{2.134}
\end{align*}
$$

The splitting functions $P_{f_{i} f_{4} f_{5}}$ that have to be considered in order to describe all possible initial-state and final-state splittings are listed in Table 2.2 and Table 2.3, respectively. There, we also specify the type of energy parameterization that was used for initial-state splittings and the power $n$ that was defined in the context of final-state splittings in Eq. (2.128).
We will explain how to obtain (strongly-ordered) angular integrals $\mathcal{T}^{ \pm}\left(\mathcal{T}_{\text {s.o. }}^{ \pm}\right)$, as well as the respective energy integrals in Sec. 3.2.3 (Sec. 3.1.3). As will become clear in Sec. 3.1.3, NLO-like integrals can be obtained in a straightforward way by parametric integration, irrespective of the energy parameterization or the specific definition of sectors.

| Splitting | EO | $P_{a b c}$ | Name in supplementary material |
| :---: | :---: | :---: | :---: |
| $q \rightarrow g g q^{*}$ | $\checkmark$ | $1 / 2\left(P_{8_{485} 9_{1}}+4 \leftrightarrow 5\right)$ | ISR[z,1] |
| $g \rightarrow g g g^{*}$ | $\checkmark$ | $1 / 2\left(P_{g_{184} 8_{5}}+4 \leftrightarrow 5\right)$ | ISR[z,2] |
| $q \rightarrow \bar{q}^{\prime} q^{\prime} q^{*}$ | $\checkmark$ | $P_{{\overline{q_{4}^{\prime}} q_{5}^{\prime} q_{1}}+4 \leftrightarrow 5}$ | ISR[ $\mathrm{z}, 3]$ |
| $q \rightarrow q q^{\prime} \bar{q}^{\prime *}$ | $\checkmark$ | $P_{\overline{1}_{1}^{\prime} q_{4}^{\prime} \sigma_{5}}+4 \leftrightarrow 5$ | $\operatorname{ISR}[\mathrm{z}, 4]$ |
| $q \rightarrow \bar{q} q q^{*}$ | $\checkmark$ | $P_{\bar{q}_{4} q_{5} q_{1}}^{\mathrm{id}}+4 \leftrightarrow 5$ | ISR[z,5] |
| $q \rightarrow q q \bar{q}^{*}$ | $\checkmark$ | $1 / 2\left(P_{\bar{q}_{1} q_{4} q_{5}}^{\mathrm{id}}+4 \leftrightarrow 5\right)$ | $\operatorname{ISR}[\mathrm{z}, 6]$ |
| $g \rightarrow q \bar{q} g^{*}$ | $\checkmark$ | $P_{g_{1} q_{4} \bar{q}_{5}}+4 \leftrightarrow 5$ | ISR[z,7] |
| $q \rightarrow q g g^{*}$ | X | $P_{g_{551} \overline{1}_{4}}$ | ISR[z,8] |
| $g \rightarrow q g q *$ | X | $P_{g_{185} 9_{4}}$ | ISR[z,9] |

Table 2.2: List of all required splittings in the case of initial-state radiation. In the first column we define the partons that take part in the splitting. In the second column, we indicate whether the energy-ordered parametrization in Eq. (2.115) or the parameterization in Eq. (2.122) is used. In the third column, we identify the corresponding triple-collinear splitting functions of Ref. [123] that have to be used in Eq. (2.103). Energy-ordered contributions are symmetrized in $f_{4} \leftrightarrow f_{5}$ according to Eq. (2.21). We include an additional symmetry factor where required by the formulation of the subtraction scheme. Finally, the last column provides the name of the corresponding expression in the Mathematica readable supplementary material of Ref. [5].

| Splitting | $P_{a b c}$ | $n$ | Name in supplementary material |
| :--- | :---: | :---: | :---: |
| $q^{*} \rightarrow g g q$ | $1 / 2\left(P_{g_{4} \xi_{5} q_{1}}+4 \leftrightarrow 5\right)$ | 1 | FSR[1] |
| $q^{*} \rightarrow \bar{q}^{\prime} q^{\prime} q$ | $P_{\bar{q}_{4}^{\prime} q_{5} q_{1}}+4 \leftrightarrow 5$ | 1 | FSR[2] |
| $q^{*} \rightarrow \bar{q} q q$ | $P_{\bar{q}_{4}}^{\mathrm{i}} q_{1} q_{5}+4 \leftrightarrow 5$ | 1 | FSR[3] |
| $g^{*} \rightarrow g q \bar{q}$ | $P_{g_{1} q_{4} \bar{q}_{5}}+P_{g_{4} q_{1} \bar{q}_{5}}+P_{g_{55} q_{1} \bar{q}_{4}}$ | 2 | FSR[4] |
| $g^{*} \rightarrow g g g$ | $P_{g_{1} g_{4} 45}$ | 2 | FSR[5] |

Table 2.3: List of all required splittings in the case of final-state radiation. In the first column we define the partonic splitting. In the second column, we identify the corresponding triple-collinear splitting functions of Ref. [123] that have to be used in Eq. (2.103). We include an additional symmetry factor where required. The third column denotes the power $n$ as defined in Eq. (2.128). Finally, the last column provides the name of the corresponding expression in the supplementary material of Ref. [5].

In this Chapter, we present analytic computations of the integrated subtraction terms that emerged in the course of the regularisation procedure with the nested soft-collinear subtraction scheme, as described in Chapter 2. Although subtraction terms can be integrated numerically, deriving analytic formulas for them is advantageous for two reasons. First, they allow for an analytic cancellation of IR poles, a welcome cross-check of the correctness of the subtraction procedure. Second, use of analytic expressions instead of multidimensional numerical integration, makes calculations of physical cross sections both more efficient and numerically stable.
layout of the chapter This Chapter is organized as follows. First, we consider NLO-like subtraction terms in Sec. 3.1. This includes computation of single-soft integrals in Sec. 3.1.1 and Sec. 3.1.2, as well as strongly-ordered triple-collinear subtraction terms in Sec. 3.1.3. As will become clear in Sec. 3.1, all NLO-like integrals that we have to consider can be obtained in a closed form in terms of gamma functions and hypergeometric functions for arbitrary $\epsilon$. We manipulate these special functions using their properties listed in Appendix A. Their $\epsilon$-expansion can be obtained with the help of HypExp [127, 128].

We then turn to genuinely nNLO-like subtraction terms in Sec. 3.2. As already discussed, these contributions arise from regulating double-soft and triple-collinear singularities. We begin by outlining the computational strategy for the required phase-space integrals in Sec. 3.2.1. We then explain how to obtain analytic results for the doublesoft phase-space integrals $\mathcal{G} \mathcal{G}_{i j}$ and $\mathcal{Q Q}_{i j}$ (cf. Eq. (2.91) and Eq. (2.92)) in Sec. 3.2.2. In Sec. 3.2.3 we proceed with the calculation of triple-collinear integrals (cf. Eq. (2.99)) that are required to describe all possible partonic splittings in initial and final states.

### 3.1 NLO-LIKE SUBTRACTION TERMS

In this Section, we present computations of NLO-like integrated subtraction terms that were introduced earlier in Chapter 2.

### 3.1.1 Soft subtraction term for massive back-to-back emitters

We begin with the computation of the quantity $\mathcal{G}_{i j}$ as defined in Eq. (2.90) for two massive emitters. We denote their momenta by $p_{A}^{2}=p_{B}^{2}=m^{2}$; they are assumed to be
back-to-back. Since the function $\mathcal{G}_{i j}$ is symmetric under the exchange $i \leftrightarrow j$, we only need to compute $\mathcal{G}_{A B}$ and $\mathcal{G}_{A A}$. The first integral reads

$$
\begin{align*}
& \mathcal{G}_{A B}=\int[\mathrm{d} k] \frac{\left(p_{A} \cdot p_{B}\right)}{\left(p_{A} \cdot k\right)\left(p_{B} \cdot k\right)} \\
& =\frac{\left(1+\beta^{2}\right)}{2} \int_{0}^{E_{\max }} \frac{\mathrm{d} E}{E^{1+2 \epsilon}} \int \frac{\mathrm{~d} \Omega_{k}^{(d-1)}}{\left(1-\beta \boldsymbol{n} \cdot \boldsymbol{n}_{k}\right)\left(1+\beta \boldsymbol{n} \cdot \boldsymbol{n}_{k}\right)} \tag{3.1}
\end{align*}
$$

where we have parameterised the gluon four momentum as $k=E\left(1, \boldsymbol{n}_{k}\right)$ and $p_{A, B}$ as $p_{A, B}=E_{A, B}(1, \pm \beta \boldsymbol{n})$. In order to simplify the angular integration, we choose the reference frame where $\boldsymbol{n}=\boldsymbol{e}_{z}$. We find $\left(1 \pm \beta \boldsymbol{n} \cdot \boldsymbol{n}_{k}\right)=(1 \pm \beta \cos \theta)$. Introducing $\eta=(1-\cos \theta) / 2$ and changing integration variables from $\theta$ to $\eta$, we obtain

$$
\begin{equation*}
\mathcal{G}_{A B}=-\frac{\left(1+\beta^{2}\right) E_{\max }^{-2 \epsilon} \Omega^{(d-2)}}{4 \epsilon} \int_{0}^{1} \mathrm{~d} \eta\left(\frac{[4 \eta(1-\eta)]^{-\epsilon}}{[1-\beta(1-2 \eta)]}+\frac{[4 \eta(1-\eta)]^{-\epsilon}}{[1+\beta(1-2 \eta)]}\right) . \tag{3.2}
\end{equation*}
$$

The integral in Eq. (3.2) can be written as a sum of hypergeometric functions. We find

$$
\begin{align*}
\mathcal{G}_{A B}= & -\frac{\left(1+\beta^{2}\right) E_{\max }^{-2 \epsilon} \Omega^{(d-1)}}{8 \epsilon} \times \\
& \left\{\frac{{ }_{2} F_{1}\left[\{1,1-\epsilon\},\{2-2 \epsilon\} ; \frac{-2 \beta}{1-\beta}\right]}{1-\beta}+\frac{{ }_{2} F_{1}\left[\{1,1-\epsilon\},\{2-2 \epsilon\} ; \frac{2 \beta}{1+\beta}\right]}{1+\beta}\right\} \tag{3.3}
\end{align*}
$$

Following similar steps, we compute the self-correlated emission integral $\mathcal{G}_{A A}$. The result reads

$$
\begin{align*}
\mathcal{G}_{A A} & =\int[\mathrm{d} k] \frac{m^{2}}{\left(p_{A} \cdot k\right)^{2}} \\
& =-\frac{E_{\max }^{-2 \epsilon} \Omega^{(d-1)}}{4 \epsilon} \times\left\{1-2 \epsilon\left({ }_{2} F_{1}\left[\left\{1, \frac{1}{2}\right\},\left\{\frac{3}{2}-\epsilon\right\} ; \beta^{2}\right]-1\right)\right\} . \tag{3.4}
\end{align*}
$$

We apply the quadratic transformation of hypergeometric functions given in Eq. (A.9) to the result in Eq. (3.3), and write $\mathcal{G}_{A A}, \mathcal{G}_{A B}$ as

$$
\begin{align*}
\mathcal{G}_{A A} & =-\frac{E_{\max }^{-2 \epsilon} \Omega^{(d-1)}}{4 \epsilon} \times\left\{1-2 \epsilon\left({ }_{2} F_{1}\left[\left\{1, \frac{1}{2}\right\},\left\{\frac{3}{2}-\epsilon\right\} ; \beta^{2}\right]-1\right)\right\}  \tag{3.5}\\
\mathcal{G}_{A B} & =-\frac{\left(1+\beta^{2}\right) E_{\max }^{-2 \epsilon} \Omega^{(d-1)}}{4 \epsilon} \times{ }_{2} F_{1}\left[\left\{1, \frac{1}{2}\right\},\left\{\frac{3}{2}-\epsilon\right\} ; \beta^{2}\right] \tag{3.6}
\end{align*}
$$

We note that the hypergeometric function ${ }_{2} F_{1}\left[\{1,1 / 2\},\{3 / 2-\epsilon\} ; \beta^{2}\right]$, which appears in Eqs. (3.5)-(3.6) has half-integer parameters. Its expansion in powers of $\epsilon$ therefore yields classical polylogarithms with arguments that involve square roots of $\beta$. In order to find a simpler expansion, we first rewrite the hypergeometric function using the
quadratic transformation in Eq. (A.10) and then apply the linear transformation in Eq. (A.7). We find

$$
\begin{align*}
& { }_{2} F_{1}\left[\{1,1 / 2\},\left\{\frac{3}{2}-\epsilon\right\} ; \beta^{2}\right]=\frac{1-2 \epsilon}{2 \epsilon \beta}\left(\frac{2 \beta}{1+\beta}\right)^{2 \epsilon} \times \\
& \quad\left\{\left(\frac{1-\beta}{1+\beta}\right)^{-\epsilon} \frac{\Gamma(1-2 \epsilon) \Gamma(1+\epsilon)}{\Gamma(1-\epsilon)}-{ }_{2} F_{1}\left[\{\epsilon, 2 \epsilon\},\{1+\epsilon\} ; \frac{1-\beta}{1+\beta}\right]\right\} . \tag{3.7}
\end{align*}
$$

The expansion of the hypergeometric function in Eq. (3.7) is free of square roots. It can be easily obtained with HypExp; the result reads

$$
\begin{align*}
&{ }_{2} F_{1}\left[\{\epsilon, 2 \epsilon\},\{1+\epsilon\} ; \frac{1-\beta}{1+\beta}\right] \\
&= 1+2 \epsilon^{2} \operatorname{Li}_{2}\left(\frac{1-\beta}{1+\beta}\right)+\epsilon^{3}\left[4 \zeta_{3}+\frac{2 \pi^{2}}{3} \ln \left(\frac{2 \beta}{1+\beta}\right)-2 \ln \left(\frac{1-\beta}{1+\beta}\right) \ln ^{2}\left(\frac{2 \beta}{1+\beta}\right)\right. \\
&\left.-4 \ln \left(\frac{2 \beta}{1+\beta}\right) \operatorname{Li}_{2}\left(\frac{1-\beta}{1+\beta}\right)-2 \operatorname{Li}_{3}\left(\frac{1-\beta}{1+\beta}\right)-4 \operatorname{Li}_{3}\left(\frac{2 \beta}{1+\beta}\right)\right]+\mathcal{O}\left(\epsilon^{4}\right) . \tag{3.8}
\end{align*}
$$

We note that soft integrals shown in Eq. (3.3) and Eq. (3.4) were obtained earlier in the literature [67, 129].

### 3.1.2 Soft-photon subtraction terms for $W$ boson production

As we have mentioned earlier, we will compute mixed QCD-EW corrections to $W$-boson hadroproduction in Part II of this thesis. In the following, we consider phase-space integrals that are required to describe soft-photon contributions to these corrections. In particular, we need to integrate the soft-photon eikonal function, shown in Eq. (2.39), over the unresolved phase space of the photon. More specifically, we require the integral

$$
\begin{equation*}
e^{2} \int\left[\mathrm{~d} p_{\gamma}\right] \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right), \tag{3.9}
\end{equation*}
$$

where the soft-photon eikonal function $\operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right)$ is defined in Eq. (2.40) and $p_{W}=p_{1}+p_{2}-p_{g}$. As was already pointed out in Sec. 2.2.2, we need the integral in Eq. (3.9) in three cases where the gluon is 1) resolved, 2) collinear to one of the incoming quarks, or 3) soft.
resolved gluon In case of a resolved gluon, it is sufficient to compute the integral in Eq. (3.9) in an $\epsilon$ expansion including finite terms. The result can be found in Ref. [67]. It reads

$$
\begin{equation*}
e^{2} \int\left[\mathrm{~d} p_{\gamma}\right] \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right)=[\alpha]\left(2 E_{\max }\right)^{-2 \epsilon} \frac{\Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)} J_{\gamma}(1,2, W), \tag{3.10}
\end{equation*}
$$

where $[\alpha]$ is given in Eq. (B.2) and

$$
\begin{align*}
& J_{\gamma}(1,2, W)=\frac{Q_{1}^{2}+Q_{2}^{2}}{\epsilon^{2}} \\
& +\frac{Q_{W}}{\epsilon}\left(Q_{W}-2 Q_{1} \ln \left(\frac{\kappa_{1 W}}{\sqrt{1-\beta^{2}}}\right)+2 Q_{2} \ln \left(\frac{\kappa_{2 W}}{\sqrt{1-\beta^{2}}}\right)\right) \\
& -Q_{W}^{2}\left[\frac{1}{\beta} \ln \frac{1-\beta}{1+\beta}-\frac{1}{2} \ln ^{2} \frac{1-\beta}{1+\beta}\right]  \tag{3.11}\\
& -2 Q_{W} \sum_{i=1}^{2} Q_{i}(-1)^{i} \ln \left(\frac{\kappa_{i W}}{1-\beta}\right) \ln \left(\frac{\kappa_{i W}}{1+\beta}\right) \\
& -2 Q_{W} \sum_{i=1}^{2} Q_{i}(-1)^{i}\left[\operatorname{Li} i_{2}\left(1-\frac{\kappa_{i W}}{1-\beta}\right)+\mathrm{L} i_{2}\left(1-\frac{\kappa_{i W}}{1+\beta}\right)\right]+\mathcal{O}(\epsilon) .
\end{align*}
$$

In Eq. (3.11) the electric charges of the two colliding quarks in the process $q_{1}\left(p_{1}\right) \bar{q}\left(p_{2}\right) \rightarrow$ $W^{ \pm}$are denoted as $Q_{1,2}$, such that the charge of the $W$ boson is $Q_{W}=Q_{1}-Q_{2}$. We also note that $\beta=\sqrt{1-M_{W}^{2} / E_{W}^{2}}$ and $\kappa_{i W}=\left(p_{i} p_{W}\right) /\left(E_{i} E_{W}\right)$.

UNRESOLVED GLUON In case of a soft or collinear gluon, we need to evaluate the integral in Eq. (3.9) to higher orders in the $\epsilon$-expansion in order to obtain all finite contributions to the cross section in Eq. (2.35). It is technically convenient to first take the respective limit of the integrand in Eq. (3.9) and then integrate over the unresolved phase space of the photon. The relevant limits of the soft-photon eikonal function are

$$
\begin{align*}
S_{g} \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right) & =\operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{1}+p_{2}, p_{\gamma}\right),  \tag{3.12}\\
C_{g 1} \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right) & =\operatorname{Eik}_{\gamma}\left(p_{1}, p_{2},\left(E_{1}-E_{g}\right) / E_{1} \cdot p_{1}+p_{2}, p_{\gamma}\right)  \tag{3.13}\\
C_{g 2} \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right) & =\operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{1}+\left(E_{2}-E_{g}\right) / E_{2} \cdot p_{2}, p_{\gamma}\right) \tag{3.14}
\end{align*}
$$

It is straightforward to see that these three cases can be accommodated by computing the integral in Eq. (3.9) with the constraint $p_{W}=p_{1}+p_{2}$ in a reference frame that is boosted along the collision axis $p_{1} \sim p_{2} \sim \boldsymbol{e}_{z}$ relative to the partonic center-of-mass frame. We denote such an expression by

$$
\begin{equation*}
\left.e^{2} \int\left[\mathrm{~d} p_{\gamma}\right] \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right)\right|_{p_{W}=p_{1}+p_{2}}=\sum_{(\alpha, \beta) \in \boldsymbol{E}} \mathcal{I}_{\text {boost }}^{\gamma,(\alpha, \beta)}, \tag{3.15}
\end{equation*}
$$

where the set of emitters reads

$$
\begin{equation*}
\boldsymbol{E}=\{(1,2),(1, W),(W, 2),(W, W)\} \tag{3.16}
\end{equation*}
$$

We write the individual contributions to Eq. (3.15) as

$$
\begin{equation*}
\mathcal{I}_{\text {boost }}^{\gamma,(1,2)}=2 e^{2} Q_{1} Q_{2} \int \frac{[\mathrm{~d} k]\left(p_{1} \cdot p_{2}\right)}{\left(p_{1} \cdot k\right)\left(p_{2} \cdot k\right)}=4 Q_{1} Q_{2} \widetilde{\mathcal{I}}^{\gamma}(1,1) \tag{3.17}
\end{equation*}
$$

$$
\begin{align*}
& \mathcal{I}_{\text {boost }}^{\gamma,(1, W)}=2 e^{2} Q_{W} Q_{1} \int \frac{[\mathrm{~d} k]\left(p_{1} \cdot p_{12}\right)}{\left(p_{1} \cdot k\right)\left(p_{12} \cdot k\right)}=2 Q_{W} Q_{1}\left(1-\beta_{E}\right) \widetilde{\mathcal{I}}^{\gamma}\left(1, \beta_{E}\right),  \tag{3.18}\\
& \mathcal{I}_{\text {boost }}^{\gamma,(W, 2)}=-2 e^{2} Q_{W} Q_{2} \int \frac{[\mathrm{~d} k]\left(p_{12} \cdot p_{2}\right)}{\left(p_{12} \cdot k\right)\left(p_{2} \cdot k\right)}=-2 Q_{W} Q_{2}\left(1+\beta_{E}\right) \widetilde{\mathcal{I}}^{\gamma}\left(\beta_{E}, 1\right),  \tag{3.19}\\
& \mathcal{I}_{\text {boost }}^{\gamma,(W, W)}=-e^{2} Q_{W}^{2} \int \frac{[\mathrm{~d} k]\left(p_{12} \cdot p_{12}\right)}{\left(p_{12} \cdot k\right)\left(p_{12} \cdot k\right)}=-Q_{W}^{2}\left(1-\beta_{E}^{2}\right) \widetilde{\mathcal{I}}^{\gamma}\left(\beta_{E}, \beta_{E}\right), \tag{3.20}
\end{align*}
$$

where $p_{12}=p_{1}+p_{2}$. Furthermore, we have defined

$$
\begin{equation*}
\beta_{E}=\frac{E_{1}-E_{2}}{E_{1}+E_{2}}, \tag{3.21}
\end{equation*}
$$

and introduced a new integral

$$
\begin{equation*}
\tilde{\mathcal{I}}^{\gamma}\left(\beta_{1}, \beta_{2}\right)=[\alpha]\left(2 E_{\max }\right)^{-2 \epsilon} \frac{\Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)} \int \frac{\mathrm{d} \Omega_{k}^{(d-1)}}{\left(1-\beta_{1} \boldsymbol{n} \cdot \boldsymbol{n}_{k}\right)\left(1+\beta_{2} \boldsymbol{n} \cdot \boldsymbol{n}_{k}\right)} . \tag{3.22}
\end{equation*}
$$

The angular integral in Eq. (3.22) can be computed following steps described in Sec. 3.1.1. We obtain

$$
\begin{equation*}
\left.e^{2} \int\left[\mathrm{~d} p_{\gamma}\right] \operatorname{Eik}_{\gamma}\left(p_{1}, p_{2}, p_{W}, p_{\gamma}\right)\right|_{p_{W}=p_{1}+p_{2}}=[\alpha]\left(2 E_{\max }\right)^{-2 \epsilon} \frac{\Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)} \tilde{J}_{\gamma}\left(E_{1}, E_{2}\right), \tag{3.23}
\end{equation*}
$$

where the function $\tilde{J}_{\gamma}\left(E_{1}, E_{2}\right)$ reads

$$
\begin{align*}
\tilde{J}_{\gamma}\left(E_{1}, E_{2}\right) & =\frac{Q_{1}^{2}+Q_{2}^{2}}{\epsilon^{2}}+\frac{Q_{W}^{2}}{\epsilon(1-2 \epsilon)}+\frac{Q_{W}}{\epsilon^{2}}\left\{Q_{1}\left[\left(\frac{E_{1}}{E_{2}}\right)^{\epsilon}-1\right]-Q_{2}\left[\left(\frac{E_{2}}{E_{1}}\right)^{\epsilon}-1\right]\right\} \\
& +\frac{Q_{W}}{\epsilon^{2}}\left\{Q_{1}\left(\frac{E_{1}}{E_{2}}\right)^{\epsilon}\left[{ }_{2} F_{1}\left[\{-\epsilon,-2 \epsilon\},\{1-2 \epsilon\} ; 1-\frac{E_{2}}{E_{1}}\right]-1\right]\right. \\
& \left.-Q_{2}\left(\frac{E_{2}}{E_{1}}\right)^{\epsilon}\left[{ }_{2} F_{1}\left[\{-\epsilon,-2 \epsilon\},\{1-2 \epsilon\} ; 1-\frac{E_{1}}{E_{2}}\right]-1\right]\right\} \\
& +\frac{Q_{W}^{2}}{\epsilon(1-2 \epsilon)}\left(\frac{E_{2}}{E_{1}}\right)^{\epsilon}\left[{ }_{2} F_{1}\left[\{-2 \epsilon, 1-\epsilon\},\{2-2 \epsilon\} ; 1-\frac{E_{1}}{E_{2}}\right]-1\right] . \tag{3.24}
\end{align*}
$$

We note that the $\epsilon$-expansion of this result is straightforward and can be obtained with HypExp.

### 3.1.3 Strongly-ordered triple-collinear subtraction terms

In the following, we explain how to analytically calculate soft-regulated and stronglyordered triple-collinear subtraction terms, $\mathcal{I}_{T C}^{\text {s.O. }}$, which were defined in Eq. (2.100). Following the notation introduced in Sec. 2.6.2, they can be written as

$$
\begin{align*}
& \mathcal{I}_{T C}^{\text {s.o. }}=\int \mathrm{d} E_{4} \mathrm{~d} E_{5}\left(E_{4} E_{5}\right)^{1-2 \epsilon} \Phi_{E}\left(E_{4}, E_{5}\right) \hat{O}_{\mathrm{soft}} \mathcal{T}_{\text {s.o. }}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right) \\
& \times\left\langle F_{\mathrm{LM}}\left(\frac{\mp E_{i}-E_{4}-E_{5}}{\mp E_{i}} \cdot\left(p_{i}\right)_{f}, . .\right)\right\rangle, \tag{3.25}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{T}_{\text {s.o. }}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)=4 g^{4} \sum_{k} \int \theta^{k} C^{k} \mathrm{~d} \Omega_{45}^{(d-1)} \frac{P_{f_{i} f_{4}, f_{5}}\left( \pm s_{i 4}, \pm s_{i 5}, s_{45}, \pm E_{i}, E_{4}, E_{5}\right)}{s_{i 45}^{2}} . \tag{3.26}
\end{equation*}
$$

We note, that the limit $C^{k}$ acts on both the measure $\mathrm{d} \Omega_{45}^{(d-1)}$ and the splitting function $P_{f_{i}, f_{4}, f_{5}}$. This produces a NLO-like integrand, ${ }^{1}$ making the integration particularly straightforward. The goal is to compute all strongly-ordered subtraction terms that contribute to all possible splittings listed in Table 2.2 and Table 2.3. To do so, we have implemented the following procedure in Mathematica:

- parameterise the angular phase space in each sector (cf. Eq. (2.58)) in Eq. (3.26) in terms of variables $x_{3}, x_{4}$, and $\lambda$ as suggested in Ref. [95]; ${ }^{2}$
- parameterise energies in Eq. (3.26) as described in Sec. 2.6;
- take the strongly-ordered limit $C^{k}$ in Eq. (3.26). In the $\left\{x_{3}, x_{4}, \lambda\right\}$-parametrization this limit corresponds to extracting the leading $1 / x_{4}$ behaviour of the integrand at fixed $x_{3}, \lambda$;
- integrate over $x_{3}$ and $\lambda$; the result is expressed in terms of gamma functions that depend on $\epsilon$.

Following these steps, we obtain all relevant strongly-ordered integrals in Eq. (3.26) in a straightforward manner. We have also used this setup in Ref. [9] to compute the strongly-ordered contribution for $g \gamma$-emission for mixed QCD-EW corrections to $W$ boson production, employing simplified sector definitions discussed in Eq. (2.64). We note that we explain how to perform the remaining integrations over energies in Sec. 3.2.3.

[^17]
### 3.2 GENUINELY DOUBLE-UNRESOLVED SUBTRACTION TERMS

While the NLO-like subtraction terms that we considered in the previous Section could be directly integrated in a closed form for arbitrary $\epsilon$, this approach becomes unfeasible in case of NNLO-like subtraction terms. Indeed, it turns out that it is beneficial to use the idea of reverse unitarity [39] in order to make required phase-space integrals amenable to methods of multi-loop calculations such as integration-by-parts (IBP) relations [130, 131] and the method of differential equations [132-136].

This Section is organized as follows. In Sec. 3.2.1, we explain how genuinely doubleunresolved integrals can be computed. We then describe specific details pertinent to the calculation of integrated double-soft and triple-collinear subtraction terms in Sec. 3.2.2 and Sec. 3.2.3, respectively.

### 3.2.1 Double-unresolved subtraction terms and reverse unitarity

It is interesting to realize, that both double-soft and triple-collinear subtraction terms can be obtained following one and the same procedure $[5,6,36,37$ ]. Indeed, it is straightforward to see ${ }^{3}$ that these subtraction terms can be written in a similiar way, namely

$$
\begin{equation*}
\mathcal{I}^{\mathrm{du}}=\int\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \mathcal{K}\left(\{p\}, k_{4}, k_{5}\right) \otimes F_{\mathrm{LM}}\left(\{p\}, E_{4}, E_{5}\right) . \tag{3.27}
\end{equation*}
$$

Here, integrand $\mathcal{K}$ describes either double-soft gluon or double-soft quark emission, or the triple-collinear emission of partons $f_{4}, f_{5}$ off the parton $f_{r}$. Therefore, depending on the type of contribution that we are interested in, the function $\mathcal{K}$ may read ${ }^{4}$

$$
\begin{equation*}
\mathcal{K} \in\left\{\mathcal{S}_{i j}\left(k_{4}, k_{5}\right), \mathcal{I}_{i j}\left(k_{4}, k_{5}\right), P_{f_{r}, f_{4}, f_{5}}\left( \pm s_{r 4}, \pm s_{r 5}, s_{45}, \pm E_{r}, E_{4}, E_{5}\right) / s_{r 45}^{2}\right\} \tag{3.28}
\end{equation*}
$$

As can be seen in Eq. (3.28), $\mathcal{K}$ is a function of one (or two) external momenta $p_{r}\left(\left\{p_{i}, p_{j}\right\}\right)$, light-like momenta $k_{4,5}$ and energies $E_{4,5}$ carried by unresolved partons. We note that the energy-dependence of the Born-like matrix element $F_{\mathrm{LM}}\left(\{p\}, E_{4}, E_{5}\right)$ on $E_{4,5}$ in Eq. (3.27) only occurs for the triple-collinear subtraction term. Double-soft subtraction terms, on the other hand, exhibit color correlations, which we denoted with the symbol " $\otimes$ " in Eq. (3.27).

The energy integration that has to be carried out in Eq. (3.27) is constrained by the cut-off $E_{\text {max }}$, cf. Eq. (2.15), and possibly by an energy-ordering condition $E_{5}<$

[^18]$E_{4}$, cf. Eq. (2.20). ${ }^{5}$ Switching from integrations over energies $E_{4,5}$ to integrations over dimensionless variables $x=\left\{x_{4}, x_{5}\right\}$, we write $\mathcal{I}^{\text {du }}$ as
\[

$$
\begin{equation*}
\mathcal{I}^{\mathrm{du}}=\int_{0}^{1} \mathrm{~d} x g(x) \times F_{\mathrm{L} M}\left(\{p\}, x^{\prime}\right) \int \mathrm{d} \Omega_{45}^{(d-1)} \mathcal{K}\left(\{p\}, \boldsymbol{n}_{4}, \boldsymbol{n}_{5}, \boldsymbol{x}\right), \tag{3.29}
\end{equation*}
$$

\]

where $\mathrm{d} \Omega_{45}^{(d-1)}=\mathrm{d} \Omega_{4}^{(d-1)} \mathrm{d} \Omega_{5}^{(d-1)}$. In Eq. (3.29), $x^{\prime} \subseteq x$ denotes a subset of $x$ and the function $g(x)$ collects both the Jacobian of the transformation and possible constraints on the phase space.
We note that the function $\mathcal{K}$ in Eq. (3.28) is rotationally invariant in $d-1$ spatial dimensions. We can use this fact, together with reverse unitarity [39] to establish a connection between the angular integrals in Eq. (3.29) and loop integrals. To this end, we first express angular integration through an integration over loop-momenta, constrained by additional $\delta$-functions. We find

$$
\begin{equation*}
\mathrm{d} \Omega_{i}^{(d-1)}=2 \mathrm{~d}^{d} k_{i} \delta^{+}\left(k_{i}^{2}\right) \delta\left(\left(k_{i} \cdot N\right)-x_{i}\right) x_{i}^{-1+2 \epsilon}, \quad i=4,5, \tag{3.30}
\end{equation*}
$$

where $N=(1, \mathbf{0})$. We then write [137]

$$
\begin{equation*}
-(2 \pi \mathrm{i}) \delta\left(q^{2}-m^{2}\right)=\lim _{\sigma \rightarrow 0}\left[\frac{1}{q^{2}-m^{2}+\mathrm{i} \sigma}-\frac{1}{q^{2}-m^{2}-\mathrm{i} \sigma}\right] \equiv \frac{1}{\left[q^{2}-m^{2}\right]_{c}}, \tag{3.31}
\end{equation*}
$$

to identify $\delta$-functions with cut propagators. We use Eq. (3.30) and Eq. (3.31) and write the integral in Eq. (3.29) as

$$
\begin{equation*}
\mathcal{I}^{\mathrm{du}}=\int_{0}^{1} \mathrm{~d} x g(x)\left(x_{4} x_{5}\right)^{-1+2 \epsilon} F_{\mathrm{LM}}\left(\{p\}, x^{\prime}\right) \times G\left(\{p\}, x_{4}, x_{5}\right), \tag{3.32}
\end{equation*}
$$

where

$$
\begin{equation*}
G\left(\{p\}, x_{4}, x_{5}\right)=\int \frac{\mathrm{d}^{d} k_{4} \mathrm{~d}^{d} k_{5} \mathcal{K}\left(\{p\}, k_{4}, k_{5}, x\right)}{\left[k_{4}^{2}\right]_{c}\left[k_{5}^{2}\right]_{c}\left[\left(k_{4} \cdot N\right)-x_{4}\right]_{c}\left[\left(k_{5} \cdot N\right)-x_{5}\right]_{c}} . \tag{3.33}
\end{equation*}
$$

Our goal is to calculate the integral over $k_{4,5}$ that appears in Eq. (3.33) as a function of $x$. To explain how this is done, we will introduce two commonly-used techniques: integration-by-parts relations and the method of differential equations. We will then show how to apply these methods to compute cut loop integrals in Eq. (3.33).

## Integration-by-parts relations

Dimensionally regularized loop integrals are not independent. In fact, many relations between such integrals can be found using integration-by-parts (IBP) and Lorentz invariance (LI) identities. Scalar integrals at $L$-loops with $E$ independent external momenta can be conveniently classified into classes that we refer to as topologies. We write integrals as

$$
\begin{equation*}
I_{\vec{\alpha}}^{\mathcal{T}}\left(s_{i j}\right)=\int \prod_{l=1}^{L} \mathrm{~d}^{d} k_{l} \prod_{n=1}^{N} D_{n}^{-\alpha_{n}}, \quad \vec{\alpha} \in \mathbb{Z}^{N} . \tag{3.34}
\end{equation*}
$$

[^19]We note that the set of $N=L(L+1) / 2+L \cdot E$ linearly independent propagators $1 / D_{n}$ defines the topology $\mathcal{T}$, where each $D_{n}$ is a linear function of scalar products build from external momenta $\left\{p_{1}, . ., p_{E}\right\}$ and loop momenta $\left\{k_{1}, . ., k_{L}\right\}$. As indicated in Eq. (3.34), integrals $I_{\vec{\alpha}}^{\mathcal{T}}\left(s_{i j}\right)$ are functions of all scalar invariants $s_{i j}=2\left(p_{i} \cdot p_{j}\right)$ that can be constructed from external momenta. Requiring that these integrals do not change under an infinitesimal Lorentz transformation yields the Lorentz invariance identity [136]

$$
\begin{equation*}
\sum_{e=1}^{E}\left[p_{i}^{\mu} \frac{\partial}{\partial p_{i}^{v}}-p_{i}^{v} \frac{\partial}{\partial p_{i}^{\mu}}\right] I_{\bar{\alpha}}^{\mathcal{T}}\left(s_{i j}\right)=0 . \tag{3.35}
\end{equation*}
$$

Contracting Eq. (3.35) with all possible anti-symmetric combinations of external momenta yields $E(E-1) / 2$ independent equations. Furthermore, dimensionally regulated integrals are invariant under shifts of the loop momenta. This implies that [130, 131]

$$
\begin{equation*}
\int \prod_{l=1}^{L} \mathrm{~d}^{d} k_{l} \frac{\partial}{\partial k_{i}^{\mu}}\left[q^{\mu} \mathcal{I}^{\prime}\right]=0, \quad q \in\left\{k_{1}, . ., k_{L}, p_{1}, \ldots, p_{E}\right\} \tag{3.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{I}^{\prime}=\prod_{n=1}^{N} D_{n}^{-\alpha_{n}}, \tag{3.37}
\end{equation*}
$$

is an integrand of the same form as in Eq. (3.34). The identity in Eq. (3.36) yields $L(L+E)$ independent equations. Acting with derivatives w.r.t. $p_{i}^{\mu, v}$ and $k_{i}^{\mu}$ in Eq. (3.35) and Eq. (3.36) produces integrals that can be expressed through the same topology as the seed integral. Hence, these identities provide linear relations between integrals with different indices $\alpha$ in the same topology $\mathcal{T}$. ${ }^{6}$

One way to make use of IBP and LI identities is to generate a large system of linear equations and to assign a "weight" as a measure of complexity to all integrals that appear in it [139]. Generation of linear relations and a subsequent reduction that expresses all "complicated" integrals in terms of a small set of so-called master integrals (MIs) has been automated in a large number of publicly-available computer programs [140-146]. We note that sets of master integrals were proven to be finite in Ref. [147]. Furthermore, we note that another approach $[148,149]$ implements an heuristic search to find reduction rules for generic integrals of a given topology, see also Ref. [150].

## Method of differential equations

Besides the fact, that the IBP technique allows us to algebraically reduce the number of loop integrals that need to be computed, it also serves as a starting point for the so-called differential equation method [132-136]. To introduce this method, we consider the vector of master integrals $I$ and differentiate it w. r. t. any of the kinematic invariants denoted by

[^20]$s \in\left\{s_{i j}\right\}$. Using IBP relations, the result of the differentiation can be expressed through the same set of master integrals $I$. This allows us to obtain a closed set of first-order linear differential equations
\[

$$
\begin{equation*}
\frac{\partial}{\partial s} \boldsymbol{I}=\hat{M}_{s}\left(\left\{s_{i j}\right\}, \epsilon\right) \times \boldsymbol{I}, \quad s \in\left\{s_{i j}\right\} \tag{3.38}
\end{equation*}
$$

\]

The entries of the matrix $\hat{M}$ are rational functions of kinematic invariants and regularisation parameter $\epsilon$. Using the fact that integrals have a definite mass dimension, we introduce dimensionless variables $Y .{ }^{7}$ Repeating the above argument for all variables $y \in Y$, we write

$$
\begin{equation*}
\mathrm{d} \boldsymbol{I}=\sum_{y \in \boldsymbol{Y}} \hat{M}_{y}(\boldsymbol{Y}, \epsilon) \times \boldsymbol{I} \mathrm{d} y \tag{3.39}
\end{equation*}
$$

In practical applications, one is usually interested in computing master integrals as an expansion in the dimensional parameter $\epsilon$. We can write

$$
\begin{equation*}
\boldsymbol{I}(\boldsymbol{Y}, \epsilon)=\sum_{n=0}^{n_{\max }} \epsilon^{n} \boldsymbol{I}^{(n)}(\boldsymbol{Y}) \tag{3.40}
\end{equation*}
$$

where we have chosen a normalization such that all integrals start at $\epsilon^{0}$ and $n_{\text {max }}$ denotes the highest power of $\epsilon$ that is required in a computation. With the ansatz in Eq. (3.40), we can write the differential equation (DEQ) in Eq. (3.39) as

$$
\begin{equation*}
\sum_{n=0}^{n_{\max }} \epsilon^{n} \mathrm{~d} \boldsymbol{I}^{(n)}=\sum_{n=0}^{n_{\max }} \epsilon^{n} \sum_{y \in \boldsymbol{Y}} \hat{M}_{y}(\boldsymbol{Y}, \boldsymbol{\epsilon}) \times \boldsymbol{I}^{(n)} \mathrm{d} y \tag{3.41}
\end{equation*}
$$

If matrices $\hat{M}_{y}(\boldsymbol{Y}, \epsilon)$ are strictly lower triangular in the $\epsilon \rightarrow 0$ limit, the DEQ in Eq. (3.41) decouples as an expansion in $\epsilon$. Then, solutions can be found by simply integrating the r.h.s. of Eq. (3.41) order by order in $\epsilon$. Particular simplifications arise, if the differential equations are brought into the so-called $\epsilon$-homogeneous or canonical form [151]. There, the DEQ takes the form

$$
\begin{equation*}
\mathrm{d} \boldsymbol{J}=\epsilon \mathrm{d} \hat{A}_{y}(\boldsymbol{Y}) \boldsymbol{J} \tag{3.42}
\end{equation*}
$$

where $\boldsymbol{J}$ denotes master integrals in the canonical basis. The matrix $\mathrm{d} \hat{A}_{y}(\boldsymbol{Y})$ in Eq. (3.42) can be written in the so-called "dlog" form

$$
\begin{equation*}
\mathrm{d} \hat{A}_{y}(\boldsymbol{Y}, \epsilon)=\sum_{k=0}^{N} \hat{a}_{k} \mathrm{~d} \ln \left(R_{k}\right) \tag{3.43}
\end{equation*}
$$

where matrices $\hat{a}^{k}$ contain rational numbers, and functions $R_{k}(\boldsymbol{Y})$ constitute the so-called alphabet. Solutions to a DEQ that admits the form in Eq. (3.42) can be written as Chen

[^21]iterated integrals [152]. These solutions are said to have uniform weight, which basically means that powers of $\epsilon$ coincide with the number of integrations. If the functions $R_{k}$ are linear, ${ }^{8}$ the matrix $\mathrm{d} \hat{A}_{y}(\boldsymbol{Y}, \epsilon)$ has only simple poles. It reads
\[

$$
\begin{equation*}
\mathrm{d} \hat{A}_{y}(\boldsymbol{Y}, \epsilon)=\epsilon \times \sum_{y \in \boldsymbol{Y}} \sum_{\tilde{k}} \frac{\hat{a}_{\tilde{k}} \mathrm{~d} y}{y-y_{\tilde{k}}}, \tag{3.44}
\end{equation*}
$$

\]

where the sum over $\tilde{k}$ only runs over the $y$-dependent part of the alphabet. In this case, the $\epsilon$-expansion of the DEQ in Eq. (3.41) simplifies considerably. Order-by order in $\epsilon$, we find

$$
\begin{equation*}
\mathrm{d} J^{(n)}=\sum_{y \in Y} \sum_{\tilde{k}} \frac{\hat{a}_{\tilde{k}}{ }^{(n-1)} \mathrm{d} y}{y-y_{\tilde{k}}}, \quad n \geq 0 . \tag{3.45}
\end{equation*}
$$

Equivalently, we can write Eq. (3.45) as

$$
\begin{equation*}
\frac{\partial}{\partial y} \boldsymbol{J}^{(n)}=\sum_{\tilde{k}} \frac{\hat{\mathfrak{a}}_{\tilde{k}} J^{(n-1)} \mathrm{d} y}{y-y_{\tilde{k}}}, \quad y \in \boldsymbol{Y}, n \geq 0 . \tag{3.46}
\end{equation*}
$$

Solutions to Eq. (3.46) can be expressed through a special class of iterated integrals, the so-called Goncharov polylogarithms (GPLs) [154, 155] which we review in Appendix A.5. We note that there are examples, where solutions to Eq. (3.42) can be written in terms of GPLs even in the case of a non-rationalizable alphabet [156]. However, this is not the case in general [157].

Finding a canonical basis $J$ such that $\hat{A}_{y}$ has the from of Eq. (3.42) is usually a complicated task. A recent proposal, for example, is to construct the basis $J$ by starting with integrands with an ansatz for the numerator and adjusting it to reach a dlog form ${ }^{9}$ for the maximal residue [158]. ${ }^{10}$ Such integrals are conjectured to evaluate to functions of uniform weight and thus obey canonical differential equations.

Another approach is to find the canonical basis from the DEQ itself. The idea is to start with some basis of master integrals $I$ and construct a transformation

$$
\begin{equation*}
I=\hat{T}(\boldsymbol{Y}, \epsilon) J \tag{3.47}
\end{equation*}
$$

where the entries of the transformation matrix $\hat{T}(\boldsymbol{Y}, \epsilon)$ are rational functions in $y \in \boldsymbol{Y}$ and $\epsilon$. For a suitable $\hat{T}$, the new basis $J$ is canonical and the DEQ reads

$$
\begin{equation*}
\frac{\partial}{\partial y} \boldsymbol{J}=\epsilon \hat{A}_{y} \boldsymbol{J}, \quad \hat{A}_{y}=\hat{T}^{-1}\left[\hat{M}_{y}(\Upsilon, \epsilon)-\frac{\partial}{\partial y}\right] \hat{T} . \tag{3.48}
\end{equation*}
$$

[^22]Depending on details of the DEQ in basis $I$, there are various ways to construct the transformation $\hat{T}$ in Eq. (3.47) such that Eq. (3.48) is canonical [160-163]. An algorithmic solution applicable to single-variable problems has been proposed in Refs. [164, 165] and implemented in various computer programs [166-168]. Another approach, which is suitable for multi-scale problems, was proposed in Ref. [169] and implemented as a Mathematica package [170]. In this case, an ansatz for the transformation in Eq. (3.47) is made and constrained to fulfill Eq. (3.48).

## Application to double-unresolved integrals

We note that both IBP reductions and the DEQ method can be used to compute cut loop integrals as in Eq. (3.33). This is the case because derivatives w. r.t. momenta or kinematic invariants are independent of the $\pm \mathrm{i} \sigma$ prescription in Eq. (3.31). Hence, we can interpret $\delta$-functions as propagators while applying these methods. In intermediate stages of such computations, one might encounter integrals for which a cut propagator is either absent or appears in its numerator. Such integrals do not contribute to the discontinuity, since they vanish in the $\sigma \rightarrow 0$ limit of Eq. (3.31). Cut propagators in the denominator that are raised to a power higher than one can not be replaced by $\delta$-functions ${ }^{11}$ and we will avoid them when choosing a basis of master integrals.

We will discuss the computation in case of double-soft and triple-collinear subtraction terms in Sec. 3.2.2 and Sec. 3.2.3, respectively. There, we will employ IBP relations to express $G\left(\{p\}, x_{4}, x_{5}\right)$ in Eq. (3.33) through a small set of master integrals. We will then use differential equations to compute these master integrals, and subsequently $G\left(\{p\}, x_{4}, x_{5}\right)$, as a function of $\left\{x_{4}, x_{5}\right\}$ and kinematic invariants in both cases. As we will see, it will be possible to write $G\left(\{p\}, x_{4}, x_{5}\right)$ in a convenient way, which will allow for a straightforward integration over parameters $\left\{x_{4}, x_{5}\right\}$ in Eq. (3.32) that do not appear in the Born-like matrix element $F_{\mathrm{L} M}\left(\{p\}, x^{\prime}\right)$.

### 3.2.2 Integrated double-soft subtraction terms

In the following, we compute double-soft subtraction terms $\mathcal{G} \mathcal{G}_{i j}$ and $\mathcal{Q} \overline{\mathcal{Q}}_{i j}$ defined in Eq. (2.91) and Eq. (2.92), respectively. As discussed in Sec. 2.5 and Sec. 3.1.1, we are interested in the case where both emitters are massive and their momenta are back-toback. We denote momenta of hard particles as $p_{A, B}$, such that $p_{A}^{2}=p_{B}^{2}=m^{2}$. Thanks to the $i \leftrightarrow j$ symmetry, we only need to compute $\mathcal{G G}{ }_{A A}, \mathcal{G} \mathcal{G}_{A B}, \mathcal{Q} \overline{\mathcal{Q}}_{A A}$, and $\mathcal{Q} \overline{\mathcal{Q}}_{A B}$.

We begin with the observation that both integrands, $\mathcal{S}_{i j}\left(k_{4}, k_{5}\right)$ and $\mathcal{I}_{i j}\left(k_{4}, k_{5}\right)$, are homogeneous under the scaling $k_{4} \sim k_{5} \sim \lambda$. We use this fact and parameterize energies of unresolved partons as

$$
\begin{equation*}
E_{4}=E_{\max } \cdot x, \quad E_{5}=E_{\max } \cdot x \cdot z \tag{3.49}
\end{equation*}
$$

[^23]Integration over $x$ factorizes and yields

$$
\begin{align*}
\mathcal{G} \mathcal{G}_{i j} & =-\frac{E_{\max }^{-4 \epsilon}}{16 \epsilon} \int_{0}^{1} \mathrm{~d} z z^{1-2 \epsilon} \int \mathrm{~d} \Omega_{45}^{(d-1)} \mathcal{S}_{i j}\left(n_{4}, z \cdot n_{5}\right),  \tag{3.50}\\
\mathcal{Q} \overline{\mathcal{Q}}_{i j} & =-\frac{E_{\max }^{-4 \epsilon}}{16 \epsilon} \int_{0}^{1} \mathrm{~d} z z^{1-2 \epsilon} \int \mathrm{~d} \Omega_{45}^{(d-1)} \mathcal{I}_{i j}\left(n_{4}, z \cdot n_{5}\right), \tag{3.51}
\end{align*}
$$

where $n_{i}=\left(1, \boldsymbol{n}_{i}\right)$. Both integrals in Eq. (3.50) and Eq. (3.51) are of the form displayed in Eq. (3.29), and we compute them following the discussion in Sec. 3.2.1. ${ }^{12}$

It is important to realize that the case of gluon emission exhibits a singularity in the so-called strongly-ordered limit, where the gluon with momentum $k_{5}$ is much softer than the gluon with momentum $k_{4}{ }^{13}$ Such a behavior translates into a logarithmic $z=0$ endpoint singularity in the integral in Eq. (3.50). We regulate and extract the divergent part of the integrand by defining

$$
\begin{equation*}
\mathcal{S}_{i j}^{\text {s.O. }}\left(n_{4}, n_{5}\right)=z^{-2} \lim _{z \rightarrow 0}\left[z^{2} \mathcal{S}_{i j}\left(n_{4}, z \cdot n_{5}\right)\right] . \tag{3.52}
\end{equation*}
$$

Following the discussion in Sec. 3.2.1, we define cut loop integrals ${ }^{14}$

$$
\begin{gather*}
\mathcal{E}_{i j}^{\mathcal{G G}}(z, \beta, \epsilon)=\int \frac{\mathrm{d}^{d} k_{4} \mathrm{~d}^{d} k_{5} \mathcal{S}_{i j}\left(k_{4}, k_{5}\right)}{\left[k_{4}^{2}\right]_{c}\left[k_{5}^{2}\right]_{c}\left[k_{4} \cdot p_{A B}-2 E^{2}\right]_{c}\left[k_{5} \cdot p_{A B}-2 E^{2} z\right]_{c}}, \\
\mathcal{E}_{i j}^{\mathcal{G G}, \text { s.o. }}(z, \beta, \epsilon)=\int \frac{\mathrm{d}^{d} k_{4} \mathrm{~d}^{d} k_{5} \mathcal{S}_{i j}^{\mathrm{S} .0}\left(k_{4}, k_{5}\right)}{\left[k_{4}^{2}\right]_{c}\left[k_{5}^{2}\right]_{c}\left[k_{4} \cdot p_{A B}-2 E^{2}\right]_{c}\left[k_{5} \cdot p_{A B}-2 E^{2} z\right]_{c}},  \tag{3.53}\\
\mathcal{E}_{i j}^{\mathcal{Q} \overline{\mathcal{Q}}}(z, \beta, \epsilon)=\int \frac{\mathrm{d}^{d} k_{4} \mathrm{~d}^{d} k_{5} \mathcal{I}_{i j}\left(k_{4}, k_{5}\right)}{\left[k_{4}^{2}\right]_{c}\left[k_{5}^{2}\right]_{c}\left[k_{4} \cdot p_{A B}-2 E^{2}\right]_{c}\left[k_{5} \cdot p_{A B}-2 E^{2} z\right]_{c}},
\end{gather*}
$$

where the momentum $p_{A B}$ is defined as

$$
\begin{equation*}
p_{A}+p_{B}=p_{A B}=E(1, \boldsymbol{\beta})+E(1,-\boldsymbol{\beta})=(2 E, \mathbf{0}) . \tag{3.54}
\end{equation*}
$$

We use Eq. (3.53), Eq. (3.50) and Eq. (3.51) and write

$$
\begin{align*}
& \mathcal{G G}_{i j}=-\frac{1}{\epsilon}\left(\frac{E_{\max }}{E}\right)^{-4 \epsilon} {\left[\int_{0}^{1} \mathrm{~d} z\left(\mathcal{E}_{i j}^{\mathcal{G G}}(z, \beta, \epsilon)-\mathcal{E}_{i j}^{\mathcal{G} \mathcal{G}, \text { s.o. }}(z, \beta, \epsilon)\right)\right.} \\
&\left.+\int_{0}^{1} \mathrm{~d} z \mathcal{E}_{i j}^{\mathcal{G} \mathcal{G} \text {,.o. }}(z, \beta, \epsilon)\right],  \tag{3.55}\\
& \mathcal{Q} \overline{\mathcal{Q}}_{i j}=-\frac{1}{\epsilon}\left(\frac{E_{\max }}{E}\right)^{-4 \epsilon} \int_{0}^{1} \mathrm{~d} z \mathcal{E}_{i j}^{\mathcal{Q} \overline{\mathcal{Q}}}(z, \beta, \epsilon) . \tag{3.56}
\end{align*}
$$

12 We note that in the double-soft limit, the Born-level matrix element $F_{\mathrm{L} M}$ does not depend on the energies of unresolved partons.
13 Thanks to the energy ordering, the opposite is not possible.
14 We note that the energy-fraction $z$ plays the role of an internal mass.

We note that when writing Eq. (3.55), we have subtracted and added back the $z \rightarrow 0$ limit of the integrand. Furthermore, we note that it is beneficial to perform this subtraction at the level of the full integrand and not, for example, at the level of individual integrals. This way, we fully account for gauge properties of QCD amplitudes and hence, no unphysical singularities can appear.
While the first term in Eq. (3.55) can be expanded in $\epsilon$ prior to integration over $z$, in the second term, $\mathcal{E}_{i j}^{\mathcal{G} \mathcal{G}}$,.o. $(z, \beta, \epsilon)$ is a homogeneous function of $z$ and therefore can be trivially integrated. We note that the quark-pair contribution in Eq. (3.56) does not exhibit the strongly ordered singularity, so no endpoint subtraction is required.

## IBP reduction

Following the computational setup outlined in Sec. 3.2.1, we apply the IBP method to the integrands of Eq. (3.55) and Eq. (3.56). We express all integrals in terms of topologies $T^{a_{1}, a_{2}, a_{3}}$

$$
\begin{equation*}
T^{a_{1}, a_{2}, a_{3}}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\left(E^{2}\right)^{-d+4+\sum_{i=1}^{3} \alpha_{i}} \int \frac{\mathrm{~d}^{d} k_{4} \mathrm{~d}^{d} k_{5}}{D_{\mathrm{cut}} D_{a_{1}}^{\alpha_{1}} D_{a_{2}}^{\alpha_{2}} D_{a_{3}}^{\alpha_{3}}} \equiv\left\langle\prod_{i=1}^{3} \frac{1}{\overline{D_{a_{i}}^{\alpha_{i}}}}\right\rangle, \tag{3.57}
\end{equation*}
$$

where we choose a convenient normalisation to render integrals dimensionless. The first four inverse cut propagators in each topology read

$$
\begin{equation*}
D_{\mathrm{cut}}=\left[k_{4}^{2}\right]_{c}\left[k_{5}^{2}\right]_{c}\left[k_{4} \cdot p_{A B}-2 E^{2}\right]_{c}\left[k_{5} \cdot p_{A B}-2 E^{2} z\right]_{c} . \tag{3.58}
\end{equation*}
$$

The three inverse ordinary propagators $D_{a_{i}}$ define topologies $T^{a_{1}, a_{2}, a_{3}}$; they are drawn from the set

$$
\begin{equation*}
D_{1, \ldots, 7}=\left\{\left(p_{A} \cdot k_{4}\right),\left(p_{B} \cdot k_{4}\right),\left(p_{A} \cdot k_{5}\right),\left(p_{B} \cdot k_{5}\right),\left(k_{4} \cdot k_{5}\right),\left(p_{A} \cdot k_{12}\right),\left(p_{B} \cdot k_{12}\right)\right\} . \tag{3.59}
\end{equation*}
$$

Inverse propagators in Eq. (3.59) fulfill a number of linear relations; they read

$$
\begin{array}{ll}
D_{1}+D_{3}=D_{6}, & D_{2}+D_{4}=D_{7} \\
D_{1}+D_{2}=2 E^{2}, & D_{3}+D_{4}=2 E^{2} z \tag{3.60}
\end{array}
$$

where the last two relations follow from cut constraints. We use these relations to obtain a partial fraction decomposition of Eq. (3.53), so that the result can be expressed through the topologies in Eq. (3.57). We derive and solve IBP relations with Reduze2 [144] and express integrals in Eq. (3.53) through thirteen master integrals $I(z, \beta, \epsilon)$ grouped into five topologies. The first MI is the phase-space volume

$$
\begin{equation*}
I_{1}=\langle 1\rangle=z^{1-2 \epsilon} \frac{\left(\Omega^{(d-1)}\right)^{2}}{16} \tag{3.61}
\end{equation*}
$$

where $\Omega^{(d)}$ is defined in Eq. (B.3) and the notation $\langle\ldots\rangle$ is introduced in Eq. (3.57). The remaining twelve MI can be found in Eq. (C.5) in Appendix C.2.1.

## Differential equations

As explained in Sec. 3.2.1, it is practical to compute MI using differential equations. We derive a closed system of first order partial differential equations for master integrals $I$ as functions of $\beta$ and $z$, which we cast into a canonical form by changing the basis of MI

$$
\begin{equation*}
I=\hat{T}_{\mathrm{can}} J \tag{3.62}
\end{equation*}
$$

We find a suitable transformation by using both the program CANONICA [170] and the program Libra [168]. ${ }^{15}$ Since Libra is designed for single-variable problems, we apply it sequentially by first transforming the DEQ in $z$ and then the one in $\beta$, while making sure that the second step does not spoil the $\epsilon$-homogeneous form reached in the first step. We present the transformation matrix $\hat{T}_{\text {can }}$ in Eq. (C.6). The DEQ in the canonical basis $\boldsymbol{J}$ can be written as

$$
\begin{equation*}
\partial_{x} \boldsymbol{J}=\epsilon \hat{M}_{x} \boldsymbol{J}, \quad x \in\{z, \beta\} \tag{3.63}
\end{equation*}
$$

where matrices $\hat{M}_{z, \beta}$ feature only simple poles

$$
\begin{equation*}
\hat{M}_{x}=\sum_{x_{i} \in \mathcal{A}_{x}} \frac{\hat{m}_{x_{i}}}{x-x_{i}} \tag{3.64}
\end{equation*}
$$

with coefficients $\hat{m}_{x_{i}}$ being rational numbers. When writing Eq. (3.64), we have defined two alphabets

$$
\begin{align*}
& \mathcal{A}_{z}=\left\{0,-1, \frac{-2}{1 \pm \beta^{\prime}},-\frac{(1 \pm \beta)}{2},-\frac{1-\beta}{1+\beta},-\frac{1+\beta}{1-\beta}\right\}  \tag{3.65}\\
& \mathcal{A}_{\beta}=\left\{0, \pm 1, \pm(1+2 z), \pm \frac{1+z}{1-z}, \pm \frac{2+z}{z}\right\} \tag{3.66}
\end{align*}
$$

We note that the differential equations are given in Appendix C.2.2.
As discussed in Sec. 3.2.1, solutions to fuchsian differential equations in $\epsilon$-homogeneous form, as in Eqs. (3.63)-(3.64), can be obtained by recursively integrating their right-handside. However, eventually, we will also need to integrate over the energy fraction $z$, as can be seen in Eq. (3.55) and Eq. (3.56). This integration dramatically simplifies if we write master integrals $J$ in such a way that $z$ appears only as an argument of GPLs. To satisfy this condition, at each order in $\epsilon$, we proceed in the following way: First, we integrate the DEQ w.r.t. variable $z$ such that

$$
\begin{equation*}
J^{n}(z, \beta)=\sum_{z_{i} \in \mathcal{A}_{z}} \int \frac{\hat{m}_{z_{i}} \mathrm{~d} z}{z-z_{i}} \boldsymbol{J}^{n-1}(z, \beta)+\boldsymbol{J}_{0}^{n}(\beta) \tag{3.67}
\end{equation*}
$$

[^24]In order to compute the function $J_{0}^{n}(\beta)$, we insert the solution in Eq. (3.67) into the DEQ in $\beta$ in Eqs. (3.63)-(3.64) and find

$$
\begin{equation*}
\frac{\partial}{\partial \beta} J_{0}^{n}(\beta)=\sum_{\beta_{i} \in \mathcal{A}_{\beta}} \frac{\hat{\mathfrak{m}}_{\beta_{i}} \mathrm{~d} \beta}{\beta-\beta_{i}} J^{n-1}(z, \beta)-\frac{\partial}{\partial \beta} \sum_{z_{i} \in \mathcal{A}_{z}} \int \frac{\hat{m}_{z_{i}} \mathrm{~d} z}{z-z_{i}} J^{n-1}(z, \beta) . \tag{3.68}
\end{equation*}
$$

We then verify analytically that the r.h.s. of Eq. (3.68) is independent of $z$. Denoting the $\beta$-dependent remnant of the DEQ in Eq. (3.68) by tilde, we write

$$
\begin{equation*}
J_{0}^{n}(\beta)=\sum_{\beta_{i} \in \tilde{\mathcal{A}}_{\beta}} \int \frac{\widetilde{m}_{\beta_{i}} \mathrm{~d} \beta}{\beta-\beta_{i}} \widetilde{J}^{n-1}(\beta)+C^{n} \tag{3.69}
\end{equation*}
$$

where $\boldsymbol{C}^{n}$ are constants of integration and $\tilde{\mathcal{A}}_{\beta}=\{0,-1,+1\}$ is the $z$-independent part of the alphabet $\mathcal{A}_{\beta}$ in Eq. (3.66). The integrals in Eq. (3.67) and Eq. (3.69) can be expressed in terms of $\mathrm{G}\left(\left\{\vec{z}_{0}\right\} ; z\right)$ and $\mathrm{G}\left(\left\{\vec{\beta}_{0}\right\} ; \beta\right)$, respectively, where letters in $\vec{z}_{0}$ stem from the full alphabet $\mathcal{A}_{z}$ and letters in $\vec{\beta}_{0}$ stem from the constant alphabet $\tilde{\mathcal{A}}_{\beta}$. We will explain how to obtain the remaining constants $C^{n}$ in what follows.

## Boundary conditions

In the previous paragraph, we explained how to obtain master integrals

$$
\begin{equation*}
J^{n}=J^{n}(z, \beta)+C^{n} \tag{3.70}
\end{equation*}
$$

up to a vector of integration constants $C^{n}$. These constants can be obtained by considering the relation

$$
\begin{equation*}
\boldsymbol{C}=\hat{T}_{\text {can }}^{-1} \cdot \boldsymbol{I}-\boldsymbol{J}(z, \beta), \tag{3.71}
\end{equation*}
$$

in a suitable limit. We note that the transformation matrix $\hat{T}_{\text {can }}$ in Eq. (3.71) was introduced in Eq. (3.62), and have defined

$$
\begin{equation*}
\boldsymbol{C}=\sum_{n} \epsilon^{n} \boldsymbol{C}^{n}, \quad \boldsymbol{J}(z, \beta)=\sum_{n} \epsilon^{n} \boldsymbol{J}^{n}(z, \beta) . \tag{3.72}
\end{equation*}
$$

For our purposes, it turns out that the threshold limit $\beta \rightarrow 0$ is particularly convenient to determine boundary constants. This is the case, since in the limit $\beta \rightarrow 0$, the dependencies of integrands on the direction of hard momenta disappear. For example, we find that

$$
\begin{equation*}
p_{A} \cdot\left(k_{1}+k_{2}\right)=E^{2}\left[(1+z)-\beta \boldsymbol{n}\left(\boldsymbol{n}_{1}+z \boldsymbol{n}_{2}\right)\right] \xrightarrow{\beta \rightarrow 0} E^{2}(1+z) . \tag{3.73}
\end{equation*}
$$

We also find that the master integrals $I$, cf. Eq. (C.5), have a constant limit as $\beta$ goes to zero

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} I(z, \beta, \epsilon)=\boldsymbol{F}(z, \epsilon)+\mathcal{O}(\beta) \tag{3.74}
\end{equation*}
$$

Moreover, all but the first entry of the inverse transformation matrix $\hat{T}_{\text {can }}^{-1}$ in Eq. (3.71) are suppressed by powers of $\beta$, so that

$$
\lim _{\beta \rightarrow 0} \hat{T}_{\text {can }}^{-1}=\left(\begin{array}{cccc}
1 / z & 0 & \cdots & 0  \tag{3.75}\\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \\
0 & 0 & & 0
\end{array}\right)+\mathcal{O}(\beta)
$$

This implies, that Eq. (3.71) simplifies to

$$
\begin{equation*}
\boldsymbol{C}=\left(\frac{I_{1}}{z}, 0, \ldots, 0\right)-\lim _{\beta \rightarrow 0} J(z, \beta)+\mathcal{O}(\beta), \tag{3.76}
\end{equation*}
$$

in the limit $\beta \rightarrow 0$. Hence, we only need the phase-space volume $I_{1}$, cf. Eq. (3.61), to fix all constants $C$. We note that we have checked the solutions for master integrals in the $I$-basis for several values of $\beta$ and $z$ by comparing them to numerical integration with Mathematica. ${ }^{16}$

## Integration over $z$

Having computed all required master integrals, we can express the integrands $\mathcal{E}_{i j}^{\mathcal{X}}(z, \beta, \epsilon)$ in Eq. (3.55) and Eq. (3.56) through rational functions of $z, \beta$ and GPLs $G\left(\left\{\vec{z}_{0}\right\} ; z\right)$ and $\mathrm{G}\left(\left\{\vec{\beta}_{0}\right\} ; \beta\right)$. As discussed earlier, $z$ only appears in the argument of GPLs, i. e. the letters in $\vec{\beta}_{0}$ are independent of $z$. This representation allows us to carry out the final $z$ integration in Eq. (3.55) and Eq. (3.56) using the recursive definition of GPLs in Eq. (A.14). We note, that the antiderivative contains spurious $1 / z^{n}$ poles at the lower endpoint $z=0$. Those poles cancel upon expanding all GPLs with PolyLogTools [171]. We use a private implementation of the so-called super-shuffle identities [172], cf. Appendix A.5, Example 7, to translate the results into a fibration basis, where only GPLs of argument $\beta$ appear.

## Results

Having carried out the final integration over $z$, we are ready to present results for integrated double-soft subtraction terms (cf. Eq. (2.91) and Eq. (2.92)) for massive back-to-back emitters. We write

$$
\begin{align*}
\mathcal{G} \mathcal{G}_{i j} & =\frac{E_{\max }^{-4 \epsilon}}{16}\left(\Omega^{(d-1)}\right)^{2} \times f_{i j}^{g g}(\beta, \epsilon),  \tag{3.77}\\
\mathcal{Q} \overline{\mathcal{Q}}_{i j} & =\frac{E_{\max }^{-4 \epsilon}}{16}\left(\Omega^{(d-1)}\right)^{2} \times f_{i j}^{q \bar{q}}(\beta, \epsilon),
\end{align*}
$$

where $\Omega^{(d)}$ is defined in Eq. (B.3) and $i j \in\{A A, A B\}$. We note that, thanks to the stronglyordered singularity, functions $f_{A A}^{g 8}$ and $f_{A B}^{g 8}$, that describe soft gluon-pair emission, feature

16 We thank Arnd Behring for providing help with this.
$1 / \epsilon^{3}$ poles. Functions $f_{A A}^{q \bar{q}}$ that describe the emission of a soft quark-antiquark pair, on the other hand, only start at $1 / \epsilon^{2} .{ }^{17}$ Our results for the four functions $f_{i j}^{g g, q \bar{q}}(\beta, \epsilon)$ can be found in the ancillary file provided with Ref. [6]. ${ }^{18}$ The results are expressed through GPLs of $\beta$ of up to weight four, with integer letters drawn from the alphabet $\mathcal{A}=\{0, \pm 1, \pm 3\}$. We note that these expressions are manifestly real in the physical region $\beta \in[0,1]$. We present the pole-structure of the functions $f_{i j}^{g g}$ and $f_{i j}^{q \bar{q}}$, as well as their threshold $\beta \rightarrow 0$ expansion and their high-energy $\beta \rightarrow 1$ expansion in Appendix C.2.3.

### 3.2.3 Integrated triple-collinear subtraction terms

In the following section, we analytically compute integrated triple-collinear subtraction terms, which were defined in Eq. (2.96). We note that in Sec. 3.1.3 we already described how to obtain strongly-ordered angular integrals $\mathcal{T}_{\text {s.o. }}^{ \pm}$, defined in Eq. (2.133). To obtain complete results for triple-collinear subtraction terms, we 1) compute genuine triplecollinear angular integrals $\mathcal{T}^{ \pm}$defined in Eq. (2.103) and 2) perform the remaining integrations over energies in Eq. (2.134).

## Angular integration

In the following, we explain how to compute angular integrals $\mathcal{T}^{ \pm}$defined in Eq. (2.103). They read

$$
\begin{equation*}
\mathcal{T}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)=4 g^{4} \int \mathrm{~d} \Omega_{45}^{(d-1)} \frac{P_{f_{i}, f_{4}, f_{5}}\left( \pm s_{i 4}, \pm s_{i 5}, s_{45}, \pm E_{i}, E_{4}, E_{5}\right)}{s_{i 45}^{2}} \tag{3.78}
\end{equation*}
$$

In this formula, the integrand is rotationally invariant in $d-1$ dimensions and we have to integrate over the full solid angle $\mathrm{d} \Omega_{45}^{(d-1)}$ of particles $f_{4,5}$. In particular, angular integration is not constrained to the collinear region, thanks to the new definition of operator $\mathbb{C}_{i}$ as explained in Sec. 2.3.3. Hence, these integrals have the form of Eq. (3.29) and we can proceed as discussed in Sec. 3.2.1 in order to compute $\mathcal{T}^{ \pm}$as a function of energies.

We re-introduce integration over four-momenta $k_{4,5}$ and write

$$
\begin{equation*}
\mathcal{T}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)=\int \frac{\mathrm{d}^{d} k_{4} \mathrm{~d}^{d} k_{5} \delta\left(k_{4}^{2}\right) \delta\left(k_{5}^{2}\right) \delta\left(k_{4}^{0}-E_{4}\right) \delta\left(k_{5}^{0}-E_{5}\right) P_{f_{i} f_{4} f_{5}}}{\left(E_{4} E_{5}\right)^{1-2 \epsilon} s_{i 45}^{2}} \tag{3.79}
\end{equation*}
$$

where for brevity we do not show arguments for $P_{f_{i} f_{4} f_{5}}$. We re-write partonic energies $k_{i}^{0}$ through scalar products

$$
\begin{equation*}
\delta\left(k_{i}^{0}-E_{i}\right)=\delta\left(\left(N \cdot k_{i}\right)-E_{i}\right) \tag{3.80}
\end{equation*}
$$

17 Matrix elements describing the emission of a quark-antiquark pair are not singular in the limit where one quark is softer than the other.
18 We note that these results were checked numerically for several values of $\beta$ using adapted numerical routines from Ref. [173].
where the auxiliary vector $N$ reads $N=(1,0)$. We replace $\delta$-functions by cut propagators and obtain

$$
\begin{equation*}
\mathcal{T}^{ \pm}\left(E_{i}, E_{4}, E_{5}\right)=\left(E_{4} E_{5}\right)^{-1+2 \epsilon} \int \frac{\mathrm{~d}^{d} k_{4} \mathrm{~d}^{d} k_{5} P_{f_{i} f_{5} f_{5}}}{D_{1} D_{2} D_{3} D_{4} s_{i 45}^{2}} \tag{3.81}
\end{equation*}
$$

The first four propagators in Eq. (3.81) are the cut ones; they read

$$
\begin{equation*}
D_{1}=k_{4}^{2}, D_{2}=k_{5}^{2}, D_{3}=\left(N \cdot k_{4}\right)-E_{4}, D_{4}=\left(N \cdot k_{5}\right)-E_{5} \tag{3.82}
\end{equation*}
$$

All integrals that contribute to Eq. (3.81) belong to the following class of integrals

$$
\begin{equation*}
I_{a_{5}, a_{6}, a_{7}, a_{8}}\left(E_{i}, E_{4}, E_{5}\right)=\left(E_{4} E_{5}\right)^{-1+2 \epsilon} \int \frac{\mathrm{~d}^{d} k_{4} \mathrm{~d}^{d} k_{5}}{D_{1} D_{2} D_{3} D_{4} D_{5}^{a_{5}} D_{6}^{a_{6}} D_{7}^{a_{7}} D_{8}^{a_{8}}} \tag{3.83}
\end{equation*}
$$

The ordinary inverse propagators $D_{5, \ldots, 8}$ in Eq. (3.83) read

$$
\begin{equation*}
D_{5}=\left(p_{i}+k_{4}\right)^{2}, D_{6}=\left(p_{i}+k_{5}\right)^{2}, D_{7}=\left(k_{4}+k_{5}\right)^{2}, D_{8}=\left(p_{i}+k_{4}+k_{5}\right)^{2} \tag{3.84}
\end{equation*}
$$

We use Reduze2 [144] to express all integrals that appear in Eq. (3.83) through four master integrals $I$, for which we choose the basis

$$
\begin{equation*}
\boldsymbol{I}=\left\{I_{0,0,0,0}, I_{0,0,0,1}, I_{-1,0,0,2}, I_{0,-1,0,2}\right\} . \tag{3.85}
\end{equation*}
$$

In particular, in the integrals in Eq. (3.85), all cut propagators are raised to first power.
To derive differential equations, it is convenient to introduce two dimensionless variables $\omega_{4,5}=E_{4,5} / E_{i}$. This allows us to factor the overall mass dimension

$$
\begin{equation*}
I_{a_{5}, a_{6}, a_{7}, a_{8}}\left(E_{i}, E_{4}, E_{5}\right)=E_{i}^{2 d-6-2\left(a_{5}+a_{6}+a_{7}+a_{8}\right)} \bar{I}_{a_{5}, a_{6}, a_{7}, a_{8}}\left(\omega_{4}, \omega_{5}\right) \tag{3.86}
\end{equation*}
$$

and study the dependence of the integrals $\bar{I}$ on $\omega_{4,5}$. To proceed further, we note that the phase-space MI $\bar{I}_{1}$ is straightforward to compute; it reads

$$
\begin{equation*}
\bar{I}_{0,0,0,0}=\frac{\left(\omega_{4} \omega_{5}\right)^{1-2 \epsilon}}{16}\left[\Omega^{(d-1)}\right]^{2} \tag{3.87}
\end{equation*}
$$

With the help of Reduze2, we derive a set of differential equations in $\omega_{4,5}$ for integrals $\bar{I}$. As discussed in Sec. 3.2.1, it is beneficial to choose a basis of MI $\bar{J}$ that makes differential equations canonical. Original integrals $\bar{I}$ and canonical integrals are related by a linear transformation

$$
\begin{equation*}
\bar{I}=\hat{T}_{\mathrm{can}} \bar{J} \tag{3.88}
\end{equation*}
$$

To find this transformation, we applied the algorithmic approach of Ref. [164] sequentially in both variables $\omega_{4,5}$. The resulting transformation matrix is given in Eq. (C.46).

In this new basis, differential equations take the form

$$
\begin{equation*}
\mathrm{d} \bar{J}=\frac{\epsilon}{20} \sum_{i=4,5} \mathrm{~d} \hat{M}_{\omega_{i}}\left(\omega_{4}, \omega_{5}, \epsilon\right) \bar{J} \tag{3.89}
\end{equation*}
$$

where the matrices $\mathrm{d} \hat{M}_{\omega_{i}}$ read

$$
\begin{equation*}
\mathrm{d} \hat{M}_{\omega_{i}}=\sum_{r_{j} \in \mathcal{A}_{\omega_{i}}} \hat{m}_{\omega_{i}}^{r_{j}} \mathrm{~d} \ln \left(r_{j}\right), \tag{3.90}
\end{equation*}
$$

and the two alphabets are defined as follows

$$
\begin{equation*}
\mathcal{A}_{\omega_{i}}=\left\{\omega_{i}, \omega_{i}-1, \omega_{4}+\omega_{5}, \omega_{4}+\omega_{5}-1\right\} \tag{3.91}
\end{equation*}
$$

We note that the coefficient matrices $\hat{m}_{\omega_{i}}^{r_{j}}$ in Eq. (3.90) can be found in Eq. (C.47) and Eq. (C.48).

As we have argued in Sec. 3.2.1, it is straightforward to write solutions to such differential equations in terms of GPLs. However, to fully determine master integrals $\bar{J}$, we need to compute boundary constants in a suitable limit. To this end, we consider the limit $\omega_{4} \sim \omega_{5} \sim \omega \rightarrow 0$ of the inverse of Eq. (3.88),

$$
\begin{equation*}
\lim _{\omega_{4} \sim \omega_{5} \rightarrow 0} \bar{J}=\lim _{\omega_{4} \sim \omega_{5} \rightarrow 0}\left[\hat{T}_{\mathrm{can}}^{-1} \overline{\mathbf{I}}\right] . \tag{3.92}
\end{equation*}
$$

We denote master integrals in this limit by ${ }^{19}$

$$
\begin{equation*}
\overline{\bar{I}}^{\lim }=\lim _{\omega_{4} \sim \omega_{5} \rightarrow 0} \bar{I} \tag{3.93}
\end{equation*}
$$

and observe that

$$
\begin{equation*}
\bar{I}_{-1,0,0,2}^{\lim }=\bar{I}_{0,-1,0,2}^{\lim }=\frac{1}{2} \times \bar{I}_{0,0,0,1}^{\lim } . \tag{3.94}
\end{equation*}
$$

It follows that, apart from phase-space $\bar{I}_{0,0,0,0}$, we need one additional boundary constant, $\bar{I}_{0,0,0,1}$ in the $\omega \rightarrow 0$ limit. We find

$$
\begin{equation*}
\bar{I} \bar{I}_{0,0,0,1}=\bar{I}_{0,0,0,0}^{\lim } \omega^{-1} \times \mathcal{I}_{\text {b.c. }}+\mathcal{O}\left(\omega^{0}\right) \tag{3.95}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{I}_{\text {b.c. }}=\int \frac{\mathrm{d} \Omega_{45}^{(d-1)}}{\left[\Omega^{(d-1)}\right]^{2}} \frac{1}{\left[\eta_{i 4}+\eta_{i 5}\right]} . \tag{3.96}
\end{equation*}
$$

19 We note that the limit $\omega_{4} \sim \omega_{5} \rightarrow 0$ of $\hat{T}_{\text {can }}^{-1}$ is such that we only need the leading contribution of each master integral.

We explain how to compute this integral in Appendix C.3.2, the result reads

$$
\begin{align*}
\mathcal{I}_{\text {b.c. }}= & \frac{4^{-\epsilon}(1-2 \epsilon)^{2}}{\epsilon(1-4 \epsilon)} \frac{\Gamma^{4}(1-2 \epsilon) \Gamma(1+\epsilon)}{\Gamma(1-4 \epsilon) \Gamma^{3}(1-\epsilon)}  \tag{3.97}\\
& -\frac{(1-2 \epsilon)}{\epsilon}{ }_{3} F_{2}[\{1,1-\epsilon, 2 \epsilon\},\{2(1-\epsilon), 1+\epsilon\} ;-1] .
\end{align*}
$$

This allows us to fix boundary conditions for $\bar{J}$ in the limit $\omega_{4}=\omega_{5}=\omega \rightarrow 0$ using

$$
\begin{equation*}
\lim _{\omega_{4} \sim \omega_{5} \rightarrow 0} \bar{J}=\left[\lim _{\omega_{4} \sim \omega_{5} \rightarrow 0} \hat{T}_{\text {can }}^{-1}\right] \bar{I}_{0,0,0,0}^{\lim }\left(1, \frac{\mathcal{I}_{\text {b.c. }}}{\omega}, \frac{\mathcal{I}_{\text {b.c. }}}{2 \omega}, \frac{\mathcal{I}_{\text {b.c. }}}{2 \omega}\right)+\mathcal{O}\left(\omega^{0}\right) . \tag{3.98}
\end{equation*}
$$

We are now in position to compute $\mathcal{T}^{ \pm}$in Eq. (3.81) for any splitting $f^{*} \rightarrow f_{i} f_{4} f_{5}$ ( $f_{i} \rightarrow f^{*} f_{4} f_{5}$ ) and any energy parameterization in a few simple steps:

- first, we express the angular integral $\mathcal{T}^{-(+)}$, which describes emission off the initial state (final state), through master integrals $J$ and rational coefficients that depend on $r, z\left(x_{1,2}\right)$;
- second, we perform the change of variables $\left\{\omega_{4,5}\right\} \rightarrow\{r, z\}\left(\left\{\omega_{4,5}\right\} \rightarrow\left\{x_{1,2}\right\}\right)$ in canonical differential equations in Eq. (3.89) and boundary conditions in Eq. (3.98);
- third, we compute $J$ by integrating differential equations order-by-order in $\epsilon$ in terms of GPLs. At each order, we solve the differential equation in $r\left(x_{2}\right)$ first, so that this variable only appears in arguments of GPLs;
- finally, we fix boundary conditions using Eq. (3.98).

We note that we have checked analytic results for master integrals for a few values of energy variables using Mellin-Barnes methods. Numerical Mellin-Barnes integrations were performed with the help of the Mathematica package MB.m [174].

## Energy integration

In the previous section, we have computed $\mathcal{T}^{ \pm}$for all energy parameterizations that we discussed in Sec. 2.6. The $\epsilon$-expansion of this quantitiy starts at $1 / \epsilon^{2}$. However, the $1 \epsilon^{2}$-pole has to cancel when the difference with the strongly-ordered counterpart $\mathcal{T}_{\text {s.o. }}^{ \pm}$in Eq. (2.134) is computed. This cancellation provides a welcome consistency check of our calculations.
initial-state radiation In case of initial-state radiation, we have to consider the various splittings in two different energy parameterizations as summarised in Table 2.2. In each case, integrals over $r$, which enter the quantities $R_{\delta}, R_{+}, R_{\text {reg }}(z)$, and $\widetilde{R}_{\text {reg }}(z)$ defined in Eq. (2.116) and Eq. (2.123), consist of GPLs in which $r$ only appears in the argument. This feature allows us to carry out the final integration over $r$ using the recursive definition of GPLs in Eq. (A.14).
final-state radiation In case of final-state radiation, we have to consider the various splittings shown in Table 2.3 in the $x_{1,2}$-parameterization. We split the integral in Eq. (2.131) as follows

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} x_{1} \int_{0}^{1} \mathrm{~d} x_{2} \theta\left(1-x_{1}-x_{1} x_{2}\right)  \tag{3.99}\\
= & \int_{0}^{1 / 2} \mathrm{~d} x_{1} \int_{0}^{1} \mathrm{~d} x_{2}+\int_{1 / 2}^{1} \mathrm{~d} x_{1} \int_{0}^{\left(1-x_{1}\right) / x_{1}} \mathrm{~d} x_{2}
\end{align*}
$$

and express its integrand through GPLs where $x_{2}$ only appears in the argument. Then, the $x_{2}$ integration is straightforward; the result is expressed in terms of GPLs, which contain constants and rational functions of $x_{1}$ in both the letters and the arguments. We map these GPLs onto a fibration basis, where $x_{1}$ only appears in the argument and all letters are constant, using a Mathematica implementation of the "super-shuffle" procedure that we explain in Appendix A.5. After this step, the remaining integration over $x_{1}$ is straightforward, the result can be expressed through GPLs of weight four with rational letters and arguments. Finally, we evaluate these expressions with GiNaC $[175,176]$ and use the PSLQ algorithm $[177,178]$ to express them through linear combinations of a few transcendental ${ }^{20}$ and rational numbers.

## Results

The complete list of analytic results for triple-collinear subtraction terms can be found in the supplementary material of Ref. [5], see also Table 2.2 and Table 2.3. We note that all results have been checked numerically. We present some exmamples for initial-state and final-state integrated triple-collinear subtraction terms in Appendix C.3.3.

[^25]
## Part II

## MIXED QCD-EW CORRECTIONS TO VECTOR BOSON PRODUCTION

In the second part of this thesis, we present the computation of mixed QCD-EW NNLO corrections to on-shell Z- and W-boson production at the LHC. We begin by describing technical details of these computations in Chapter 4. In the case of Z-boson production, QCD-QED corrections are obtained by abelianising NNLO QCD calculations. Additionally, calculation of mixed QCD-EW corrections requires inclusion of one-loop weak and two-loop QCD-weak corrections. In the case of $W$-boson production, we discuss computation of previously unknown two-loop contributions, as well as details of the regularisation of IR singularities employing the nested soft-collinear subtraction scheme. In Chapter 5, we study how these corrections affect inclusive and fiducial cross sections and kinematic distributions of $Z$ - and $W$-boson production at the LHC. We also estimate the impact of QCD-EW initial-initial corrections on the $W$-boson mass extraction at the LHC.

After early experimental indications of the neutral-current interaction [179], the discovery of EW gauge bosons $W^{ \pm}$and $Z$ [180-183] played an important role in establishing the validity of the Standard Model. Since then, the infamous Drell-Yan (DY) process [184] $p p \rightarrow \gamma^{*} / Z^{*} \rightarrow l \bar{l}\left(p p \rightarrow W^{*} \rightarrow l \bar{v}_{l}\right)$ has become a standard candle at the LHC [185-189]: its large cross section and clean signature make it useful for luminosity monitoring [190192] and detector calibration [193]. Besides that, the DY process is used in measurements of the weak mixing angle [193, 194], the determination of PDFs [195-198] and for searches of New physics at high energies [199].
measuring the $W$-boson mass at the lhc One of the ultimate goals of precision electroweak physics at the LHC is the direct measurement of the mass of the $W$-boson with a precision of $\mathcal{O}(10) \mathrm{MeV}$ [28], an astonishing relative uncertainty of $\mathcal{O}\left(10^{-2}\right)$ percent! If achieved, such a precision would challenge the precision of $M_{W}$ that is reached in EW fits, where the most recent result is $M_{W}=80358 \pm 8 \mathrm{MeV}[29,30]$. A comparison of direct and indirect determinations of $M_{W}$ will allow for a strong consistency check of the SM.

Since energies of initial partons are not fixed at hadron colliders and produced neutrinos escape undetected, it is in fact impossible to fully reconstruct the $W$-boson mass in a single event. The way out is to consider observables that are sensitive to $M_{W}$. One example of such an observable is the so-called transverse mass ${ }^{1}$

$$
\begin{equation*}
M_{W}^{\perp}=\sqrt{2 p_{\ell}^{\perp} p_{\text {miss }}^{\perp}(1-\cos \Delta \phi)} \leq M_{W} \tag{4.1}
\end{equation*}
$$

where $p_{\ell(\text { miss })}^{\perp}$ is the absolute value of the momentum of the charged lepton (neutrino) transverse to the beam axis $\boldsymbol{e}_{z}$ and $\Delta \phi=\varangle\left(\boldsymbol{p}_{\ell}^{\perp}, \boldsymbol{p}_{\text {miss }}^{\perp}\right)$ is the opening angle between leptons in the transverse plane. ${ }^{2}$ Since for stable $W$ bosons, the transverse mass is always smaller than the $W$-boson mass, $M_{\stackrel{W}{L}}^{\perp} \leq M_{W}$, the kinematic distribution in the transverse mass features a sharp edge which can be used to determine $M_{W}$. We note that, although the edge at $M_{W}^{\perp}=M_{W}$ is shifted due to the finite width of the $W$ boson and detector effects [200], additional initial-state or final-state radiation plays only a minor role for this observable.

The second useful observable is the transverse momentum of the lepton $p_{\ell}^{\perp}$, which exhibits a Jacobian peak at $p_{\ell}^{\perp}=M_{W} / 2$. In contrast to the transverse-mass distribution,

[^26]the transverse-momentum distribution is strongly affected by additional QCD and QED radiation in the initial and final state. In fact, it is impossible to predict the $p_{\ell}^{\perp}$ spectrum with the required $\mathcal{O}\left(10^{-2}\right)$ precision, since state-of-the-art fixed-order predictions in the framework of collinear factorization typically only reach a precision of $\mathcal{O}(1 \%)$, even when augmented with parton showers and resummation.
To circumvent this problem, in the experimental analyses in Ref. [25] well-understood $Z$-boson samples were used to describe the $p_{\ell}^{\perp}$ distribution in $W$-boson production. This procedure relies on - and is rather sensitive to - the theoretical modelling of differences between $Z$ - and $W$-boson production. These differences originate, for example, in the flavor of initial-state partons implying uncertainties from PDFs [201-203], ${ }^{3}$ massive quark effects [205, 206], or the fact that the contribution $g g \rightarrow Z g$ does not exist in the $W$-boson case.
Another difference are fixed-order NLO electroweak and mixed QCD-EW corrections, which need to be accounted for in order to enable extraction of the $W$-boson mass with $\mathcal{O}(10) \mathrm{MeV}$ precision.
In what follows, we will give a brief overview of the theoretical predictions for the (on-shell) DY process. In Sec. 4.1 and Sec. 4.2, we discuss computation of mixed QCD-EW corrections to on-shell Z- and W-boson production [7-9]. Finally, in Chapter 5 we present inclusive and differential cross sections at the QCD-EW NNLO level and assess the impact of these corrections on the extraction of the $W$-boson mass from the $p_{\ell}^{\perp}$ distribution [10].
theoretical predictions for drell-yan process Corrections to the inclusive DY cross section were computed with NLO (NNLO) QCD accuracy fourty (thirty) years ago [207-210]. Recently, a further step in the quest for high-precision description of the DY process has been accomplished with the computation of $\mathrm{N}_{3} \mathrm{LO}$ QCD corrections [211, 212]. ${ }^{4}$ Distributions for arbitrary IR safe observables for dilepton production are available through NNLO QCD [71, 80, 215-221] and NLO EW [222-231].
Given the relative magnitude of strong and electroweak coupling constants, the availability of $\mathrm{N}_{3} \mathrm{LO}$ QCD computations, and the demanding precision physics programme at the LHC, it becomes important to know mixed QCD-EW $\mathcal{O}\left(\alpha_{s} \alpha\right)$ corrections as well. ${ }^{5}$ Required two-loop master integrals were computed in Ref. [232]; the complete doublevirtual amplitude for $p p \rightarrow \ell \bar{\ell}$ was obtained in Ref. [156]. Only very recently, these results where combined with real-emission contributions in Ref. [233] to describe QCDEW corrections to the DY process $p p \rightarrow \ell \bar{\ell}$.
In the absence of a full calculation, various approximations have been used to estimate differential QCD-EW corrections. For example, in Ref. [234], NNLO QCD and NLO EW corrections have been combined additively, a leading-logarithmic approximation was presented in Ref. [235], including matching to QCD parton showers and multiple photon

[^27]emission. More recently, QCD-QED corrections have been computed for the process $p p \rightarrow Z^{*} \rightarrow \nu \bar{v}$ [236]. ${ }^{6}$ Differential predictions at order $\mathcal{O}\left(n_{f} \alpha_{s} \alpha_{E W}\right)$ for both neutraland charged current DY have been obtained in Ref. [237]..$^{7}$ Some of the off-shell effects for the process $p p \rightarrow W^{(*)} \rightarrow \ell v$ were also covered in the computation in Ref. [238], where double-virtual corrections were obtained by reweighing the on-shell form factor computed in Ref. [9].

THEORETICAL PREDICTIONS FOR ON-SHELL GAUGE BOSON PRODUCTION Despite the fact, that the generic DY process $p p \rightarrow \ell \bar{\ell}(\ell \bar{v})$ is the target of many experimental analyses, the theoretical description of the production of an on-shell vector boson yields significant simplifications while being accurate enough for many purposes and various observables. In fact, in the limit where the intermediate vector boson becomes on-shell, real and virtual contributions that connect incoming partons and outgoing leptons are suppressed by the ratio of the boson's width to its mass $\Gamma_{V} / M_{V}$ [239], and, for this reason, can be neglected. It is therefore possible to divide mixed QCD-EW corrections into initial-initial and initial-final corrections


The first term on the r.h.s. of Eq. (4.2) denotes NLO-like initial-final contributions that arise from NLO QCD corrections to the production and NLO EW corrections to the decay stage of the process. The second term denotes genuine NNLO initial-initial contributions that were, in fact, unknown up to now. Initial-final contributions were argued to be numerically dominant in Ref. [240]. Furthermore, $\mathcal{O}\left(\Gamma_{V} / M_{V}\right)$-suppressed soft-photon contributions were computed in this work and found to be negligible. Subsequently, initial-final contributions, as well as corrections to the decay that originate from renormalization, were studied in Ref. [241].

Initial-initial mixed QCD-QED corrections to the inclusive cross section of on-shell Zboson production were studied in [38], where results were obtained by "abelianizing" the well-known NNLO QCD results of Ref. [208]. Surprisingly, in the setup of Ref. [38], these corrections turn out to be only about a factor of $\sim 3.5$ smaller than NNLO QCD corrections. We note that we will address this observation again in Sec. 5.1, where we compare our findings to the results of Ref. [38]. QCD-QED corrections are a gauge-invariant subset of mixed QCD-EW corrections, which where studied in Refs. [242-244].

[^28]this work As mentioned in the beginning of this Chapter, it is commonly believed that mixed QCD-EW corrections are important for a precise measurement of the $W$-boson mass at the LHC. Because of that, we have computed all missing QCD-EW initial-initial corrections to on-shell vector-boson production cross sections. In Ref. [7], we studied QCD-QED initial-initial corrections at the fully-differential level for the first time. This computation is interesting for three reasons. First, the rather modest suppression of the results in Ref. [38] w.r.t. NNLO QCD mentioned above makes it worthwhile to extend these studies to exclusive observables. Second, understanding the IR structure of mixed corrections to $p p \rightarrow Z$ allows us to add QCD-EW corrections to this process in a straightforward way and is an important step towards the more involved case of $p p \rightarrow W^{ \pm}$. Finally, it allows us to quantitatively compare our results to corresponding initial-final corrections of Ref. [241]. In Ref. [8], we added additional real-virtual and double-virtual QCD-weak corrections and obtained the full set of QCD-EW corrections to Z-boson production. We computed initial-initial QCD-EW corrections to on-shell $W$-boson production at the fully-differential level in Ref. [9].
layout of the chapter In the remainder of this Chapter, we present technical aspects of the computations of mixed QCD-EW corrections to vector boson production at the LHC. In Sec. 4.1, we describe calculation of QCD-QED corrections to Z-boson production, which were obtained in Ref. [7] by applying an "abelianization" procedure [38] to NNLO QCD corrections computed with the nested soft-collinear subtraction scheme in Refs. [1, 2]. We also explain how to include required QCD-weak corrections in order to obtain the full set of QCD-EW corrections [8]. In Sec. 4.2, we present mixed QCD-EW corrections to $W$-boson production that were originally computed in Ref. [9]. Since $W$ bosons are electrically charged, the IR singularity structure of mixed QCD-EW corrections is different from the structure of NNLO QCD corrections. We discuss how to accommodate these differences in the construction of subtraction terms for double-real contributions in the framework of nested soft-collinear subtractions. We note that we discuss the computation of master integrals for the previously unknown two-loop $q \bar{q}^{\prime} \rightarrow W$ form factor and present required double-real matrix elements in spinor-helicity formalism in Appendix D.

### 4.1 MIXED QCD-EW CORRECTIONS TO Z-BOSON PRODUCTION

### 4.1.1 Preliminary remarks

In the following Section, we discuss technical aspects of the computation of QCD-EW corrections to the on-shell Z-boson production in hadron collisions at the fully-differential level. Initial-final corrections, corresponding to the first term on the r.h.s. of Eq. (4.2), are nLo-like $\mathcal{O}\left(\alpha_{s}\right)$ and $\mathcal{O}(\alpha)$ corrections to production and decay stages, respectively.

We deal with the IR singularities that appear in these contributions using the well-known FKS scheme [51, 52].

Genuine NNLO initial-initial corrections, on the other hand, are more complicated. They require the following ingredients:

- tree-level partonic processes $q \bar{q} \rightarrow \mathrm{Zg} \mathrm{\gamma}, q \bar{q} \rightarrow \mathrm{Zq} \bar{q}, q q \rightarrow \mathrm{Zqq}, q g \rightarrow \mathrm{Zq} \mathrm{\gamma}, q \gamma \rightarrow$ $\mathrm{Zqg}, \mathrm{g} \gamma \rightarrow \mathrm{Zq} q \bar{q} ;$
- one-loop EW corrections to partonic processes $q \bar{q} \rightarrow Z g$ and $q g \rightarrow Z q$;
- one-loop QCD corrections to partonic processes $q \bar{q} \rightarrow Z \gamma$ and $q \gamma \rightarrow Z q$;
- two-loop QCD-EW corrections to partonic processes $q \bar{q} \rightarrow Z$.

Phase-space integration over unresolved regions of final-state particles causes soft and collinear singularities. They need to be regulated, extracted, and properly cancelled against explicit $1 / \epsilon$-poles from loop integrals at a fully-differential level. It is convenient to divide the contributions mentioned above into two gauge-invariant subsets: QED and weak contributions. Out of these two, only mixed QCD-QED corrections have NNLO-like IR singularities: these are very similar to QCD corrections. In fact, it was observed in Ref. [38] that these contributions can be obtained by a set of replacement rules for various color factors. ${ }^{8}$ Once QED corrections are understood, weak corrections are obtained by adding renormalized one-loop weak and two-loop QCD-weak contributions. Up to NLO-like QCD IR singularities, these corrections are IR finite, since, by definition, they include virtual exchanges of massive gauge bosons.

### 4.1.2 QED corrections to Z-boson production

Following the abelianisation procedure of Ref. [38], we obtain initial-initial QCD-QED corrections at a fully differential level by modifying QCD color factors $C_{F}^{2}, C_{F} C_{A}$, and $C_{F} T_{R}$, which appear in the corresponding NNLO QCD calculation [1, 2]. These color factors arise, when in calculations of spin and helicity averaged matrix elements squared, the following color traces are evaluated ${ }^{9}$


[^29]As an example, we consider the interference of a particular two-loop NNLO QCD diagram with the tree-level diagram and find


An example of a double-real interference term at NNLO QCD is


It is straightforward to see, that all contributions in Eq. (4.3) vanish if one gluon is replaced by a photon: for the first two diagrams, this happens because there is no gluon-photon coupling; the last diagram vanishes since it becomes proportional to $\operatorname{Tr}\left(T^{a} T^{b}\right) \operatorname{Tr}\left(T^{a} T^{b}\right) \rightarrow \operatorname{Tr}\left(T^{a}\right) \operatorname{Tr}\left(T^{a}\right)=0$. Accordingly, we have to remove color factors $C_{A} \rightarrow 0$ and $T_{R} \rightarrow 0$. Diagrams in Eq. (4-4), on the other hand, do not vanish. In fact, they yield

$$
\begin{align*}
& \operatorname{Tr}\left(T^{a} T^{a} T^{b} T^{b}\right) \rightarrow n_{\mathrm{ex}} \operatorname{Tr}\left(T^{a} T^{a}\right) e_{q}^{2}=n_{\mathrm{ex}} C_{F} Q_{q}^{2}, \\
& \operatorname{Tr}\left(T^{a} T^{b} T^{a} T^{b}\right) \rightarrow n_{\mathrm{ex}} \operatorname{Tr}\left(T^{a} T^{a}\right) e_{q}^{2}=n_{\mathrm{ex}} C_{F} Q_{q}^{2}, \tag{4.7}
\end{align*}
$$

where $n_{\text {ex }}$ denotes the number of indistinguishable gluons that can be exchanged with a photon and $Q_{q}$ is the electric charge of the quark. In what follows, we discuss how color factors have to be changed in case of quark-quark, quark-gluon and gluon-gluon initiated contributions, respectively.

QUARK-INItIATED PRocesses Quark-initiated contributions in NNLO QCD are treelevel processes $q \bar{q} \rightarrow Z g g, q \bar{q} \rightarrow Z q \bar{q}$, and $q_{i} q_{j} \rightarrow Z q_{i} q_{j}$, as well as one-loop corrections to $q \bar{q} \rightarrow Z g$ and two-loop corrections to $q \bar{q} \rightarrow Z$. For these processes, any of the two gluons can be replaced with a photon ( $n_{\mathrm{ex}}=2$ ) and up to two independent color traces appear. We note that a special case arises only in the situation $q \bar{q} \rightarrow Z g\left(k_{4}\right) g\left(k_{5}\right)$, where both gluons appear in the final state. Upon replacing either gluon, these contributions are mapped onto two distinct contributions in the QCD-QED case, $q \bar{q} \rightarrow Z g\left(k_{4}\right) \gamma\left(k_{5}\right)$ and $q \bar{q} \rightarrow \mathrm{Z} \gamma\left(k_{4}\right) g\left(k_{5}\right)$. Naively, one might think that $n_{\mathrm{ex}}=1 \mathrm{in}$ Eq. (4.7) and that the correct replacement rule should be $C_{F}^{2} \rightarrow C_{F} e_{q}^{2}$.

However, the extra factor of two accounts for the symmetry factor $1 / 2$ ! that is present in the $g g$, but not in the $g \gamma$ case. We conclude that the replacement rules for quarkinitated partonic channels are

$$
\begin{equation*}
C_{F}^{2} \rightarrow 2 C_{F} e_{q}^{2}, \quad C_{A} \rightarrow 0, \quad T_{R} \rightarrow 0 \tag{4.8}
\end{equation*}
$$

QUARK-GLUON INITIATED PROCESSES Quark-initiated contributions in NNLO QCD are the tree-level processes $q g \rightarrow \mathrm{Zqg}$ and the one-loop QCD correction to $q g \rightarrow \mathrm{Zq}$. For these cases we can replace only one gluon with a photon. This can either be an initial-state gluon, in which case we obtain the tree-level contribution $q \gamma \rightarrow Z q g$ and the one-loop QCD contribution $q \gamma \rightarrow Z q$, or the final-state gluon, in which case we obtain $q g \rightarrow \mathrm{Zq} \mathrm{\gamma}$. Finally, we can also replace the virtual gluon with a photon. In this case, we obtain the one-loop QED contribution to $q g \rightarrow \mathrm{Zq}$. All these changes amount to the replacement

$$
\begin{equation*}
C_{F}^{2} \rightarrow C_{F} e_{q}^{2}, \quad C_{A} \rightarrow 0 \tag{4.9}
\end{equation*}
$$

We note that we also have to replace the averaging factor over color charges when an initial-state gluon is replaced by a photon.
gluon-gluon initiated processes The gluon-induced process receives only tree-level contributions $g g \rightarrow Z q \bar{q}$. In this case, we replace one of the two initial-state gluons with a photon and obtain the two processes $g \gamma \rightarrow Z q \bar{q}$ and $\gamma g \rightarrow Z q \bar{q}$. The replacement rules in this case read

$$
\begin{equation*}
C_{F}^{2} \rightarrow C_{F} e_{q}^{2}, \quad C_{A} \rightarrow 0 \tag{4.10}
\end{equation*}
$$

We note that also in this case we have to change the averaging factor over the color of the initial-state gluon.

Applying these rules to the calculation of on-shell Z-boson production through NNLO QCD in Ref. [2], we obtain a fully-differential description of initial-initial QCD-QED corrections. This includes regulated double- and single-real contributions, integrated subtraction terms, and finite remainders of virtual corrections, and allows us to compute arbitrary IR safe observables to on-shell Z-boson production. We discuss phenomenological implications of these corrections in Chapter 5.

снескs We note that we have checked this calculation in the following way. We followed the procedure described above to abelianise the analytic NNLO QCD corrections to inclusive Z-boson production [208] and compared these results to that of Ref. [38]. We then used the fully-differential setup described above to compute the inclusive cross section and found agreement with the analytic results presented in Ref. [38] within the numerical precision.

### 4.1.3 Weak corrections to Z-boson production

Having discussed computation of initial-initial QCD-QED corrections in Sec. 4.1.2, we now turn to weak corrections and summarize briefly what was done in Ref. [8]. There, twoloop QCD-weak corrections to the $q \bar{q} \rightarrow Z$ vertex ${ }^{10}$ were re-computed, confirming results
presented earlier in Ref. [245]. ${ }^{11}$ One-loop weak corrections to the partonic processes $q \bar{q} \rightarrow Z g$ and $q g \rightarrow Z q$ were obtained using the OpenLoops package [247-251].

We note, that we will study phenomenological impact of QED and weak corrections in Chapter 5. Before that, we discuss calculation of mixed QCD-EW corrections to the production of electrically charged $W$ bosons in the next section.

### 4.2 MIXED QCD-EW CORRECTIONS TO $W$-BOSON PRODUCTION

### 4.2.1 Preliminary remarks

The computation of mixed QCD-EW initial-initial corrections to $W$-boson production was presented in Ref. [9]. It is considerably more involved than the Z-boson case. In fact, since the $W$ boson carries electric charge, the IR behaviour of matrix elements changes, as compared to the case of $Z$-boson production. For this reason, QCD-QED corrections to W-boson production cannot be obtained by abelianising NNLO QCD corrections to this process and a new calculation is required. ${ }^{12}$

To fully describe initial-initial $\mathcal{O}\left(\alpha_{s} \alpha\right)$ corrections to on-shell $W$-boson production, the following double-real, real-virtual and double-virtual matrix elements have to be computed ${ }^{13}$

- $q \bar{q}^{\prime}$-channel:
- tree-level contributions $q \bar{q}^{\prime} \rightarrow W+g+\gamma$ and $q \bar{q}^{\prime} \rightarrow W+q+\bar{q} ;$
- one-loop QCD contribution $q \bar{q}^{\prime} \rightarrow W+\gamma$;
- one-loop EW contribution $q \bar{q}^{\prime} \rightarrow W+g$;
- two-loop QCD-EW contribution $q \bar{q}^{\prime} \rightarrow W$;
- $q q$-channel with the tree-level contribution $q q \rightarrow W+q q^{\prime}$;
- $q q^{\prime}$-channel with the tree-level contribution $q q^{\prime} \rightarrow W+q q$;
- qg-channel:
- tree-level contribution $q g \rightarrow W+q^{\prime}+\gamma$;
- one-loop EW contribution $q g \rightarrow W+q^{\prime}$;
- $q \gamma$-channel:
- tree-level contribution $q \gamma \rightarrow W+q^{\prime}+g$;
- one-loop QCD contribution $q \gamma \rightarrow W+q^{\prime}$;

11 The renormalized form-factor was obtained using results in Ref. [246].
12 We note that it was demonstrated in Ref. [238] how to obtain a valid subtraction scheme by abelianising QCD corrections to heavy-quark production.
13 Further contributions from PDF renormalization are not displayed here, they can be found in Ref. [9].

- $g \gamma$-channel with the tree-level contribution $g \gamma \rightarrow W+q \bar{q}^{\prime}$.

For the sake of brevity, from now on we will restrict ourselves to the case of $W^{+}$ production. ${ }^{14}$ We denote up- and down-type quarks by $u$ and $d$ and assume that the CKM matrix is an identity matrix, $V_{\mathrm{CKM}}=\mathbb{1}_{3 \times 3}$.
double-virtual corrections The two-loop QCD-EW form factor $u \bar{d} \rightarrow W^{+}$was computed in Ref. [9]. In this thesis, we describe the computation of ten previously unknown master integrals in Appendix D.1.
real-virtual corrections We note that finite one-loop EW and QCD remainders are obtained in Ref. [9] numerically with the OpenLoops package. Furthermore, we note that one-loop QCD corrections to $q \bar{q}^{\prime} \rightarrow W^{+}+\gamma$ and $q g \rightarrow W^{+}+q^{\prime}+\gamma$ require particular care since the photon couples to the $W$ boson. The required subtraction terms can be extracted from the results in Sec. 3.1.2. Details can be found in Ref. [9].
double-real corrections All double-real corrections listed above can be expressed through two types of tree-level amplitudes: they contain the $W$-boson and either four quarks or two quarks and a photon and a gluon. We present these quantities in Appendix D.2. In the following Section, we explain how to properly regulate and extract all soft and collinear singularities. In particular, we comment on the modifications to the nested soft-collinear subtraction scheme that were made to simplify this calculation. ${ }^{15}$

### 4.2.2 Regularisation of infrared singularities in double-real corrections

In this section, we discuss the regularisation of IR singularities in double-real contributions. In particular, we show how to regulate and extract $\mathbb{R}$ divergences for each of the partonic channels listed in the beginning of Sec. 4.2 using the nested soft-collinear subtraction scheme. We follow the procedure that was presented in Sec. 2.2 and Sec. 2.3 and iteratively subtract soft and collinear singularities. In contrast to previous computations [1, 2], we work in a reference frame in which the initial-state partons $f_{1,2}$ are back-to back but carry arbitrary energies $E_{1,2}$, demonstrating the flexibility of the subtraction scheme. We begin by discussing processes with quarks in the initial state, and then turn to quark-gluon (-photon) and gluon-photon initiated processes, respectively.

## Quark-initiated processes

QUARK Emission We start with processes that have quarks both in the initial and in the final state. We consider two representative examples for quark emission, $u \bar{d} \rightarrow W q \bar{q}$ and $u d \rightarrow W^{+} d d$, where $q \bar{q}$ denotes a generic light quark-antiquark pair. In case

[^30]of mixed QCD-EW corrections, only interference terms with a continuous quark line contribute. All other terms vanish since the are proportional to $\sim \operatorname{Tr}\left(T^{a}\right)=0 .{ }^{16}$ It follows that $q \bar{q}$ is either $u \bar{u}$ or $d \bar{d}$.

An example for an interference term with a continuous quark line for the case $u \bar{d} \rightarrow W^{+} u \bar{u}$ is


We note that the case of $d \bar{d}$-emission can be obtained from Eq. (4.11) by replacing the $s$-channel splitting $g \rightarrow u \bar{u}$ with the splitting $g \rightarrow d \bar{d}$ in the left diagram and by moving the $t$-channel boson exchange to the lower line in the right diagram.

The left diagram in Eq. (4.11) could, in principle, cause a double-soft singularity in the limit $k_{4,5} \rightarrow 0$, a double-collinear singularity in the limit $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$ and a triplecollinear singularity when $k_{4}\left\|k_{5}\right\| p_{1}$. However, the photon contribution in the right diagram in Eq. (4.11) only develops collinear singularities when $k_{4} \| p_{1}$ and when $\boldsymbol{k}_{4}\left\|\boldsymbol{k}_{5}\right\| \boldsymbol{p}_{1} \cdot{ }^{17}$ Hence, the interference term shown in Eq. (4.11) is only singular in the triple-collinear limit $k_{4}\left\|k_{5}\right\| p_{1}$. In fact, it is straightforward to check that all double-real contributions with two quarks both in the initial and in the final state stem from $s$-channel and $t$-channel interferences, like the one in Eq. (4.11), and exhibit only triple-collinear singularities.

For the process $u d \rightarrow W^{+} d d$, an example for an interference with a continuous quark line is


For the same reasons discussed below Eq. (4.11), the contribution shown in Eq. (4.12) is only singular in the triple-collinear limit $\boldsymbol{k}_{4}\left\|\boldsymbol{k}_{5}\right\| \boldsymbol{p}_{2}$.

Adopting the notation of Sec. 2.1, we write

$$
\begin{equation*}
\mathrm{d} \sigma_{u \bar{d} \rightarrow W^{+} q \bar{q}}^{R R}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{q}, 5_{\bar{q}}\right)\right\rangle, \tag{4.13}
\end{equation*}
$$

16 See also Appendix D.2. Equivalently, this observation corresponds to taking $T_{R} \rightarrow 0$ in the Z-boson case, see Eq. (4.3) and the discussion below that equation.
17 We note that the contribution with a Z-boson is finite.

$$
\begin{equation*}
\mathrm{d} \sigma_{u d \rightarrow W^{+} d d}^{R R}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{d}, W^{+} ; 4_{d}, 5_{d}\right)\right\rangle, \tag{4.14}
\end{equation*}
$$

where we note that the rather simple singularity structure, which has in fact no overlapping limits, does not require us to introduce partition functions or sectors. Hence, in case of $q \bar{q}$ emission, cf. Eq. (4.13), we can extract all divergences by inserting the following partition of unity $I=\left(I-\mathbb{C}_{1}-\mathbb{C}_{2}\right)+\mathbb{C}_{1}+\mathbb{C}_{2}$ into Eq. (4.13). We note that the triple-collinear limit $k_{4}\left\|k_{5}\right\| p_{1}$ is relevant for $q \bar{q}=u \bar{u}$, whereas $k_{4}\left\|k_{5}\right\| p_{2}$ is relevant for the contribution $q \bar{q}=d \bar{d}$. The process in Eq. (4.14), on the other hand, has only one triple-collinear singularity so it suffices to insert $I=\left(I-\mathbb{C}_{2}\right)+\mathbb{C}_{2}$. We obtain

$$
\begin{align*}
\mathrm{d} \sigma_{u \bar{d} \rightarrow W^{+} q \bar{q}}^{R R}= & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-\mathbb{C}_{1}-\mathbb{C}_{2}\right) F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{q}, 5_{\bar{q}}\right)\right\rangle  \tag{4.15}\\
& +\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left[\mathbb{C}_{1}+\mathbb{C}_{2}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{q}, 5_{\bar{q}}\right)\right\rangle, \tag{4.16}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{d} \sigma_{u d \rightarrow W^{+} d d}^{R R}= & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-\mathbb{C}_{2}\right) F_{\mathrm{L} M}\left(1_{u}, 2_{d}, W^{+} ; 4_{d}, 5_{d}\right)\right\rangle  \tag{4.17}\\
& +\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] \mathbb{C}_{2} F_{\mathrm{LM}}\left(1_{u}, 2_{d}, W^{+} ; 4_{d}, 5_{d}\right)\right\rangle, \tag{4.18}
\end{align*}
$$

respectively.
Finally, we note that the required genuine triple-collinear subtraction terms in Eq. (4.16) and Eq. (4.18) are independent of the phase-space parametrization. This is the case since triple-collinear operators $\mathbb{C}_{i}$ are defined in a way that they only act on matrix elements squared and momentum-conserving $\delta$-functions and not on the unresolved phase-space, cf. Sec. 2.3.3. We obtain results for subtraction terms in case of triple-collinear splittings $u \rightarrow u \bar{u} u^{*}, d \rightarrow d \bar{d} d^{*}$ and $d \rightarrow d d \bar{d}^{*}$ at $\mathcal{O}\left(\alpha_{s} \alpha\right)$ by abelianising the NNLO QCD result for the splitting $q \rightarrow \bar{q} q q^{*}$ and $q \rightarrow q q \bar{q}^{*}$ computed in Ref. [5]. ${ }^{18}$
emission of a photon and a gluon We now turn to the other quark-initiated double-real correction, which is the emission of a gluon-photon pair $u \bar{d} \rightarrow W^{+} g \gamma$. We write the corresponding fully-differential cross section as

$$
\begin{equation*}
2 s \cdot \mathrm{~d} \sigma_{u \bar{d} \rightarrow W g \gamma}^{R R}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle . \tag{4.19}
\end{equation*}
$$

As we have discussed in Chapter 2, the singularity structure in the case of $g \gamma$-emission is simpler than the $g g$ case in NNLO QCD. Indeed,

- as we have discussed in Sec. 2.2.2, the double-soft limit $S_{g} S_{\gamma}$ is uncorrelated, meaning that the matrix element factorizes into a product of NLO-like eikonal functions. However, we need to account for the fact that the charged $W$-boson appears as a massive radiator in the soft-photon eikonal function. We presented analytic results for the integrated soft-photon subtraction term for a resolved, a soft, and a collinear gluon in Sec. 3.1.2;19

[^31]19 We note that the integrated subtraction term for a soft gluon is trivial to obtain, see Eq. (2.42).

- in Sec. 2.3.3 we noticed the absence of a singularity in the limit where the photon and the gluon become collinear to each other. We have used this fact to divide the phase space into two (instead of four) sectors, see Eq. (2.64) and the discussion around it.

With theses simplifications in mind, we write the double-real cross section in Eq. (4.19) as

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] S_{\gamma} S_{g} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
+ & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left[\left(I-S_{g}\right) S_{\gamma}+\left(I-S_{\gamma}\right) S_{g}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle  \tag{4.20}\\
+ & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right)\left(I-S_{g}\right) F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle .
\end{align*}
$$

We note that we have derived results for the integrated soft-gluon and soft-photon subtraction terms in Eq. (2.42) and Sec. 3.1.2, respectively. In particular, we have found that the soft-gluon integral is independent of the photon momentum, while the softphoton integral was computed for three distinct cases that involve resolved, soft, or collinear gluons. With these results, we can compute the double-soft and single-soft subtraction terms in Eq. (4.20).

We begin with the double-soft contribution to Eq. (4.20) and obtain

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] S_{\gamma} S_{g} F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle=[\alpha]\left[\alpha_{s}\right]\left[\left(2 E_{\max }\right)^{-2 \epsilon} \frac{\Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)}\right]^{2} \\
& \quad \times \frac{2 C_{F}}{\epsilon^{2}}\left\langle\tilde{J}_{\gamma}\left(E_{1}, E_{2}\right) F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+}\right)\right\rangle . \tag{4.21}
\end{align*}
$$

The function $\tilde{J}_{\gamma}\left(E_{1}, E_{2}\right)$ can be found in Eq. (3.24).
As we explained in Sec. 2.2.2, single-soft contributions in which either the gluon or the photon is soft, exhibit singularities when the remaining resolved emission becomes collinear to one of the initial-state quarks. However, these singularities can be dealt with in a straightforward NLO-like manner. Indeed, for the soft-gluon emission we insert the partition of unity $I=\left(I-C_{\gamma 1}-C_{\gamma 2}\right)+C_{\gamma 1}+C_{\gamma 2}$ and write ${ }^{20}$

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right) S_{g} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & {\left[\alpha_{s}\right]\left(2 E_{\max }\right)^{-2 \epsilon} \frac{2 C_{F} \Gamma^{2}(1-\epsilon)}{\epsilon^{2} \Gamma(1-2 \epsilon)} \times\left\{\left\langle\hat{O}_{\mathrm{NLO}}^{\gamma}\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right)\right\rangle\right.}  \tag{4.22}\\
+ & \left.\left\langle\left(I-S_{\gamma}\right)\left[C_{\gamma 1}+C_{\gamma 2}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right)\right\rangle\right\} .
\end{align*}
$$

In Eq. (4.22), the first term on the r.h.s. denotes the fully-regulated contribution with a resolved photon, proportional to

$$
\begin{equation*}
\hat{O}_{\mathrm{NLO}}^{\gamma}=\left(I-S_{\gamma}\right)\left(I-C_{\gamma 1}-C_{\gamma 2}\right) . \tag{4.23}
\end{equation*}
$$

[^32]Terms in the last line of Eq. (4.22) are subtraction terms for collinear singularities caused by the photon. We focus on the term proportional to $C_{\gamma 1}$ and consider collinear and soft-collinear limits. We find

$$
\begin{align*}
C_{\gamma 1} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right) & =\frac{e^{2} Q_{u}^{2}}{E_{5}^{2} \rho_{51}} \times(1-z) \bar{P}_{q q}(z) \frac{F_{\mathrm{L} M}\left(z \cdot 1_{u}, 2_{\bar{d}}, W^{+}\right)}{z},  \tag{4.24}\\
S_{\gamma} C_{\gamma 1} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right) & =\frac{e^{2} Q_{u}^{2}}{E_{5}^{2} \rho_{51}} \times 2 F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+}\right), \tag{4.25}
\end{align*}
$$

where $E_{5}=(1-z) E_{1}$ and

$$
\begin{equation*}
\bar{P}_{q q}(z)=\left[\frac{1+z^{2}}{1-z}-\epsilon(1-z)\right], \tag{4.26}
\end{equation*}
$$

is the conventional splitting function given in Eq. (2.55) without color factor $C_{F}$. We integrate over angle $\rho_{51}$ and obtain

$$
\begin{align*}
\langle & \left.\left(I-S_{\gamma}\right) C_{\gamma 1}\left[\mathrm{~d} k_{5}\right] F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right)\right\rangle \\
=- & \frac{[\alpha] \Gamma^{2}(1-\epsilon)}{\epsilon \Gamma(1-2 \epsilon)} Q_{u}^{2}\left(2 E_{1}\right)^{-2 \epsilon}\left[\int_{0}^{1} \mathrm{~d} z \frac{\bar{P}_{q q}(z)}{(1-z)^{2 \epsilon}}\left\langle\frac{F_{\mathrm{LM}}\left(z \cdot 1_{u}, 2_{\bar{d}}, W^{+}\right)}{z}\right\rangle\right. \\
& \left.-2 \int_{z_{\min }}^{1} \mathrm{~d} z(1-z)^{-1-2 \epsilon}\left\langle F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+}\right)\right\rangle\right]  \tag{4.27}\\
=- & \frac{[\alpha] \Gamma^{2}(1-\epsilon)}{\epsilon \Gamma(1-2 \epsilon)} Q_{u}^{2}\left(2 E_{1}\right)^{-2 \epsilon} \int_{0}^{1} \mathrm{~d} z\left[\frac{\bar{P}_{q q}(z)}{(1-z)^{2 \epsilon}}+\frac{1}{\epsilon} \delta(1-z) e^{-2 \epsilon L_{1}}\right] \\
& \times\left\langle\frac{F_{\mathrm{LM}}\left(z \cdot 1_{u}, 2_{\bar{d}}, W^{+}\right)}{z}\right\rangle,
\end{align*}
$$

where $L_{i}=E_{\max } / E_{i}$. The term proportional to $C_{\gamma 2}$ in Eq. (4.22) can be computed in a similar way; we obtain

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right) S_{g} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & {\left[\alpha_{s}\right]\left(2 E_{\max }\right)^{-2 \epsilon} \frac{2 C_{F} \Gamma^{2}(1-\epsilon)}{\epsilon^{2} \Gamma(1-2 \epsilon)}\left\{\left\langle\hat{O}_{\mathrm{NLO}}^{\gamma}\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 5_{\gamma}\right)\right\rangle\right.} \\
& -\frac{[\alpha] \Gamma^{2}(1-\epsilon)}{\epsilon \Gamma(1-2 \epsilon)} \int_{0}^{1} \mathrm{~d} z\left[Q_{u}^{2} P_{q q}^{\mathrm{NLO}}\left(z, L_{1}\right)\left(2 E_{1}\right)^{-2 \epsilon}\left\langle\frac{F_{\mathrm{L} M}\left(z \cdot 1_{u}, 2_{\bar{d}}\right)}{z}\right\rangle\right.  \tag{4.28}\\
& \left.\left.+Q_{d}^{2} P_{q q}^{\mathrm{NLO}}\left(z, L_{2}\right)\left(2 E_{2}\right)^{-2 \epsilon}\left\langle\frac{F_{\mathrm{LM}}\left(1_{u}, z \cdot 2_{\bar{d}}\right)}{z}\right\rangle\right]\right\},
\end{align*}
$$

for the whole expression Eq. (4.22). We note that in Eq. (4.28) we have used $J_{\gamma}(1,2, W)$ as given in Eq. (3.11) and that we abbreviated

$$
\begin{equation*}
P_{q q}^{\mathrm{NLO}}(z, L)=(1-z)^{-2 \epsilon}\left[\frac{1+z^{2}}{1-z}-\epsilon(1-z)\right]+\frac{1}{\epsilon} \delta(1-z) e^{-2 \epsilon L} . \tag{4.29}
\end{equation*}
$$

For the soft-photon contribution to Eq. (4.20), we find

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{g}\right) S_{\gamma} F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & {[\alpha]\left(2 E_{\max }\right)^{-2 \epsilon} \frac{\Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)} \times\left\{\left\langle\hat{O}_{\mathrm{NLO}}^{g}\left[\mathrm{~d} k_{4}\right] J_{\gamma}(1,2, W) F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}\right)\right\rangle\right.} \\
& -\frac{\left[\alpha_{s}\right] C_{F} \Gamma^{2}(1-\epsilon)}{\epsilon \Gamma(1-2 \epsilon)} \int_{0}^{1} \mathrm{~d} z\left[P_{q q}^{\mathrm{NLO}}\left(z, L_{1}\right)\left(2 E_{1}\right)^{-2 \epsilon} \tilde{J}_{\gamma}\left(z \cdot E_{1}, E_{2}\right)\right.  \tag{4.30}\\
& \times\left\langle\frac{F_{\mathrm{LM}}\left(z \cdot 1_{u}, 2_{\bar{d}}\right)}{z}\right\rangle+P_{q q}^{\mathrm{NLO}}\left(z, L_{2}\right)\left(2 E_{2}\right)^{-2 \epsilon} \tilde{J}_{\gamma}\left(E_{1}, z \cdot E_{2}\right) \\
& \left.\left.\times\left\langle\frac{F_{\mathrm{L} M}\left(1_{u}, z \cdot 2_{\bar{d}}\right)}{z}\right\rangle\right]\right\},
\end{align*}
$$

where

$$
\hat{O}_{\mathrm{NLO}}^{g}=\left(I-S_{g}\right)\left(I-C_{g 1}-C_{g 2}\right)
$$

We note that the collinear subtraction terms in Eq. (4.30) are more involved than in the soft-gluon case, since the soft-photon eikonal function has a residual dependence on the gluon momentum $k_{4}$. We have shown in Sec. 3.1.2 how to integrate the softphoton eikonal function in case of a unresolved gluon. In particular, we found that $C_{g 1} J_{\gamma}(1,2, W)=\tilde{J}_{\gamma}\left(z \cdot E_{1}, E_{2}\right)$ and $C_{g 2} J_{\gamma}(1,2, W)=\tilde{J}_{\gamma}\left(E_{1}, z \cdot E_{2}\right)$, where $z=\left(E_{1,2}-\right.$ $\left.E_{4}\right) / E_{1,2}$ and $\tilde{J}_{\gamma}\left(E_{1}, E_{2}\right)$ is given in Eq. (3.24).

In the following, we regulate remaining collinear singularities in the soft-regulated term in Eq. (4.20)

$$
\begin{equation*}
\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right)\left(I-S_{g}\right) F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \tag{4.32}
\end{equation*}
$$

following the discussion in Sec. 2.3 and making use of the fact that there is no doublecollinear $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$ singularity. In particular, we introduce partition functions

$$
\begin{equation*}
1=\omega_{\mathcal{D C}}^{14,25}+\omega_{\mathcal{D C}}^{24,15}+\omega_{\mathcal{T C}}^{14,15}+\omega_{\mathcal{T C}}^{24,25} \tag{4.33}
\end{equation*}
$$

where we define double-collinear partitions

$$
\omega_{\mathcal{D C}}^{14,25}=\frac{\rho_{15} \rho_{24}}{4}, \quad \omega_{\mathcal{D C}}^{24,15}=\frac{\rho_{14} \rho_{25}}{4}
$$

and triple-collinear partitions

$$
\begin{equation*}
\omega_{\mathcal{T C}}^{14,15}=\frac{\rho_{24} \rho_{25}}{4}, \quad \omega_{\mathcal{T C}}^{24,25}=\frac{\rho_{14} \rho_{15}}{4} \tag{4.35}
\end{equation*}
$$

Furthermore, we employ definitions of sectors as in Eq. (2.64). We then write the softregulated contribution in Eq. (4.32) as ${ }^{21}$

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right)\left(I-S_{g}\right) F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle \\
= & \sum_{n=1}^{4}\left\langle\Xi_{n}^{q \bar{q}}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right)\left(I-S_{g}\right) F_{\mathrm{L} M}\left(1_{u}, 2_{\bar{d}}, W^{+} ; 4_{g}, 5_{\gamma}\right)\right\rangle,
\end{align*}
$$

$21 \overline{\text { We recall that double-collinear operators }} C_{i j}$ act on the phase space $\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]$, whereas triple-collinear operators $\mathbb{C}_{i}$ do not.
where operators $\Xi_{n}^{q \bar{q}} \operatorname{read}^{22}$

$$
\begin{align*}
& \Xi_{1}^{q \bar{q}}=\sum_{\substack{i, j=1,2 \\
i \neq j}}\left(I-C_{4 i}\right)\left(I-C_{5 j}\right) \omega_{\mathcal{D} \mathcal{C}}^{i 4, j 5}+\sum_{i=1,2} \sum_{k=A, B}\left(I-C^{k}\right)\left(I-\mathbb{C}_{i}\right) \omega_{\mathcal{T} \mathcal{C}}^{i 4, i 5}  \tag{4.37}\\
& \Xi_{2}^{q \bar{q}}=\sum_{i=1,2} \sum_{\substack{i=A, B}}\left(I-C^{k}\right) \mathbb{C}_{i},  \tag{4.38}\\
& \Xi_{3}^{q \bar{q}}=-\sum_{\substack{i, j=1,2 \\
i \neq j}} C_{4 i} C_{5 j}  \tag{4•39}\\
& \Xi_{4}^{q \bar{q}}=\sum_{\substack{i, j=1,2 \\
i \neq j}}\left[C_{4 i}+C_{5 j}\right] \omega_{\mathcal{D} \mathcal{C}}^{i 4, j 5}+\sum_{i=1,2} \sum_{k=A, B} \theta^{k} C^{k} \omega_{\mathcal{T} \mathcal{C}}^{i 4, i 5} \tag{4.40}
\end{align*}
$$

We note that the term proportional to operator $\left(I-S_{\gamma}\right)\left(I-S_{g}\right) \Xi_{1}^{q \bar{q}}$ in Eq. (4.36) describes the fully-regulated contribution, which is computed numerically in $d=4$ dimensions. The operator $\Xi_{2}^{q \bar{q}}$ in Eq. (4.38) describes the triple-collinear contribution. We find

$$
\begin{align*}
& \left\langle\left(I-S_{g}\right)\left(I-S_{\gamma}\right) \Xi_{2}^{q \bar{q}} F_{\mathrm{LM}}\left(1_{u}, 2_{\bar{d}}, W, 4_{g}, 5_{\gamma} ;\right)\right\rangle \\
& =-2[\alpha]\left[\alpha_{s}\right] C_{F} \int_{0}^{1} \mathrm{~d} z P_{q q}^{\operatorname{trc}}(z)\left[Q_{u}^{2}\left(2 E_{1}\right)^{-4 \epsilon}\left\langle\frac{F_{\mathrm{L} M}\left(z \cdot 1_{u}, 2_{\bar{d}}, W^{+}\right)}{z}\right\rangle\right.  \tag{4.41}\\
& \left.\quad+Q_{d}^{2}\left(2 E_{2}\right)^{-4 \epsilon}\left\langle\frac{F_{\mathrm{L} M}\left(1_{u}, z \cdot 2_{\bar{d}}, W^{+}\right)}{z}\right\rangle\right]
\end{align*}
$$

We compute the the strongly-ordered and the genuine contributions to the triple-collinear subtraction term in Eq. (4.41) following the discussion in Sec. 3.1.3 and Sec. 3.2.3, respectively. We note that in contrast to the triple-collinear subtraction terms obtained in the context of NNLO QCD computations [5], we have to take the abelian limit $C_{A} \rightarrow 0$ and consider modified sectors $k=A, B$. We obtain

$$
\begin{align*}
P_{q q}^{\mathrm{trc}}(z)= & \frac{1}{\epsilon}\left[\frac{3}{2}(1-z)+z \ln (z)+\frac{3+z^{2}}{4(1-z)} \ln ^{2}(z)\right] \\
& +\left(\frac{11}{2}-6 \ln (1-z)\right)(1-z)-\frac{2 \pi^{2} z}{3}-\frac{z}{2} \ln ^{2}(z) \\
& -\frac{\left(19+9 z^{2}\right)}{12(1-z)} \ln ^{3}(z)+4 z \operatorname{Li}_{2}(z)  \tag{4.42}\\
& -\left(z+\frac{\pi^{2}\left(5+3 z^{2}\right)}{3(1-z)}+\frac{2\left(1+z^{2}\right)}{1-z} \mathrm{Li}_{2}(z)\right) \ln (z) \\
& +\frac{2\left(5+3 z^{2}\right)}{1-z}\left(\operatorname{Li}_{3}(z)-\zeta_{3}\right)
\end{align*}
$$

22 We note that we can neglect partition functions $\omega_{\mathcal{D C} / \mathcal{T C}}^{i j, k l}$ in double-unresolved contributions $n=2,3$, since they become unity in these limits.

The remaining contributions $\Xi_{3,4}^{q \bar{q}}$ describe NLO-like unresolved collinear subtraction terms. In particular, $\Xi_{3}^{9 \eta}$ in Eq. (4.39) describes the double-unresolved contribution that originates from the double-collinear partitions, where both the gluon and the photon are collinear to different initial-state quarks. Operator $\Xi_{4}^{q \bar{q}}$ in Eq. (4.40) describes all contributions in which either the gluon or the photon is collinear. The computation of these integrated subtraction terms is NLO-like and can be found in Ref. [9].

## Quark-gluon and quark-photon initiated processes

In the following, we turn to the regularisation of IR singularities in the quark-gluon initiated process. In particular, we consider the double-real correction $g \bar{d} \rightarrow W^{+} \bar{u} \gamma$, the respective cross section reads

$$
\begin{equation*}
2 s \cdot \mathrm{~d} \sigma_{g \bar{d} \rightarrow W \bar{u} \gamma}^{R R}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle . \tag{4.43}
\end{equation*}
$$

We begin with the regularisation of the soft singularity caused by the photon and write

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle \\
= & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] S_{\gamma} F_{\mathrm{L} M}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle  \tag{4.44}\\
+ & \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right) F_{\mathrm{L} M}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle .
\end{align*}
$$

The single-soft contribution can be obtained following the same steps as in the case of $g \gamma$-emission. We arrive at

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] S_{\gamma} F_{\mathrm{L} M}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle \\
= & {[\alpha]\left(2 E_{\max }\right)^{-2 \epsilon} \frac{\Gamma^{2}(1-\epsilon)}{\Gamma(1-2 \epsilon)}\left\{\left\langle\hat{O}_{\mathrm{NLO}}^{\bar{u}} J_{\gamma}(2,4, W)\left[\mathrm{d} k_{4}\right] F_{\mathrm{LM}}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}},\right)\right\rangle\right.}  \tag{4.45}\\
& \left.-\frac{\left[\alpha_{s}\right] T_{R} \Gamma^{2}(1-\epsilon)\left(2 E_{1}\right)^{-2 \epsilon}}{\epsilon \Gamma(1-2 \epsilon)} \int_{0}^{1} \mathrm{~d} z P_{q g}^{\mathrm{NLO}}(z) \tilde{J}_{\gamma}\left(z \cdot E_{1}, E_{2}\right)\left\langle\frac{F_{\mathrm{L} M}\left(z \cdot 1_{u}, 2_{\bar{d}}\right)}{z}\right\rangle\right\},
\end{align*}
$$

where $\hat{O}_{\mathrm{NLO}}^{\bar{u}}=\left(I-C_{51}\right)$, the splitting function $P_{q g}^{\mathrm{NLO}}(z)$ can be found in Eq. (D.43) and $J_{\gamma}(2,4, W)$ is given in Eq. (D.41).
We now analyse collinear singularities of the soft-regulated contribution proportional to $\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right) F_{\mathrm{LM}}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle$ in Eq. (4•44). Double-collinear divergences can arise when the final-state quark $\bar{u}\left(k_{4}\right)$ becomes collinear to the gluon, and when the final state photon $\gamma\left(k_{5}\right)$ becomes collinear either to $\bar{u}\left(k_{4}\right)$ or to $\bar{d}\left(p_{2}\right)$. A triple collinear singularity arises in the limit $k_{4}\left\|k_{5}\right\| p_{1}$. We follow the same steps as in the case of $g \gamma$-emission and write

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right) F_{\mathrm{LM}}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle \\
= & \sum_{n=1}^{4}\left\langle\Xi_{n}^{g q}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right]\left(I-S_{\gamma}\right) F_{\mathrm{LM}}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)\right\rangle, \tag{4•46}
\end{align*}
$$

where ${ }^{23}$

$$
\begin{align*}
& \Xi_{1}^{g q}=\left(I-C_{41}\right)\left(I-C_{52}\right) \omega_{\mathcal{D C}}^{25}+\sum_{k=a, b, c, d}\left(I-C^{k}\right)\left(I-\mathbb{C}_{1}\right) \omega_{\mathcal{T} \mathcal{C}}^{45}  \tag{4.47}\\
& \Xi_{2}^{g q}=\sum_{k=a, b, c, d}\left(I-C^{k}\right) \mathbb{C}_{1}  \tag{4.48}\\
& \Xi_{3}^{g q}=-C_{41} C_{52}  \tag{4.49}\\
& \Xi_{4}^{g q}=\left[C_{41}+C_{52}\right] \omega_{\mathcal{D C}}^{25}+\sum_{k=a, b, c, d} \theta^{k} C^{k} \omega_{\mathcal{T} \mathcal{C}}^{45}
\end{align*}
$$

and

$$
\begin{equation*}
\omega_{\mathcal{D C}}^{25}=\frac{\rho_{45}}{\rho_{24}+\rho_{45}}, \quad \omega_{\mathcal{T} \mathcal{C}}^{45}=\frac{\rho_{24}}{\rho_{24}+\rho_{45}} \tag{4.51}
\end{equation*}
$$

We note that due to the presence of the $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$ singularity, we have used the four sectors $k=a . . d$ that appear in NNLO QCD computations, cf. Eq. (2.58), to disentangle stronglyordered limits in the triple-collinear contribution. Although, strictly speaking, sector $k=a$ is redundant, since there is no singularity when initial-state gluon and final-state photon become collinear in the limit $\boldsymbol{k}_{5} \| \boldsymbol{k}_{1}$, we include $k=a$ in Eqs. (4.47)-(4.50) but note that $C^{a} F_{\mathrm{LM}}\left(1_{g}, 2_{\bar{d}}, W^{+} ; 4_{\bar{u}}, 5_{\gamma}\right)=0$.

The operators $\Xi_{1, \ldots, 4}^{g q}$ in Eqs. (4.47)-(4.50) are defined similarly to those in case of $g \gamma$ emission, given in Eqs. (4.37)-(4.40). Contribution $\left(I-S_{\gamma}\right) \Xi_{1}^{g q}$ in Eq. (4.46) is fully regulated, we compute it numerically in $d=4$ dimensions. We note that the triplecollinear contribution $\Xi_{2}^{g q}$ in Eq. (4.48) is obtained by abelianising the NNLO QCD result for the splitting $g \rightarrow q g q^{*}$ computed in Ref. [5]. ${ }^{24}$ The remaining contributions $\Xi_{3}^{g q}$ and $\Xi_{4}^{g q}$ in Eq. (4.49) and Eq. (4.50) involve double-unresolved double-collinear limits, as well as single-unresolved collinear subtraction terms. A discussion of these NLO-like contributions can be found in Ref. [9].

Finally, we note that the contribution of the quark-photon initiated partonic channel $\gamma \bar{d} \rightarrow W^{+} \bar{u} g$ can be computed along the lines discussed above. It turns out that results for this channel can be found by a straightforward abelianisation of the contribution of the process $g \bar{d} \rightarrow W^{+} \bar{u} \gamma$, where additionally, one has to set $Q_{W}$ to zero.

## Gluon-photon initiated processes

The last remaining double-real contribution refers to the partonic process $g \gamma \rightarrow W^{+} \bar{u} d$. We write the differential cross section in the standard way

$$
2 s \cdot \mathrm{~d} \sigma_{g \gamma \rightarrow W \bar{u} d}^{R R}=\left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{g}, 2_{\gamma}, W^{+} ; 4_{\bar{u},}, 5_{d}\right)\right\rangle
$$

23 As before, partition functions $\omega_{\mathcal{D C} / \mathcal{T} \text { C }}^{i j}$ in double-unresolved contributions $\Xi_{2}^{g q}$ and $\Xi_{3}^{g q}$ are equal to one.
24 See also Table 2.2.

This contribution has no soft or triple-collinear singularities, it only exhibits doublecollinear singularities when the final-state (anti-)quark becomes collinear to either the photon or the gluon in the initial state. These collinear divergences are not entangled; for example when $\bar{u}\left(k_{4}\right)$ becomes collinear to $g\left(p_{1}\right)$, the remaining quark $d\left(k_{5}\right)$ can only become collinear to $\gamma\left(p_{2}\right)$. Hence, there is no need to split the phase space with partition functions or sectors. We write

$$
\begin{align*}
& \left\langle\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{g}, 2_{\gamma}, W^{+} ; 4_{\bar{u}}, 5_{d}\right)\right\rangle \\
= & \left\langle\hat{O}_{\mathrm{NNLO}}^{g \gamma}\left[\mathrm{~d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{LM}}\left(1_{g}, 2_{\gamma}, \mathrm{W}^{+} ; 4_{\bar{u}}, 5_{d}\right)\right\rangle \\
+ & \left\langle\left[\mathrm{C}_{41}+C_{42}+C_{51}+C_{52}\right]\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{g}, 2_{\gamma}, W^{+} ; 4_{\bar{u}}, 5_{d}\right)\right\rangle  \tag{4.53}\\
- & \left\langle\left[\mathrm{C}_{41} C_{52}+C_{42} C_{51}\right]\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right] F_{\mathrm{L} M}\left(1_{g}, 2_{\gamma}, W^{+} ; 4_{\bar{u}}, 5_{d}\right)\right\rangle,
\end{align*}
$$

where the fully-regulated contribution is proportional to

$$
\begin{equation*}
\hat{O}_{\mathrm{NNLO}}^{g \gamma}=I-C_{41}-C_{42}-C_{51}-C_{52}+C_{41} C_{52}+C_{42} C_{51} . \tag{4.54}
\end{equation*}
$$

We note that all single- and double-unresolved subtraction terms in Eq. (4.53) are NLOlike and can be obtained by abelianising the NNLO QCD calculations for the $g g$-channel in Refs. [1, 2]. Results can be found in Ref. [9].

### 4.2.3 Summary

To obtain complete a description of mixed QCD-EW corrections to $W$-boson production, we have to combine different building blocks discussed in Sec. 4.2.1. To this end, we implemented all one- and two-loop finite remainders, contributions from the renormalization of PDFs, as well as double-real matrix elements, presented in Appendix D.2, and finite remainders of the integrated subtraction terms that we discussed in Sec. 4.2.2, in a Fortran computer code [9]. This code can be used to compute mixed QCD-EW corrections to arbitrary IR safe observables in the process $p p \rightarrow W^{ \pm}+X$.
Our results pass several checks. First, we note that we achieve an analytic cancellation of all IR poles. Second, the double-real matrix elements squared presented in Appendix D. 2 have been checked to be regularised by the formulas in Sec. 4.2.2. Third, the same matrix elements have been used to compute the cross section of the process $p p \rightarrow W+\gamma+$ jet, which then was compared to MADGRAPH [252] results for different partonic channels. Fourth, we have considered the limit of equal up- and down quark charges $Q_{u}=Q_{d} \Leftrightarrow Q_{W}=0$ in several unresolved contributions and compared results with the results for $Z$-boson production in Ref. [8]. This approach is particularly useful to check modified partition functions and phase-space sectors described in the previous section.
In the next Chapter, we will study phenomenological impact of mixed QCD-EW corrections to Z - and W -boson hadroproduction. In particular, we will assess the impact of these corrections on the extraction of the $W$-boson mass at the LHC.

In this Chapter, we discuss numerical results for the production of on-shell Z- and $W$ bosons at the LHC focusing on NNLO QCD-EW corrections. We present inclusive cross sections and kinematic distributions of a few selected observables in Sec. 5.1. The main focus of this Chapter, however, is to study how mixed corrections affect lepton transversemomenta distributions in $Z$ and $W$ production that are used to determine the $W$-boson mass at the LHC. In Sec. 5.2, we describe a simple but transparent model, which allows us to investigate this question.

### 5.1 INCLUSIVE CROSS-SECTIONS AND KINEMATIC DISTRIBUTIONS

In this section, we present numerical results for $Z$ - and $W$-boson production at the LHC. Originally, these results have been presented in Refs. [7-9]. We begin by describing the numerical setup of our calculations.

### 5.1.1 The setup

The computational setup for both cases is as follows. We consider the LHC with a center-of-mass collision energy of 13 TeV . The strong coupling constant is renormalized in the $\overline{\mathrm{MS}}$ scheme; for electroweak corrections we employ the $G_{\mu}$ input-parameter and on-shell renormalization schemes. We set $\mu_{F}=\mu_{R} \equiv \mu$ in all numerical computations. We use

$$
\begin{align*}
& G_{F}=1.16639 \times 10^{-5} \mathrm{GeV}^{-2} \quad M_{Z}=91.1876 \mathrm{GeV}, \quad M_{W}=80.398 \mathrm{GeV}, \\
& M_{t}=173.2 \mathrm{GeV}, \quad M_{H}=125 \mathrm{GeV}, \tag{5.1}
\end{align*}
$$

as input parameters in the $G_{\mu}$ scheme, from which we derive the weak mixing angle

$$
\begin{equation*}
\sin ^{2} \theta_{W}=1-\frac{M_{W}^{2}}{M_{Z}^{2}} \approx 0.222646 \tag{5.2}
\end{equation*}
$$

and the fine-structure constant

$$
\begin{equation*}
\alpha=\frac{\sqrt{2} G_{F} M_{W}^{2}}{\pi}\left(1-\frac{M_{W}^{2}}{M_{Z}^{2}}\right) \approx 1 / 132.338 . \tag{5.3}
\end{equation*}
$$

We note that the $G_{\mu}$ input scheme is particularly suited for describing processes involving $W$ and $Z$ bosons, since it re-absorbs contributions to the on-shell renormalization of the weak mixing angle [253], resulting in numerically small EW corrections.

We use the NNLO NNPDF3.1luxQED [254-256] PDFs with five active flavors for all numerical computations. The value of the strong coupling constant, as provided by this PDF set, is $\alpha_{s}\left(M_{Z}\right)=0.118$.
As we discussed in Chapter 4, we compute corrections to $Z$ - and $W$-boson production in the narrow-width approximation, where the square of the propagator of an intermediate vector boson is replaced by a $\delta$-function

$$
\begin{equation*}
\frac{1}{\left(Q^{2}-M_{V}^{2}\right)^{2}+M_{V}^{2} \Gamma_{V}^{2}} \rightarrow \frac{\pi}{M_{V} \Gamma_{V}} \delta\left(Q^{2}-M_{V}^{2}\right) . \tag{5.4}
\end{equation*}
$$

We then incorporate perturbative corrections to the width of the vector boson $\Gamma_{V}$, by writing the hadronic cross section, cf. Eq. (1.1), as follows

$$
\begin{equation*}
\mathrm{d} \sigma_{p p \rightarrow V \rightarrow \ell \bar{\ell}((\bar{\nu})}=\frac{\mathrm{d} \sigma_{p p \rightarrow V} \mathrm{~d} \Gamma_{V \rightarrow \ell \bar{\ell}(\langle\bar{v})}}{\Gamma_{V}}=\mathrm{Br}_{V \rightarrow \bar{\ell}(\ell \bar{v})} \times \mathrm{d} \sigma_{p p \rightarrow V} \times \frac{\mathrm{d} \Gamma_{V \rightarrow \bar{\ell}(\ell \overline{)})}}{\Gamma_{V \rightarrow \bar{\ell}(\ell \bar{v})}} . \tag{5.5}
\end{equation*}
$$

We treat branching fractions $\mathrm{Br}_{V \rightarrow \bar{\ell}(\ell \overline{\mathcal{V}})}$ as experimental input parameters ${ }^{1}$ and expand all other quantities in $\alpha_{s}$ and $\alpha$.

Since we work with massless leptons, we need to define an IR-safe observable by combining collinear leptons and photons into lepton "jets", similar to QCD jets. To this end, we choose a simplified version of the standard recipe [257] and define $R_{\ell \gamma}=$ $\sqrt{\left(y_{\ell}-y_{\gamma}\right)^{2}+\left(\varphi_{\ell}-\varphi_{\gamma}\right)^{2}}$ where $y_{\ell, \gamma}$ and $\varphi_{\ell, \gamma}$ are the rapidities and azimuthal angles of leptons and photons, respectively. We choose to recombine particles for which $R_{\ell \gamma}<$ $R_{\text {min }}=0.1$ [257].
We find it convenient to normalize results relative to cross sections computed through NLO QCD. Hence, we define relative corrections for inclusive cross sections and on a differential bin-by-bin level as

$$
\begin{equation*}
\Delta^{i}=\frac{\sigma^{i}}{\sigma^{\mathrm{LO}}+\sigma_{\mathrm{NLO}}^{\mathrm{QCD}}}, \quad \mathrm{~d} \Delta^{i}=\frac{\mathrm{d} \sigma^{i}}{\mathrm{~d} \sigma^{\mathrm{LO}}+\mathrm{d} \sigma_{\mathrm{NLO}}^{\mathrm{QCD}}}, \tag{5.6}
\end{equation*}
$$

where $\sigma^{i}$ denotes the different contributions that appear on the r.h.s. of the following equation

$$
\begin{equation*}
\sigma=\sigma_{\mathrm{LO}}+\sigma_{\mathrm{NLO}}^{\mathrm{QCD}}+\sigma_{\mathrm{NLO}}^{\mathrm{EW}}+\sigma_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QCD}}+\sigma_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{EW}}+\mathcal{O}\left(\alpha_{s}^{3}, \alpha^{3}\right) \tag{5.7}
\end{equation*}
$$

We note that in case of $Z$-boson production, we split EW corrections into QED and weak corrections. In what follows, we present numerical results for $Z$ - and $W$-boson production separately.

[^33]
### 5.1.2 Z-boson production

## QED corrections

We begin with the discussion of QED corrections to Z-boson production at the LHC. We use the numerical setup descibed in Sec. 5.1.1 and choose $\mu=M_{Z}$. We obtain the following results for inclusive cross sections

$$
\begin{equation*}
\Delta_{\mathrm{NLO}}^{\mathrm{QED}}=3.2 \cdot 10^{-3}, \quad \Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QCD}}=-6.4 \cdot 10^{-3}, \quad \sigma_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QED}}=2.9 \cdot 10^{-4} \tag{5.8}
\end{equation*}
$$

We note that the inclusive cross sections in Eq. (5.8) only describe corrections to the production stage of the process, $p p \rightarrow Z$. As can be seen form Eq. (5.5), corrections to the decay stage of the process cancel in inclusive cross sections since the factor $\mathrm{d} \Gamma_{Z \rightarrow \ell \bar{\ell}} / \Gamma_{Z \rightarrow \ell \bar{\ell}}$ always integrates to one. The results in Eq. (5.8) follow the expected hierarchy based on the relative magnitude of strong and electroweak coupling constants. In particular, QCD-QED corrections are factors of ten and twenty smaller than QED and NNLO QCD corrections, respectively.

We note that the results presented here differ from the ones obtained in Ref. [38], where QCD-QED corrections were found to only be a factor $\sim 3.5$ smaller than NNLO QCD ones. However, this difference is due to a different setup, since the authors of Ref. [38] used only four active flavors $u, d, c$, and $s$ as initial-state quarks. We note that we confirm their results if we use the same input and that the strong sensitivity to input parameters is a peculiar consequence of a large cancellation between $q \bar{q}$ - and $q g$-initiated channels.

In order to study fiducial cross section, we employ the following set of standard kinematic selection conditions

$$
\begin{equation*}
p_{\ell_{1}}^{\perp}>24 \mathrm{GeV}, \quad p_{\ell_{2}}^{\perp}>16 \mathrm{GeV}, \quad\left|y_{\ell_{i}}\right|<2.4, \quad 50 \mathrm{GeV}<m_{\bar{\ell} \bar{\ell}}<120 \mathrm{GeV} \tag{5.9}
\end{equation*}
$$

where $p_{\ell_{1(2)}}^{\perp}$ denotes the transverse momentum of the harder (softer) lepton jet and $m_{\bar{\ell}}$ is the invariant mass of the lepton system.

Furthermore, we split QED corrections to the cross section in Eq. (5.5) into three categories: corrections to the production $\mathrm{d} \sigma_{p p \rightarrow Z}(P)$, corrections to the decay $\mathrm{d} \Gamma_{Z \rightarrow \ell \bar{\ell}}$ $(D)$, and corrections to the leptonic width $\Gamma_{Z \rightarrow \ell \bar{\ell}}(W)$. We find

$$
\begin{align*}
\Delta_{\mathrm{NLO}}^{\mathrm{QED}} & =\left(3.0 \cdot 10^{-3}\right)_{P}-\left(7.2 \cdot 10^{-3}\right)_{D}-\left(1.6 \cdot 10^{-3}\right)_{W}, \\
\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QCD}} & =-\left(1.2 \cdot 10^{-2}\right)_{P \otimes P},  \tag{5.10}\\
\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QED}} & =-\left(1.5 \cdot 10^{-4}\right)_{P \otimes P}-\left(4.9 \cdot 10^{-3}\right)_{P \otimes D}-\left(0.3 \cdot 10^{-3}\right)_{P \otimes W} .
\end{align*}
$$

We note that, as in the inclusive case, fiducial corrections to the production stage in Eq. (5.10) are consistent with expectations based on relative sizes of couplings. Compared to the inclusive case, shown in Eq. (5.8), NNLO QCD corrections to fiducial cross sections are a factor of two larger, while QCD-QED corrections are a factor of two smaller.

| channel | $\left.\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QED}}\right\|_{P \otimes P} \cdot 10^{4}$ |
| ---: | :---: |
| $q \bar{q}$ | 5.60 |
| $q q$ | 0.13 |
| $q g+q q$ | -7.01 |
| $q \gamma+\gamma q$ | -0.32 |
| $\gamma g$ | 0.06 |
| total | -1.54 |

Table 5.1: QCD-QED initial-initial contributions $\left.\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QED}}\right|_{P \otimes P^{\prime}}$, see Eq. (5.10), split into different partonic channels.

To understand the reason behind that, it is interesting to split mixed QCD-QED corrections to the production stage $p p \rightarrow Z$ into the different partonic channels, see Table 5.1. The results there show almost an order of magnitude cancellation between $q \bar{q}$ - and $q g$ initiated contributions. ${ }^{2}$ Another interesting observation from Table 5.1 is, that despite the fact that photon-induced channels are rather small, they contribute significantly to the total result because of this cancellation. Interestingly, the contribution of photoninduced channels is larger than that of the $q q$-initiated process. We conclude that these exotic channels cannot be neglected when mixed corrections are computed.

## Electroweak corrections

We now turn to the discussion of QCD-EW corrections to Z-boson production. We employ the numerical setup described in Sec. 5.1.1, set $\mu=M_{Z} / 2$ and obtain results for (NNLO) QCD, EW and QCD-EW corrections given in Table 5.2. We note that the second column in Table 5.2 shows inclusive results, the third column shows results where we imposed the fiducial cuts displayed in Eq. (5.9), and the forth column shows fiducial results where only corrections to the production stage $p p \rightarrow Z$ are considered.
We begin with the discussion of inclusive results, where we observe that NLO-weak corrections in fact exceed NLO-QED ones, and that there is a cancellation between the two, resulting in mixed QCD-EW corrections at the level of one per mille.
We also note that the NNLO QCD corrections in this case are a factor of two larger and have changed sign w.r.t. those shown in Eq. (5.8), which can be traced back to the different scale choice and further underlines the sensitivity of these corrections to chosen input parameters. In fact, scale uncertainties in the theoretical description of Z-boson production are dominated by NNLO QCD corrections, while QCD-EW corrections play a negligible role. However, scale uncertainties reduce substantially once ${ }_{3}$ LO QCD corrections are considered [211].

2 We note that a similar cancellation affects NNLO QCD corrections.

We now turn to the fiducial cross sections, shown in the third column in Table 5.2, which we compute applying the cuts in Eq. (5.9). Similarly to what we observed for QED corrections in the previous section, we find that NNLO QCD corrections change rather strongly w.r.t. inclusive results. They become a factor of two smaller due to an increased cancellation of $q \bar{q}$ and $q g$ channels for the scale choice $\mu=M_{Z} / 2$. We also observe that (QCD-)QED corrections are strongly affected by the kinematic constraints and even flip sign. In total, fiducial QCD-EW corrections may even exceed NNLO QCD ones.

If we consider fiducial corrections to the production stage $p p \rightarrow Z$, we obtain the results shown in the fourth column in Table 5.2. Apart from the relative sizes of NLO EW and mixed QCD-EW corrections, numerical results are consistent with expectations based on the relative magnitude of coupling constants.

| correction | inclusive | fiducial | fiducial (production) |
| :---: | :---: | :---: | :---: |
| $\Delta_{\text {NLO }}^{\text {QED }}$ | $+2.3 \times 10^{-3}$ | $-5.3 \times 10^{-3}$ | $+2.2 \times 10^{-3}$ |
| $\Delta_{\text {NLO }}^{\text {weak }}$ | $-5.5 \times 10^{-3}$ | $-5.0 \times 10^{-3}$ | $-5.0 \times 10^{-3}$ |
| $\Delta_{\text {NLO }}^{\mathrm{EW}}$ | $-3.2 \times 10^{-3}$ | $-1.0 \times 10^{-2}$ | $-2.8 \times 10^{-3}$ |
| $\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QCD}}$ | $+1.3 \times 10^{-2}$ | $+5.8 \times 10^{-3}$ | $+5.8 \times 10^{-3}$ |
| $\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{QED}}$ | $+5.5 \times 10^{-4}$ | $-5.9 \times 10^{-3}$ | $+1.4 \times 10^{-4}$ |
| $\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}-\text { weak }}$ | $-1.6 \times 10^{-3}$ | $-2.1 \times 10^{-3}$ | $-2.1 \times 10^{-3}$ |
| $\Delta_{\mathrm{NNLO}}^{\mathrm{QCD}}$ | $-1.1 \times 10^{-3}$ | $-8.0 \times 10^{-3}$ | $-2.0 \times 10^{-3}$ |

Table 5.2: Corrections to the cross section of $p p \rightarrow Z \rightarrow \bar{\ell}$.

## Kinematic distributions

In the following, we turn to the presentation of kinematic distributions. In Fig. 5.1, we present QCD-weak, QCD-QED and combined QCD-EW corrections to the rapidity and transverse momentum distribution of the dilepton system in the upper and lower panes, respectively. In the left panes, we show corrections to the full process $p p \rightarrow Z \rightarrow \ell \bar{\ell}$, while right panes only include corrections to the production stage. For reference, we also show NNLO QCD corrections which we divide by a factor of 10 .

We observe that, while mixed corrections are in general quite small, their relative importance w.r.t. NNLO QCD corrections depends on the observable and the kinematic region. For example, mixed corrections exceed NNLO QCD corrections for central rapidities $\left|y_{\bar{\ell}}\right|<1.2$ while the situation is the opposite at large rapidities $\left|y_{\ell \bar{\ell}}\right|>1.2$. We note that kinematic edges at $\left|y_{\ell \bar{\ell}}\right|=1.2$ appear because the selection criteria in Eq. (5.9) do not allow for Born-level contributions outside this region. As can be seen in Fig. 5.1, mixed corrections to the production stage of the $Z$ boson (right plots) are smaller than initial-final ones (left plots), as expected [240], and are rather flat.

In Fig. 5.2, we present corrections to distributions of the transverse momentum of the harder lepton and the Collins-Soper angle $\theta^{*}$. The angle $\theta^{*}$ is defined as [258]

$$
\begin{equation*}
\cos \theta^{*}=\frac{\operatorname{sgn}\left(p_{\overline{\ell 匕}}^{z}\right)\left(P_{\bar{\ell}}^{+} P_{\bar{\ell}}^{-}-P_{\ell}^{-} P_{\bar{\ell}}^{+}\right)}{\sqrt{m_{\bar{\ell} \bar{\ell}}^{2}\left(m_{\bar{\ell} \bar{\ell}}^{2}+\left(p_{\bar{\ell} \ell}^{1}\right)^{2}\right)}}, \tag{5.11}
\end{equation*}
$$

where $P_{i}^{ \pm}=E_{i} \pm p_{i}^{z}, m_{\bar{\ell}}^{2}=\left(p_{\ell}+p_{\bar{\ell}}\right)^{2}$ is the invariant mass of the di-lepton system, and $p_{\ell \bar{\ell}}^{\perp}$ is its transverse momentum. All quantities in Eq. (5.11) are measured in the laboratory frame. The Collins-Soper angle is used to define the forward-backward asymmetry [193]

$$
\begin{equation*}
A_{\mathrm{FB}}=\frac{F-B}{F+B}, \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
F=\int_{0}^{1} \frac{\mathrm{~d} \sigma}{\mathrm{~d} \cos \theta^{*}} \mathrm{~d} \cos \theta^{*}, \quad B=\int_{-1}^{0} \frac{\mathrm{~d} \sigma}{\mathrm{~d} \cos \theta^{*}} \mathrm{~d} \cos \theta^{*} . \tag{5.13}
\end{equation*}
$$

The definition of $\theta^{*}$ in Eq. (5.11) minimizes the impact of QCD corrections to $A_{\text {FB }}$ and, for vanishing transverse momentum $p_{\ell, \bar{\ell}}^{\perp}=0$, coincides with the angle between the lepton and the incoming proton in the di-lepton rest-frame [259].

We observe in the left panes in Fig. 5.2 that mixed corrections to production and decay are sizable for these observables and may play a dominant role depending on the kinematic region. Mixed corrections to the production stage only, on the other hand, give contributions only at the per mille level. This concludes our discussion of numerical results for Z-boson production, we turn to the case of $W$-boson production in the next section.


Figure 5.1: Mixed QCD-EW corrections to distributions of the dilepton rapidity and transverse momentum in Z-boson production.


Figure 5.2: Mixed QCD-EW corrections to distributions of the transverse momentum of the harder lepton and the Collins-Soper angle in Z-boson production.

### 5.1.3 W-boson production

In the following, we briefly discuss numerical results for initial-initial mixed QCD-EW corrections to $W^{+}$-boson production at the LHC. In contrast to the Z-boson case, we only consider initial corrections to the production stage $p p \rightarrow W^{+}$. We use the numerical setup described in Sec. 5.1.1 and choose the central scale $\mu=M_{W} / 2$. Furthermore, we apply the following kinematic constraints

$$
\begin{equation*}
p_{\bar{\ell}}^{\perp}>15 \mathrm{GeV}, \quad p_{v}^{\perp}>15 \mathrm{GeV}, \quad\left|y_{\ell_{i}}\right|<2.4 \tag{5.14}
\end{equation*}
$$

Using these cuts, we obtain corrections to the fiducial cross section for the process $p p \rightarrow W$ shown in Table 5.3. We observe that NLO EW corrections are tiny, and that mixed QCD-EW corrections actually exceed them.

We now turn to mixed corrections to differential distributions of the rapidity and the transverse momentum of the charged lepton $\bar{\ell}$, and of the transverse momentum and the transverse mass of the $\bar{\ell} v$ system. These distributions are shown in the upper and lower panes in Fig. 5.3, respectively. ${ }^{3}$ For each of the four distributions, we show the size of NLO QCD corrections in the upper part of the plots. Following Eq. (5.6), we use NLO QCD corrections as a baseline, and show initial-initial QCD-EW corrections, as well as initial NLO-EW relative to them in lower panes. Again, we observe small NLO EW corrections such that mixed corrections become comparable or, as in case of the $y_{\ell}$ distribution, dominant. Furthermore, we note that both types of corrections have, in contrast to the Z-boson case, quite different shapes.

Discussion of mixed corrections to $W$-boson production conclude our presentation of numerical results. In summary, we have observed that mixed QCD-EW corrections are small as expected, of the order of a few per mille. However, these feeble effects may impact the very precise $W$-boson mass extraction at the LHC. We address this question in the next Section.

[^34]| $\sigma[\mathrm{pb}]$ | channel | $\mu=M_{W}$ | $\mu=M_{W} / 2$ | $\mu=M_{W} / 4$ |
| :---: | ---: | :---: | :---: | :---: |
| $\sigma_{\mathrm{LO}}$ |  | 6007.6 | 5195.0 | 4325.9 |
|  | $q \bar{q}^{\prime}$ | 1455.2 | 1126.7 | 839.2 |
| $\sigma_{\mathrm{NLO}}^{\mathrm{QCD}}$ | $q g+g q$ | -946.4 | 10.3 | 943.0 |
|  | total | 508.8 | 1137.0 | 1782.2 |
| $\sigma_{\mathrm{NLO}}^{\mathrm{EW}}$ | $q \gamma+\gamma q$ | 4.2 | -5.2 | -6.7 |
|  | total | 2.1 | -1.2 | 4.04 |
|  | $q \bar{q}^{\prime}$ | -2.2 | $-2 q^{\prime}$ | -1.0 |
|  | $q g+g q$ | -1.4 | -1.2 | -1.0 |
| $\sigma_{\mathrm{NNLO}}^{\mathrm{QCD}-\mathrm{EW}}$ | $q \gamma+\gamma q$ | 0.06 | 0.03 | -2.1 |
|  | $g \gamma+\gamma g$ | -0.12 | 0.04 | -0.04 |
|  | total | -2.4 | -2.3 | 0.30 |
|  |  |  | -2.8 |  |

Table 5.3: Corrections to the fiducial cross section of $p p \rightarrow W^{+} \rightarrow \bar{\ell} v$ with cuts defined in Eq. (5.14).


Figure 5.3: Mixed QCD-EW corrections to kinematic distributions of rapidity and transverse momentum of the charged lepton $\bar{\ell}$, as well as transverse momentum and transverse mass of the $\bar{\ell} v$ system in $\mathrm{W}^{+}$-boson production.

### 5.2 Implications for the $W$-boson mass measurement

The impact of mixed QCD-EW corrections on the $W$-boson mass measurement at the LHC has been studied quite extensively in the past. While the effect of initial-final contributions, which arise from NLO QCD corrections to the production and NLO EW corrections to the decay stage of the process, was studied in Ref. [241], initial-initial corrections were not available so far. Various approximations of these corrections were computed in Refs. [235, 260]. An extensive review of many theoretical approaches relevant for the $W$-boson mass extraction from LHC data can be found in Ref. [261].

In the following, we describe how we use the fully-differential description of mixed initial-initial QCD-EW corrections to Z- and W-boson production at the LHC [7-9] to estimate the impact of these contributions on the measurement of $M_{W}$ from $p_{\ell}^{\perp}$ distributions [10]. As already mentioned in the beginning of Chapter 4 , experimental analyses similar to that of the ATLAS collaboration in Ref. [25], extract the $W$-boson mass by performing template fits to the transverse-momentum distribution of the lepton. The correctness of the template is ensured by making use of similarities between Z - and W -boson production at the LHC and the very precisely known Z-boson mass. We incorporate the main features of this approach and construct a simple, physically transparent model that allows us to estimate the impact of initial-initial QCD-EW effects. We describe our setup in Sec. 5.2.1 and present results in Sec. 5.2.2.

### 5.2.1 Setup

Instead of utilizing the actual lepton transverse-momentum distribution itself, we consider its first moment, the normalized average transverse momentum $\left\langle p_{\ell, V}^{\perp}\right\rangle$. More precisely, for an observable $\mathcal{O}$, we define

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{\int \mathrm{d} \sigma_{V} \times \mathcal{O}}{\int \mathrm{d} \sigma_{V}} \tag{5.15}
\end{equation*}
$$

and study the quantity

$$
\begin{equation*}
\left\langle p_{\ell, V}^{\perp}\right\rangle=\frac{\int \frac{\mathrm{d} \sigma_{V}}{\mathrm{~d} p_{\ell, V}^{\perp}} \times p_{\ell, V}^{\perp} \mathrm{d} p_{\ell, V}^{\perp}}{\int \mathrm{d} \sigma_{V}} \tag{5.16}
\end{equation*}
$$

In Eqs. (5.15)-(5.16), $\mathrm{d} \sigma_{V}$ denotes the fully-differential cross section of the process $p p \rightarrow V \rightarrow \ell \bar{\ell}(\bar{\ell} v)$, where $V=Z, W$ indicates the vector boson that decays into the lepton pair.

In order to understand how the average transverse-momentum of the lepton, given in Eq. (5.16), is correlated with the mass of the respective vector boson, we compute it
at LO. At parton level, the normalized differential cross section for the production of an on-shell vector boson and the subsequent decay into leptons reads

$$
\begin{equation*}
\frac{1}{\hat{\sigma}_{0}} \frac{\mathrm{~d} \hat{\sigma}_{f_{1} f_{2} \rightarrow V \rightarrow \ell \bar{\ell}(\bar{\ell} v)}}{\mathrm{d} p_{\ell, V}^{\perp}}=\frac{6 \kappa}{M_{V}} \frac{1-2 \kappa^{2}}{\sqrt{1-4 \kappa^{2}}} \tag{5.17}
\end{equation*}
$$

where $\kappa=p_{\ell, V}^{\perp} / M_{V}$ and $\hat{\sigma}_{0}$ denotes the inclusive partonic cross section at LO. We note that the formula in Eq. (5.17) illustrates the Jacobian peak at $p_{\ell, V}^{\perp}=M_{V} / 2$ mentioned in the beginning of Chapter 4.

We are interested to find out how kinematic cuts $p_{\ell, V}^{\perp}>p_{\text {cut }}^{\perp}$ influence the average transverse momentum. We define

$$
\begin{equation*}
\left\langle p_{\ell, V}^{\perp} \theta\left(p_{\ell, V}^{\perp}-p_{\mathrm{cut}}^{\perp}\right)\right\rangle=M_{V} \times f(r), \quad r=\frac{p_{\mathrm{cut}}^{\perp}}{M_{V}} \tag{5.18}
\end{equation*}
$$

where the function $f$ quantifies the dependence on the imposed transverse-momentum cut $p_{\text {cut }}^{\perp}$ and $0 \leq r \leq 1 / 2$. To compute it, we need to convolute the parton-level cross section in Eq. (5.17) with PDFs and integrate over the transverse momentum of the lepton as defined in Eq. (5.16). It is straightforward to see that for the Born-level process $p p \rightarrow V \rightarrow \overline{\ell \ell}(\bar{\ell} v)$ the transverse momentum of the lepton does not depend on momentum fractions $x_{1,2}$, cf. Eq. (1.1). Hence the dependence on PDFs in Eq. (5.16) cancels out and a compact, analytic expression for the fraction $f^{\mathrm{LO}}(r)$ is obtained; we find

$$
\begin{equation*}
f^{\mathrm{LO}}(r)=\left[\frac{3 r\left(5-8 r^{2}\right)}{32\left(1-r^{2}\right)}+\frac{15 \operatorname{ArcSin}\left(\sqrt{1-4 r^{2}}\right)}{64\left(1-r^{2}\right) \sqrt{1-4 r^{2}}}\right] \tag{5.19}
\end{equation*}
$$

This result fully quantifies the dependence of the normalized lepton transverse-momentum average on the cut constraint $p_{\text {cut }}^{\perp}$ at the LHC at leading order in perturbation theory. We note that $f^{\mathrm{LO}}(r)$ in Eq. (5.19) is a slowly changing, monotone function, which varies between the inclusive value $f^{\mathrm{LO}}(0)=15 \pi / 128 \approx 0.368$ and $f^{\mathrm{LO}}(1 / 2)=0.5$.

Using the average transverse-momentum of leptons in Z - and $W$-boson production, we define the following observable for the $W$-boson mass [10]

$$
\begin{equation*}
M_{W}^{\text {meas }}=\frac{\left\langle p_{\ell, W}^{\perp}\right\rangle^{\text {meas }}}{\left\langle p_{\ell, Z}^{\perp}\right\rangle^{\text {meas }}} M_{Z} C_{\text {th }}, \tag{5.20}
\end{equation*}
$$

where the theoretical correction factor

$$
\begin{equation*}
C_{\mathrm{th}}=\frac{M_{W}}{M_{Z}} \frac{\left\langle p_{\ell, \mathrm{Z}}^{\perp}\right\rangle^{\mathrm{th}}}{\left\langle p_{\ell, W}^{\perp}\right\rangle^{\text {th }}} \tag{5.21}
\end{equation*}
$$

accounts for calculable differences in the $Z$ - and $W$-boson distributions.
We use the definitions in Eqs. (5.20)-(5.21) to estimate how a refined theoretical modeling of $C_{\text {th }}$ shifts the extracted $W$-boson mass. To this end, we write [10]

$$
\begin{equation*}
\frac{\delta M_{W}^{\text {meas }}}{M_{W}^{\text {meas }}}=\frac{\delta C_{\mathrm{th}}}{C_{\mathrm{th}}}=\frac{\delta\left\langle p_{\ell, Z}^{\perp}\right\rangle^{\text {th }}}{\left\langle p_{\ell, Z}^{\perp}\right\rangle^{\text {th }}}-\frac{\delta\left\langle p_{\ell, W}^{\perp}\right\rangle^{\text {th }}}{\left\langle p_{\ell, W}^{\perp}\right\rangle^{\text {th }}}, \tag{5.22}
\end{equation*}
$$

where $\delta X$ denotes the change of quantity $X$ due to changes in the theoretical framework. The r.h.s. of Eq. (5.22) clearly shows that shifts in the extracted $W$-boson mass originate from effects that affect $Z$ - and $W$-boson production differently.
In what follows, we study how initial-initial mixed QCD-EW corrections affect the quantities in Eq. (5.22). To do so, we compare the value of $C_{\text {th }}$ computed including mixed QCD-EW corrections, as well as initial NLO QCD and initial NLO EW corrections, against a "baseline" value for $C_{\text {th }}$ computed without mixed corrections. More specifically, we write quantities in Eq. (5.22) as

$$
\begin{align*}
\left\langle p_{\ell, V}^{\perp}\right\rangle^{\text {th }} & =\frac{F_{\text {base }}\left(p_{\ell, V}^{\perp}, V\right)}{F_{\text {base }}(1, V)}  \tag{5.23}\\
\delta\left\langle p_{\ell, V}^{\perp}\right\rangle^{\text {th }} & =\frac{F_{\text {mixed }}\left(p_{\ell, V}^{\perp} V\right)}{F_{\text {mixed }}(1, V)}-\frac{F_{\text {base }}\left(p_{\ell, V}^{\perp}, V\right)}{F_{\text {base }}(1, V)}, \tag{5.24}
\end{align*}
$$

where

$$
\begin{align*}
F_{\text {base }}(\mathcal{O}, V) & =F(0,0, \mathcal{O}, V)+F(0,1, \mathcal{O}, V)+F(1,0, \mathcal{O}, V), \\
F_{\text {mixed }}(\mathcal{O}, V) & =F_{\text {base }}(\mathcal{O}, V)+F(1,1, \mathcal{O}, V) \tag{5.25}
\end{align*}
$$

with

$$
\begin{equation*}
F(i, j, \mathcal{O}, V)=\alpha_{s}^{i} \alpha^{j} \int \mathrm{~d} \sigma_{V}^{i, j} \times \mathcal{O} . \tag{5.26}
\end{equation*}
$$

We will also study the impact that NLO EW corrections have; to estimate it, we compare $C_{\text {th }}$ computed including corrections through NLO EW to the baseline, where only NLO QCD corrections are considered. More specifically, in this case we define

$$
\begin{align*}
\tilde{F}_{\text {base }}(\mathcal{O}, V) & =F(0,0, \mathcal{O}, V)+F(1,0, \mathcal{O}, V), \\
F_{\text {NLO-EW }}(\mathcal{O}, V) & =\tilde{F}_{\text {base }}(\mathcal{O}, V)+F(0,1, \mathcal{O}, V), \tag{5.27}
\end{align*}
$$

and use these quantities instead of $F_{\text {base,mixed }}$ in Eqs. (5.23)-(5.24).

### 5.2.2 Results

In what follows, we use the model described in the preceding Section, as well as the numerical setup as discussed in Sec. 5.1.1, to study shifts in the extracted $W$-boson mass.

For definiteness, we will focus on the case of $W^{+}$-boson production. That is, we consider the processes $p p \rightarrow Z \rightarrow \ell \bar{\ell}$ and $p p \rightarrow W^{+} \rightarrow \bar{\ell} v$, where $\ell(\bar{\ell})$ denotes the charged, massless (anti-)lepton and $v$ the neutrino.
inclusive level We begin by estimating shifts of the extracted $W$-boson mass when no kinematic cuts are applied. To estimate uncertainties, we compute all quantities in Eq. (5.22) performing a three-point scale variation $\mu=\mu_{F}=\mu_{R}=\left\{M_{V} / 4, M_{V} / 2, M_{V}\right\}$, where $V=Z, W$ as appropriate. We find that mixed corrections cause a shift

$$
\begin{equation*}
\left(\delta M_{W}\right)^{\mathrm{mixed}}=7 \pm 2 \mathrm{MeV} \tag{5.28}
\end{equation*}
$$

We repeat the same analysis to study the shift caused by NLO EW corrections using Eq. (5.27), and find $\left(\delta M_{W}\right)^{N L O-E W}=1 \mathrm{MeV}$. It follows that the impact of mixed QCD-EW corrections actually exceeds the impact of NLO EW on the measurement of $M_{W}$ in our setup.

To appreciate that the result in Eq. (5.28) entails enormous cancellations between QCD-EW effects in Z - and $W$-boson production, we only consider the second term on the r.h.s. of Eq. (5.22), $\delta\left\langle p_{\ell, W}^{\perp}\right\rangle /\left\langle p_{\ell, W}^{\perp}\right\rangle$, and set $\delta\left\langle p_{\ell, Z}^{\perp}\right\rangle /\left\langle p_{\ell, Z}^{\perp}\right\rangle$ to zero. In fact, we find that both mixed QCD-EW and NLO EW corrections cause rather large shifts of the order 54 MeV and -31 MeV , respectively. We note that, since the impact of mixed QCD-EW corrections on the extracted $W$-boson mass is greater than the one from NLO EW corrections, we conclude that the transverse-momentum distributions for Z- and $W$-boson production are stronger correlated in the NLO EW case, leading to a slightly larger cancellation between the two terms in Eq. (5.22).
atlas cuts Using the fully-differential setup that we described in Chapter 4, we repeat the above analysis employing cuts used in Ref. [25]. In case of $W^{+}$-boson production, we require the transverse-momentum of the lepton and the neutrino to exceed 30 GeV . Furthermore, we require a minimal transverse mass $M_{W}^{\perp}>60 \mathrm{GeV}$ and a charged lepton in the central rapidity region $\left|y^{\ell}\right|<2.4$. In case of $Z$-boson production, we require each of the charged leptons to be harder than 25 GeV and to have rapidities $\left|y^{\ell, \bar{\ell}}\right|<2.4$. We obtain ${ }^{4}$

$$
\begin{equation*}
\left(\delta M_{W}\right)^{\text {mixed }}=-17 \pm 2 \mathrm{MeV} \tag{5.29}
\end{equation*}
$$

In this case, NLO EW corrections cause a shift of $\mathcal{O}(3) \mathrm{MeV}$.
We note that the selection criteria of Ref. [25] described above impose a higher $p_{\ell}^{\perp}$ cut in case of the lighter ( $W$-)boson, which effectively gives more weight to events with higher $p^{\perp}$. In fact, if we only employ a cut in $p_{\ell}^{\perp}$, we can use Eqs. (5.18)-(5.19) to compute the normalized average momentum at LO. We obtain

$$
\begin{equation*}
f^{\mathrm{LO}}\left(\frac{25}{91.1876}\right) \approx 0.422, \quad f^{\mathrm{LO}}\left(\frac{30}{80.398}\right) \approx 0.459 \tag{5.30}
\end{equation*}
$$

[^35]for the $Z$ - and the $W$-boson, respectively. This effect leads to a decorrelation of $Z$ - and $W$-boson production distributions and eventually causes larger shift in the extracted value of the $W$-boson mass.

TUNED CUTS Since the large shift in Eq. (5.29) is caused by particularities of cuts used by the ATLAS collaboration in the analyses in Ref. [25], it is interesting to ask, whether one can tune these cuts leading to a stronger correlation of $p_{\ell, V}^{\perp}$ distributions in $Z$ - and $W$-boson production. To this end, we keep the kinematic cuts in the case of Z -boson production as chosen by ATLAS and lower $p_{\ell, W}^{\perp}$ until $C_{\text {th }}=1$ at leading order. We find that we have to choose $p_{\ell, W}^{\perp}>25.44 \mathrm{GeV}$ instead of $p_{\ell, W}^{\perp}>30 \mathrm{GeV}$. For the refined cut value, we obtain a shift in the extracted $W$-boson mass of

$$
\begin{equation*}
\left(\delta M_{W}\right)^{\text {mixed }}=-1 \pm 5 \mathrm{MeV} \tag{5.31}
\end{equation*}
$$

where uncertainties are estimated by three-point scale variation. For the refined cut, the NLO EW correction shifts the extracted value for $M_{W}$ by $\mathcal{O}(-3) \mathrm{MeV}$.

SUMmARy We have used the average transverse momentum of leptons from decays of on-shell $Z$ and $W$ bosons to study the impact of mixed initial-initial QCD-EW corrections on the extraction of the $W$-boson mass at the LHC. From the three different scenarios that we considered in our simplified approach, we conclude that mixed QCD-EW corrections affect the extracted value of the $W$-boson mass at the level of $\mathcal{O}(10) \mathrm{MeV}$ and that kinematic selection criteria do matter. ${ }^{5}$ In fact, we find that mixed initial-initial QCD-EW corrections, which are not fully accounted for in Ref. [25], may shift $M_{W}^{\text {meas }}$ by up to 17 MeV ; a value that is comparable to the target precision. While these results are only estimates, they point to the need to study mixed initial-initial QCD-EW effects in a way that is aligned with the experimental strategies of the $W$-boson mass measurement, such as e.g. template fits.

[^36]This thesis is devoted to the development and application of theoretical methods that facilitate high-precision description of hard scattering processes at the LHC. We described analytic computations of important building blocks of the nested soft-collinear subtraction scheme, including integrated triple-collinear and double-soft subtraction terms. We used these results to compute fully-differential mixed QCD-EW corrections to Z- and W -boson production at hadron colliders and discussed the potential impact of these corrections on the $W$-boson mass measurements at the LHC.

In the first part of this thesis, we studied technical aspects of the nested soft-collinear subtraction scheme. In Chapter 2, we explained how subtraction terms needed for the regularisation and extraction of soft and collinear singularities are defined in the nested soft-collinear subtraction scheme. We presented analytic results for various integrated subtraction terms in Chapter 3. Besides the direct integration of NLO-like subtraction terms, we computed two double-unresolved integrated subtraction terms:

- double-soft subtraction terms for equal mass back-to-back hard emitters. Such contributions arise in the fully differential description of colour singlet decays into massive quarks, e.g. for Higgs-boson decays into bottom quarks or in heavy-quark production;
- triple-collinear subtraction terms for all possible partonic splittings in initial and final states.

Analytic results for subtraction terms improve the efficiency and numerical stability of practical computations. Additionally, they will enable the derivation of a general NNLO QCD subtraction formula for arbitrary hard processes at the LHC. We expect the approach described in this thesis to be well suited to tackle the computation of remaining double-soft subtraction terms, for example those needed for single-top or top pair production.

In the second part of this thesis, we studied fully-differential mixed QCD-EW corrections to on-shell vector boson production at the LHC. In particular, we obtained the so-far unknown initial-initial contributions to mixed QCD-EW corrections to Z- and W-boson production. Technical details of these computations were presented in Sec. 4.1 and Sec. 4.2. There, we explained how to compute QCD-QED corrections to Z-boson production by starting from the known QCD NNLO calculation [1, 2] and considering the abelian limit. We combined this result with the finite remainder of one-loop weak corrections and the analytical finite remainder of two-loop QCD-weak corrections.

In the case of $W$-boson production, we discussed the regularisation of IR singularities of double-real contributions within the nested soft-collinear subtraction scheme. We adapted the scheme to accommodate simplifications that arise due to the abelian nature of mixed $\mathcal{O}\left(\alpha_{s} \alpha\right)$ corrections. We presented analytic formulas for double-real tree-level helicity amplitudes, as well as several two-loop master integrals that are required for the evaluation of the QCD-EW on-shell $W$-boson form factor in Appendix D.
We implemented results in a Fortan computer code that allows us to study QCD-EW corrections to inclusive and fiducial cross sections, as well as kinematic distributions related to on-shell Z- and $W$-boson production at the LHC. We found that mixed QCD-EW initial-initial corrections to fiducial cross sections are small, of the order of one per mille.
However, these small corrections may become relevant for the direct $W$-boson mass measurement at the LHC, since in this case precision of $\mathcal{O}(10) \mathrm{MeV}$ is expected to be achieved. In Sec. 5.2, we have used a simple but transparent model to study how initialinitial mixed QCD-EW corrections affect $Z$ and $W$ boson $p_{\ell}^{\perp}$-distributions. We have found that induced shifts in the measured value for $M_{W}$ depend rather strongly on kinematic cuts and that there are cases where they are comparable to the target precision of $\mathcal{O}(10) \mathrm{MeV}$ or even larger. This result calls for more detailed studies of the impact of mixed QCD-EW corrections on the $W$-boson mass measurement that incorporate details of experimental analyses.

Part III
APPENDIX

In this Appendix, we define various special functions that we use throughout this thesis.

## A. 1 GAMMA FUNCTION

The gamma function is defined by the Euler integral [263]

$$
\begin{equation*}
\Gamma(\alpha)=\int_{0}^{\infty} \mathrm{d} x x^{\alpha-1} e^{-x}, \quad \operatorname{Re}(\alpha)>0 \tag{A.1}
\end{equation*}
$$

By analytical continuation, it can be defined as an meromorphic function $\Gamma(z)$, having simple poles at integer values $z=-n$ with residue $(-1)^{n} / n$ !. The gamma function obeys the recursion relation [263]

$$
\begin{equation*}
\Gamma(z+1)=z \Gamma(z) \tag{A.2}
\end{equation*}
$$

and the Legendre duplication formula [263]

$$
\begin{equation*}
\Gamma(z) \Gamma\left(z+\frac{1}{2}\right)=2^{1-2 z} \sqrt{\pi} \Gamma(2 z) \tag{A.3}
\end{equation*}
$$

which can be applied to shift arguments of gamma functions such that $\epsilon$-poles become explicit.

## A. 2 BETA FUNCTION

The beta function is defined by the Euler integral [263]

$$
\begin{equation*}
B(\alpha, \beta)=\int_{0}^{1} \mathrm{~d} t t^{\alpha-1}(1-t)^{\beta-1}=\frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}, \operatorname{Re}(\alpha)>0 \wedge \operatorname{Re}(\beta)>0 \tag{A.4}
\end{equation*}
$$

Analytic continuation of the beta function is defined by continuing the gamma functions on the r.h.s. of Eq. (A.4).

## A. 3 HYPERGEOMETRIC FUNCTION

DEFINITION The hypergeometric series reads [263]

$$
\begin{equation*}
{ }_{2} F_{1}[\{a, b\},\{c\} ; z]=\frac{\Gamma(c)}{\Gamma(a) \Gamma(b)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n) \Gamma(b+n)}{\Gamma(c+n)} \frac{z^{n}}{n!} \tag{A.5}
\end{equation*}
$$

with radius of convergence $|z|=1$. The principal branch is obtained by a cut along the real axis $z \in[1, \infty]$, or equivalently $|\arg (1-z)| \leq \pi$. $\operatorname{For} \operatorname{Re}(c)>\operatorname{Re}(b)>0$, the integral representation reads [263]

$$
\begin{equation*}
{ }_{2} F_{1}[\{a, b\},\{c\} ; z]=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} \mathrm{~d} u u^{b-1}(1-u)^{c-b-1}(1-z u)^{-a} . \tag{A.6}
\end{equation*}
$$

linear transformations Linear transformations that are used in this thesis read [263]

$$
\begin{align*}
& { }_{2} F_{1}[\{a, b\},\{c\} ; z] \\
= & \frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)}{ }_{2} F_{1}[\{a, b\},\{a+b-c+1\} ; 1-z]  \tag{A.7}\\
+ & (1-z)^{c-a-b} \frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(a) \Gamma(b)}{ }_{2} F_{1}[\{c-a, c-b\},\{c-a-b+1\} ; 1-z],
\end{align*}
$$

and

$$
\begin{align*}
& { }_{2} F_{1}[\{a, b\},\{c\} ; z] \\
= & \frac{(-z)^{-a} \Gamma(b-a) \Gamma(c)}{\Gamma(b) \Gamma(c-a)}{ }_{2} F_{1}[\{a, 1+a-c\},\{1+a-b\} ; 1 / z]  \tag{A.8}\\
& +\frac{(-z)^{-b} \Gamma(a-b) \Gamma(c)}{\Gamma(a) \Gamma(c-b)}{ }_{2} F_{1}[\{b, 1+b-c\},\{1-a+b\} ; 1 / z] .
\end{align*}
$$

QUadratic transformations Two useful quadratic transformations read [263]

$$
\begin{equation*}
{ }_{2} F_{1}[\{a, b\},\{2 b\} ; z]=\left(1-\frac{z}{2}\right)^{-a}{ }_{2} F_{1}\left[\left\{\frac{a}{2}, \frac{a+1}{2}\right\},\left\{b+\frac{1}{2}\right\} ; \frac{z^{2}}{4(1-z / 2)^{2}}\right], \tag{A.9}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{2} F_{1}\left[\left\{a, a+\frac{1}{2}\right\},\{c\} ; z\right]=(1 \pm \sqrt{z})^{-2 a}{ }_{2} F_{1}\left[\left\{2 a, c-\frac{1}{2}\right\},\{2 c-1\} ; \frac{ \pm 2 \sqrt{z}}{1 \pm \sqrt{z}}\right] . \tag{A.10}
\end{equation*}
$$

GENERALIZED HYPERGEOMETRIC FUNCTION By Euler's recursion formula, we can express certain integrals over hypergeometric functions as generalized hypergeometric functions. In particular, we have [263]

$$
\begin{align*}
& p+1 F_{q+1}\left[\left\{a_{1} \ldots a_{p+1}\right\},\left\{b_{1} \ldots b_{q+1}\right\} ; z\right] \\
& =\frac{\Gamma\left(b_{q+1}\right)}{\Gamma\left(a_{p+1}\right) \Gamma\left(b_{q+1}-a_{p+1}\right)} \times  \tag{A.11}\\
& \quad \int_{0}^{1} \mathrm{~d} x x^{a_{p+1}-1}(1-x)^{b_{q+1}-a_{p+1}-1}{ }_{p} F_{q}\left[\left\{a_{1} \ldots a_{p}\right\},\left\{b_{1} \ldots b_{q}\right\} ; x z\right] .
\end{align*}
$$

## A. 4 ClaUSEN FUNCTION

We define Clausen functions as [263]

$$
\mathrm{Cl}_{n}(z)= \begin{cases}\frac{1}{2}\left[\mathrm{Li}_{n}\left(e^{\mathrm{i} z}\right)+\mathrm{Li}_{n}\left(e^{-\mathrm{i} z}\right)\right], & n \text { odd }  \tag{A.12}\\ \frac{1}{2 \mathrm{i}}\left[\operatorname{Li}_{n}\left(e^{\mathrm{i} z}\right)-\mathrm{Li}_{n}\left(e^{-\mathrm{i} z}\right)\right], & n \text { even }\end{cases}
$$

## A. 5 GONCHAROV POLYLOGARITHM

definition Goncharov polylogarithms (GPLs) [154, 155] are a special case of Chen iterated integrals [152]. We define them via an integral representation

$$
\begin{equation*}
\mathrm{G}_{\vec{\sigma}}(x)=\mathrm{G}\left(\left\{\sigma_{n}, \ldots, \sigma_{1}\right\} ; x\right)=\int_{0}^{x} \frac{\mathrm{~d} t_{n}}{\frac{t_{n}-\sigma_{n}}{t_{n}}} \int_{0}^{t_{n}} \frac{\mathrm{~d} t_{n-1}}{t_{n-1}-\sigma_{n-1}} \cdots \int_{0}^{t_{2}} \frac{\mathrm{~d} t_{1}}{t_{1}-\sigma_{1}} \tag{A.13}
\end{equation*}
$$

where the so-called letters $\sigma_{i}$ are arbitrary complex numbers and $\sigma_{1} \neq 0$. We call the $n$-tuple $\left\{\sigma_{n}, \ldots, \sigma_{1}\right\}$ a word of weight $n$. We can write Eq. (A.13) recursively as

$$
\begin{equation*}
\mathrm{G}(\{a, \vec{\sigma}\} ; x)=\int_{0}^{x} \frac{\mathrm{~d} t}{t-a} \mathrm{G}(\{\vec{\sigma}\} ; t), \quad \mathrm{G}(\{ \} ; x)=1 \tag{A.14}
\end{equation*}
$$

Integral representations in Eq. (A.13) and Eq. (A.14) diverge whenever the word $\vec{\sigma}$ ends with (several) zero(es). To cover this case, we extend the definition by

$$
\begin{equation*}
\mathrm{G}(\{\underbrace{0, \ldots, 0}_{n \text { times }}\} ; x)=\frac{\ln ^{n}(x)}{n!} . \tag{A.15}
\end{equation*}
$$

SPECIAL CASES GPLs are related to harmonic polylogarithms (HPLs) [264] via

$$
\begin{equation*}
\mathrm{H}(\{\vec{\omega}\} ; x)=(-1)^{n_{-1}(\vec{\omega})} \times \mathrm{G}(\{\vec{\omega}\} ; x), \tag{A.16}
\end{equation*}
$$

where letters $\omega_{i}$ are drawn from the alphabet $\{0,1,-1\}$ and $n_{-1}(\vec{\omega})$ counts the appearances of letter " -1 " in $\vec{\omega}$. Classical polylogarithms can be expressed through GPLs as

$$
\begin{equation*}
\mathrm{Li}_{n}(x)=-\mathrm{G}(\{\underbrace{0, \ldots, 0,1}_{n \text { times }}\} ; x) . \tag{A.17}
\end{equation*}
$$

numerical evaluation Numerical evaluation of GPLs is, for example, discussed in Refs. [176, 265].

ShUffle algebra GPLs obey the so-called shuffle identity

$$
\begin{equation*}
\mathrm{G}\left(\left\{\vec{\sigma}_{1}\right\} ; x\right) \times \mathrm{G}\left(\left\{\vec{\sigma}_{2}\right\} ; x\right)=\sum_{\vec{s} \in \vec{\sigma}_{1} \sqcup \vec{\sigma}_{2}} \mathrm{G}(\{\vec{s}\} ; x), \tag{А.18}
\end{equation*}
$$

where the sum runs over all possible shuffles $\vec{\sigma}_{1} \sqcup \vec{\sigma}_{2}$. A shuffle of two words $\vec{\sigma}_{1,2}$ of lengths $n_{1,2}$ is the set of $\left(n_{1}+n_{2}\right)!/ n_{1}!/ n_{2}$ ! words, for which the ordering of letters is the same as in the original words $\vec{\sigma}_{i}$.

## Example 6 (Shuffle)

```
As a straightforward example, we compute
    \(\mathrm{G}_{a, b}(t) \times \mathrm{G}_{c, d}(t)\)
\(=2 \mathrm{G}_{a, b, c, d}(t)+\mathrm{G}_{a, c, b, d}(t)+\mathrm{G}_{a, c, d, b}(t)+\mathrm{G}_{c, a, b, d}(t)+\mathrm{G}_{c, a, d, b}(t)\).
```

FIBRATION BASIS A (multi-variable) GPL is said to be in a so-called fibration basis, if it admits the from $\mathrm{G}(\{\vec{\sigma}\} ; x)$, where the word $\vec{\sigma}$ is independent of $x$. In practical applications, it might be desirable to bring GPLs into a certain fibration basis. Here, we describe such procedure, which is sometimes referred to as "super-shuffle" [172]. Consider a GPL of weight $n$,

$$
\begin{equation*}
\mathrm{G}(\{\vec{R}(x)\} ; \tilde{R}(x)) \tag{A.20}
\end{equation*}
$$

where $\vec{R}(\tilde{R})$ denotes a rational word (function) of $x$ and suppose we want to find the fibration basis in $x$. Up to a constant, we can write this function as the primitive of its derivative,

$$
\begin{equation*}
\mathrm{G}(\{\vec{R}(x)\} ; \tilde{R}(x))=\int^{x} \mathrm{~d} t\left[\frac{\partial}{\partial t} \mathrm{G}(\{\vec{R}(t)\} ; \tilde{R}(t))\right]+\text { const } . \tag{A.21}
\end{equation*}
$$

After taking the derivative in Eq. (A.21), the integrand contains only GPLs of weight $n-1$, and we can use the relation to recursively derive a fibration basis. The recursion starts with the natural logarithm at weight one,

$$
\begin{equation*}
\mathrm{G}(\{f(x)\} ; g(x))=\ln \left(1-\frac{g(x)}{f(x)}\right), \quad \mathrm{G}(\{0\} ; g(x))=\ln (g(x)) \tag{A.22}
\end{equation*}
$$

where $f$ and $g$ are rational functions of $x$. Using standard identities, we can always bring Eq. (A.22) into a fibration basis in $x$. We note that during this procedure, constants of integration in Eq. (A.21) have to be fixed in a suitable limit $x \rightarrow a$ for each weight.

## Example 7 (Fibration basis)

We demonstrate the recursive super-shuffle algorithm re-writing the weight-three expression $\mathrm{G}_{-1,1 / x, 1 / x}((1-x) / x)$. Using Eq. (A.21), we write

$$
\begin{align*}
& \mathrm{G}_{-1,1 / x, 1 / x}((1-x) / x) \\
= & \int^{x} \mathrm{~d} t \frac{\mathrm{G}_{-1,1 / t}((1-t) / t)-\mathrm{G}_{1 / t, 1 / t}((1-t) / t)}{1+t}+c_{3} . \tag{A.23}
\end{align*}
$$

Using Eq. (A.21) again, we re-write the two weight-two expressions in the integrand as

$$
\begin{align*}
\mathrm{G}_{-1,1 / x}\left(\frac{1-x}{x}\right) & =\int^{x} \mathrm{~d} t \frac{\mathrm{G}_{-1}((1-t) / t)-\mathrm{G}_{1 / t}((1-t) / t)}{1+t}+c_{2}^{a},  \tag{A.24}\\
\mathrm{G}_{1 / x, 1 / x}\left(\frac{1-x}{x}\right) & =\int^{x} \mathrm{~d} t \frac{\mathrm{G}_{1 / t}((1-t) / t)}{t}+c_{2}^{b} .
\end{align*}
$$

We are now in the position to re-write the weight-one integrand in Eq. (A.24) as

$$
\begin{align*}
& \mathrm{G}_{-1}((1-t) / t)=-\ln (t)=-\mathrm{G}_{0}(t) \\
& \mathrm{G}_{1 / t}((1-t) / t)=\ln (t)=\mathrm{G}_{0}(t) \tag{A.25}
\end{align*}
$$

We use Eq. (A.25) in Eq. (A.24) and find

$$
\begin{align*}
\mathrm{G}_{-1,1 / x}\left(\frac{1-x}{x}\right) & =-2 \int^{x} \mathrm{~d} t \frac{\mathrm{G}_{0}(t)}{1+t}+c_{2}^{a}=-2 \mathrm{G}_{-1,0}(x)+c_{2}^{a},  \tag{A.26}\\
\mathrm{G}_{1 / x, 1 / x}\left(\frac{1-x}{x}\right) & =\int^{x} \mathrm{~d} t \frac{\mathrm{G}_{0}(t)}{t}+c_{2}^{b}=\mathrm{G}_{0,0}(x)+c_{2}^{b} .
\end{align*}
$$

To compute constants $c_{2}^{i}$, we take the (regular) limit $x \rightarrow 1$ in Eq. (A.26). We obtain

$$
\begin{equation*}
c_{2}^{a}=-\frac{\pi^{2}}{6}, \quad c_{2}^{b}=0 \tag{A.27}
\end{equation*}
$$

Using the above formulas, we can express the integrand in Eq. (A.23) through a fibration basis and integrate. We find

$$
\begin{align*}
& \mathrm{G}_{-1,1 / x, 1 / x}((1-x) / x) \\
& =\int^{x} \mathrm{~d} t \frac{-2 \mathrm{G}_{-1,0}(t)-\frac{\pi^{2}}{6}-\mathrm{G}_{0,0}(t)}{1+t}+c_{3}  \tag{A.28}\\
& =-2 \mathrm{G}_{-1,-1,0}(x)-\frac{\pi^{2}}{6} \mathrm{G}_{-1}(x)-\mathrm{G}_{-1,0,0}(x)+c_{3}
\end{align*}
$$

Finally, we fix the constant $c_{3}$ in the regular limit $x \rightarrow 1$ and find $c_{3}=\zeta_{3}$.

In this Appendix, we collect some of the definitions used in Chapter 2.

## B. 1 GENERAL DEFINITIONS

## B.1.1 Coupling constants

We use the following abbreviations for bare coupling constants

$$
\begin{equation*}
\left[\alpha_{s}\right]=\frac{g_{s}^{2} \Omega^{(d-2)}}{2(2 \pi)^{d-1}}=\frac{g_{s}^{2}}{8 \pi^{2}} \frac{(4 \pi)^{\epsilon}}{\Gamma(1-\epsilon)} \tag{B.1}
\end{equation*}
$$

and

$$
\begin{equation*}
[\alpha]=\frac{e^{2} \Omega^{(d-2)}}{2(2 \pi)^{d-1}}=\frac{e^{2}}{8 \pi^{2}} \frac{(4 \pi)^{\epsilon}}{\Gamma(1-\epsilon)} . \tag{B.2}
\end{equation*}
$$

In Eqs. (B.1)-(B.2), $\Omega^{(n)}$ denotes the volume of a unit sphere embedded in $n$ dimensions. Its definition reads

$$
\begin{equation*}
\int \mathrm{d} \Omega^{(n)}=\Omega^{(n)}=\frac{2 \pi^{n / 2}}{\Gamma(n / 2)} \tag{B.3}
\end{equation*}
$$

## B.1.2 Plus prescription

We define the plus prescription as

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z[f(z)]_{+} g(z)=\int_{0}^{1} \mathrm{~d} z f(z)[g(z)-g(1)] \tag{B.4}
\end{equation*}
$$

where $g$ is a function that is regular at $z=1$. In soft-regulated collinear contributions, we will encounter integrals of the form

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z \frac{g(z)-g(1)}{(1-z)^{1+j \epsilon}}=\int_{0}^{1} \mathrm{~d} z\left[\sum_{n=0}^{\infty} \frac{(-1)^{n}(j \epsilon)^{n}}{n!} \mathcal{D}_{n}(z)\right] g(z) \tag{B.5}
\end{equation*}
$$

where the r.h.s. follows from Taylor expansion in $\epsilon$ and we used the abbreviation

$$
\begin{equation*}
\mathcal{D}_{n}(z)=\left[\frac{\ln ^{n}(1-z)}{1-z}\right]_{+} . \tag{B.6}
\end{equation*}
$$

It is useful to re-write Eq. (B.5) in the following way; we integrate the second term on the l.h.s. and find

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} z\left[\frac{1}{(1-z)^{1+j \epsilon}}+\frac{\delta(1-z)}{j \epsilon}\right] g(z)=\int_{0}^{1} \mathrm{~d} z\left[\sum_{n=0}^{\infty} \frac{(-1)^{n}(j \epsilon)^{n}}{n!} \mathcal{D}_{n}(z)\right] g(z), \tag{B.7}
\end{equation*}
$$

which we write as

$$
\begin{equation*}
\frac{1}{(1-z)^{1+j \epsilon}}=\sum_{n=0}^{\infty} \frac{(-1)^{n}(j \epsilon)^{n}}{n!} \mathcal{D}_{n}(z)-\frac{\delta(1-z)}{j \epsilon} . \tag{B.8}
\end{equation*}
$$

The relation in Eq. (B.8) should be understood in a distributional sense: it is only valid when multiplied with a test function that is regular at $z=1$ and integrated over $z \in[0,1]$.

## B. 2 EIKONAL FUNCTIONS

## B.2.1 Color notation

We adopt color notations of Ref. [53] and write a generic matrix element as

$$
\begin{equation*}
\mathcal{M}_{c_{1}, \ldots, c_{n}}\left(p_{1}, \ldots, p_{n}\right)=\left\langle c_{1}, \ldots, c_{n} \mid \mathcal{M}\left(p_{1}, \ldots, p_{n}\right)\right\rangle, \tag{B.9}
\end{equation*}
$$

where $c_{i}$ are color indices. We denote the color charge of a gluon emitted from a parton $i$ by an operator $\boldsymbol{T}_{i}$. This operator acts on the color space as

$$
\begin{equation*}
\left\langle c_{1}, \ldots, c_{i}, \ldots, c_{m}, a\right| T_{i}\left|b_{1}, \ldots, b_{i}, \ldots, b_{m}\right\rangle=\delta_{c_{1} b_{1}} \ldots T_{c_{i} b_{i}}^{a} \ldots \delta_{c_{n} b_{n}}, \tag{B.10}
\end{equation*}
$$

where $a$ is the index of the gluon. We have

$$
T_{c_{i} b_{i}}^{a}=\left\{\begin{array}{ll}
\mathrm{i} f_{a c_{i} b_{i}} & i \text { is a gluon }  \tag{B.11}\\
t_{c_{i} b_{i}}^{a} & i \text { is a quark } \\
-t_{c_{i} b_{i}}^{a} & i \text { is a antiquark }
\end{array},\right.
$$

where $f_{a b c}$ and $t_{b c}^{a}$ are the $\operatorname{SU}\left(N_{c}\right)$ color generators in the adjoint and fundamental representation, respectively. To describe eikonal functions up to $\mathcal{O}\left(\alpha_{s}^{2}\right)$, we require the following two correlations

$$
\begin{align*}
\left|\mathcal{A}^{(i j)}(\{p\})\right|^{2} & =\left\langle\mathcal{A}\left(p_{1}, \ldots, p_{n}\right)\right| \boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}\left|\mathcal{A}\left(p_{1}, \ldots, p_{n}\right)\right\rangle,  \tag{B.12}\\
\left|\mathcal{A}^{\{(i j),(k l)\}}(\{p\})\right|^{2} & =\left\langle\mathcal{A}\left(p_{1}, \ldots, p_{n}\right)\right|\left\{\boldsymbol{T}_{i} \cdot \boldsymbol{T}_{j}, \boldsymbol{T}_{k} \cdot \boldsymbol{T}_{l}\right\}\left|\mathcal{A}\left(p_{1}, \ldots, p_{n}\right)\right\rangle,
\end{align*}
$$

where $\{\cdots, \cdot\}$ denotes the anticommutator in colour space.

## B.2.2 Gluon emission

The double-soft function $\mathcal{S}_{i j}^{0}\left(k_{1}, k_{2}\right)$ for gluon emission off massless emitters reads [123]

$$
\begin{align*}
& \mathcal{S}_{i j}^{0}\left(k_{1}, k_{2}\right)=\frac{(1-\epsilon)}{\left(k_{1} \cdot k_{2}\right)^{2}} \frac{\left[\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)+i \leftrightarrow j\right]}{\left(p_{i} \cdot k_{12}\right)\left(p_{j} \cdot k_{12}\right)} \\
& -\frac{\left(p_{i} \cdot p_{j}\right)^{2}}{2\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)\left(p_{i} \cdot k_{2}\right)\left(p_{j} \cdot k_{1}\right)}\left[2-\frac{\left[\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)+i \leftrightarrow j\right]}{\left(p_{i} \cdot k_{12}\right)\left(p_{j} \cdot k_{12}\right)}\right] \\
& +\frac{\left(p_{i} \cdot p_{j}\right)}{2\left(k_{1} \cdot k_{2}\right)}\left[\frac{2}{\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)}+\frac{2}{\left(p_{j} \cdot k_{1}\right)\left(p_{i} \cdot k_{2}\right)}-\frac{1}{\left(p_{i} \cdot k_{12}\right)\left(p_{j} \cdot k_{12}\right)}\right.  \tag{B.13}\\
& \left.\quad \times\left(4+\frac{\left[\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)+i \leftrightarrow j\right]^{2}}{\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)\left(p_{i} \cdot k_{2}\right)\left(p_{j} \cdot k_{1}\right)}\right)\right]
\end{align*}
$$

where $k_{12}=k_{1}+k_{2}$. The double-soft function $\mathcal{S}_{i j}^{m}\left(k_{1}, k_{2}\right)$ for massive emitters was derived in Ref. [96], building on the fact that eikonal currents are identical for massive and massless emitters. The result is given by [96]

$$
\begin{align*}
& \mathcal{S}_{i j}^{m}\left(k_{1}, k_{2}\right)=-\frac{1}{4\left(k_{1} \cdot k_{2}\right)\left(p_{i} \cdot k_{1}\right)\left(p_{i} \cdot k_{2}\right)} \\
& +\frac{\left(p_{i} \cdot p_{j}\right)\left(p_{j} \cdot k_{12}\right)}{2\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)\left(p_{i} \cdot k_{2}\right)\left(p_{j} \cdot k_{1}\right)\left(p_{i} \cdot k_{12}\right)}  \tag{B.14}\\
& -\frac{1}{2\left(k_{1} \cdot k_{2}\right)\left(p_{i} \cdot k_{12}\right)\left(p_{j} \cdot k_{12}\right)}\left(\frac{\left(p_{j} \cdot k_{1}\right)^{2}}{\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)}+\frac{\left(p_{j} \cdot k_{2}\right)^{2}}{\left(p_{i} \cdot k_{2}\right)\left(p_{j} \cdot k_{1}\right)}\right)
\end{align*}
$$

## B.2.3 Quark emission

The soft function $\mathcal{I}_{i j}\left(k_{1}, k_{2}\right)$ for quark-antiquark pair emission is given by [123]

$$
\begin{equation*}
\mathcal{I}_{i j}\left(k_{1}, k_{2}\right)=\frac{\left[\left(p_{i} \cdot k_{1}\right)\left(p_{j} \cdot k_{2}\right)+i \leftrightarrow j\right]-\left(p_{i} \cdot p_{j}\right)\left(k_{1} \cdot k_{2}\right)}{\left(k_{1} \cdot k_{2}\right)^{2}\left(p_{i} \cdot k_{12}\right)\left(p_{j} \cdot k_{12}\right)} . \tag{B.15}
\end{equation*}
$$

## B. 3 DERIVATION OF DOUBLE-COLLINEAR GLUON EMISSION

In this Section, we derive the factorization formula given in Example 1 . We consider the double-real correction $q\left(p_{1}\right) \bar{q}\left(p_{2}\right) \rightarrow Z g\left(k_{4}\right) g\left(k_{5}\right)$ to color-singlet production and take
the limit $k_{4} \| p_{1}$. The tree-level diagrams that contribute to this process can be split in two classes,

where the black disc summarizes the various ways in which the gluon(s) can be attached. On the r.h.s. of Eq. (B.16), the first diagram class, $\mathcal{A}_{c}$, contains the singular propagator $1 /\left(p_{1}-k_{4}\right)^{2}$, while all other diagrams, in class $\mathcal{A}_{f}$, are finite in the limit $k_{4} \| p_{1}$.

We begin with the first class and write

$$
\begin{equation*}
\mathcal{A}_{c}=g_{s, b} \mathcal{A}_{\mathrm{blob}, i} \frac{\widehat{p}_{1}-\widehat{k}_{4}}{\left(p_{1}-k_{4}\right)^{2}} T_{i j} \widehat{\varepsilon}_{4} u_{1}^{j} \tag{B.17}
\end{equation*}
$$

where the quark spinor $u_{1}^{j}$, the gluon polarisation $\widehat{\varepsilon}_{4}$, the quark propagator " $\widehat{q} / q^{2}$ ", as well as the quark-gluon coupling are given explicitly and the remainder is summarized in the object $\mathcal{A}_{\text {blob, }, i}$. We parameterize

$$
\begin{equation*}
k_{4}^{\mu}=\alpha p_{1}-q_{\perp}^{\mu}-\frac{q_{\perp}^{2}}{\alpha} \frac{n^{\mu}}{2\left(p_{1} \cdot n\right)}, \tag{B.18}
\end{equation*}
$$

where $n^{2}=\left(q_{\perp} \cdot n\right)=\left(q_{\perp} \cdot p_{1}\right)=0$. In this parameterization, $n$ is an auxiliary vector that defines the transverse component $q_{\perp}$ and $k_{4} \| p_{1}$ corresponds to the limit $q_{\perp} \rightarrow 0$; we find

$$
\begin{equation*}
\left(p_{1}-k_{4}\right)^{2}=\frac{q_{\perp}^{2}}{\alpha} . \tag{B.19}
\end{equation*}
$$

In the following, we extract the singular behaviour in Eq. (B.16) that contributes to the non-integrable $\mathcal{O}\left(1 / q_{\perp}^{2}\right)$ singularity of the matrix element squared. We insert parameterization Eq. (B.18) into Eq. (B.17) and obtain

$$
\begin{align*}
\mathcal{A}_{c} & \underset{q_{\perp} \rightarrow 0}{\sim} g_{s, b} T_{i j} \mathcal{A}_{\text {blob }, i} \frac{(1-\alpha) \widehat{p}_{1}+\widehat{q}_{\perp}}{\left(p_{1}-k_{4}\right)^{2}} \widehat{\varepsilon}_{4} u_{1}^{j} \\
& =g_{s, b} T_{i j} \mathcal{A}_{\text {blob }, i} \frac{2(1-\alpha)\left(p_{1} \cdot \varepsilon_{4}\right)+\widehat{q}_{\perp} \widehat{\varepsilon}_{4}}{\left(p_{1}-k_{4}\right)^{2}} u_{1}^{j} \tag{B.20}
\end{align*}
$$

where we neglected the $\mathcal{O}\left(q_{\perp}^{2}\right)$ contribution in the numerator and used the Dirac equation $\widehat{p}_{1} u_{1}^{j}=0$. Since we work in the physical (light-cone) gauge, the following transversality relation holds

$$
\begin{equation*}
0=\left(k_{4} \cdot \varepsilon_{4}\right)=\alpha\left(p_{1} \cdot \varepsilon_{4}\right)-\left(q_{\perp} \cdot \varepsilon_{4}\right)+\mathcal{O}\left(q_{\perp}^{2}\right) . \tag{B.21}
\end{equation*}
$$

Inserting the relation above into Eq. (B.20), we obtain

$$
\begin{equation*}
\mathcal{A}_{c} \underset{q_{\perp} \rightarrow 0}{\sim} \frac{g_{s, b} T_{i j}}{\left(p_{1}-k_{4}\right)^{2}} \mathcal{A}_{\mathrm{blob}, i}\left[\frac{2(1-\alpha)}{\alpha}\left(q_{\perp} \cdot \varepsilon_{4}\right)+\widehat{q}_{\perp} \widehat{\varepsilon}_{4}\right] u_{1}^{j} \equiv \mathcal{A}_{c}^{\lim } . \tag{B.22}
\end{equation*}
$$

From Eq. (B.19) and Eq. (B.22), we find that $\mathcal{A}_{c}^{\lim } \sim 1 / q_{\perp}$. Hence, the non-integrable contribution to the matrix element squared reads

$$
\begin{equation*}
\left|\mathcal{A}_{c}+\mathcal{A}_{f}\right|^{2}=\left|\mathcal{A}_{c}^{\lim }\right|^{2}+\mathcal{O}\left(1 / q_{\perp}\right) \tag{B.23}
\end{equation*}
$$

We conclude that, due to the physical gauge, the singularity factorizes on the external leg such that no interference terms between singular and non-singular diagrams contribute in Eq. (B.23).

We now turn to the computation of the singularity of the matrix element squared. ${ }^{1}$ We find

$$
\begin{gather*}
\overline{\left|\mathcal{A}_{c}^{\text {lim }}\right|^{2}}=\frac{g_{\mathrm{s}, b}^{2} C_{F}}{\left(p_{1}-k_{4}\right)^{4}} \sum_{\lambda_{4}} \operatorname{Tr}\left\{\mathcal{A}_{\text {blob }}\left[\frac{2(1-\alpha)}{\alpha}\left(q_{\perp} \cdot \varepsilon_{4}\right)+\widehat{q}_{\perp} \widehat{\varepsilon}_{4}\right] \widehat{p}_{1}\right.  \tag{B.24}\\
\left.\times\left[\frac{2(1-\alpha)}{\alpha}\left(q_{\perp} \cdot \varepsilon_{4}^{*}\right)+\widehat{\varepsilon}_{4}^{*} \widehat{q}_{\perp}\right] \mathcal{A}_{\text {blob }}^{+}\right\} .
\end{gather*}
$$

The sum over polarisations of the gluon yields

$$
\begin{equation*}
\sum_{\lambda_{4}} \varepsilon_{4, \mu} \varepsilon_{4, v}^{*}=-g_{\mu, v}+\frac{k_{4, \mu} n_{v}+k_{4, v} n_{\mu}}{\left(k_{4} \cdot n\right)} . \tag{B.25}
\end{equation*}
$$

We use that

$$
\begin{align*}
\sum_{\lambda_{4}}\left(q_{\perp} \cdot \varepsilon_{4}\right) \operatorname{Tr}\left\{\mathcal{A}_{\text {blob }} \widehat{p}_{1} \widehat{\varepsilon}_{4}^{*} \widehat{q}_{\perp} \mathcal{A}_{\text {blob }}^{+}\right\} & =-q_{\perp}^{2} \operatorname{Tr}\left\{\mathcal{A}_{\text {blob }} \widehat{p}_{1} \mathcal{A}_{\text {blob }}^{+}\right\},  \tag{B.26}\\
\sum_{\lambda_{4}} \operatorname{Tr}\left\{\mathcal{A}_{\text {blob }} \widehat{q}_{\perp} \widehat{\varepsilon}_{4} \widehat{p}_{1} \widehat{\varepsilon}_{4}^{*} \widehat{q}_{\perp} \mathcal{A}_{\text {blob }}^{+}\right\} & =-(d-2) q_{\perp}^{2} \operatorname{Tr}\left\{\mathcal{A}_{\text {blob }} \widehat{p}_{1} \mathcal{A}_{\text {blob }}^{+}\right\}, \tag{B.27}
\end{align*}
$$

and arrive at

$$
\begin{equation*}
\overline{\left|\mathcal{A}_{c}^{\lim }\right|^{2}}=\frac{g_{s, b}^{2} C_{F}}{\left(p_{1} \cdot k_{4}\right)} \times\left[\frac{1+z^{2}}{1-z}-\epsilon(1-z)\right] \times \overline{\left|\mathcal{A}_{\mathrm{red}}\left[p_{1}-k_{4}\right]\right|^{2}}, \tag{B.28}
\end{equation*}
$$

where $z=1-\alpha$. The reduced matrix element squared in Eq. (B.28) reads

$$
\begin{align*}
& \overline{\left|\mathcal{A}_{\text {red }}\left[p_{1}-k_{4}\right]\right|^{2}} \\
= & (1-\alpha) \operatorname{Tr}\left\{\mathcal{A}_{\text {blob }} \widehat{p}_{1} \mathcal{A}_{\text {blob }}^{+}\right\}  \tag{B.29}\\
= & \operatorname{Tr}\left\{\mathcal{A}_{\text {blob }} u\left[(1-\alpha) p_{1}\right] \bar{u}\left[(1-\alpha) p_{1}\right] \mathcal{A}_{\text {blob }}^{+}\right\} .
\end{align*}
$$

[^37]As can be seen from Eq. (B.29), $\mathcal{A}_{\text {red }}$ describes $\mathcal{A}_{c}$ in a situation where $g\left(k_{4}\right)$ is absent and the incoming quark carries momentum $(1-\alpha) p_{1}=z p_{1}=p_{1}-k_{4}+\mathcal{O}\left(q_{\perp}\right)$ instead of momentum $p_{1}$.

## B. 4 COLOR COHERENCE IN THE SOFT-COLLINEAR LIMIT

In the following, we explain how the coherence of soft emission forbids the appearance of entangled soft-collinear singularities. The absence of this type of singularity is used in the formulation of the nested soft-collinear subtraction scheme [1], where soft and collinear singularities are regulated iteratively and independent of each other. In this thesis, the regularisation is described in Chapter 2.
To understand how entangled soft-collinear singularities could arise, consider, for example, the diagram


In the limit $k_{5} \rightarrow 0$ and $k_{4} \| p_{i}$, this diagram behaves like

$$
\begin{equation*}
\underbrace{\left(p_{i} \cdot k_{4}\right)}_{\text {collinear }}+\underbrace{\left(p_{i} \cdot k_{5}\right)+\left(k_{4} \cdot k_{5}\right)}_{\text {soft }} \rightarrow \infty . \tag{B.31}
\end{equation*}
$$

In the following, we employ arguments of Section 3.4 in Ref. [123] to explain the absence of overlapping soft-collinear singularities in double-real corrections, using the example of gluon-emission corrections to Higgs boson decay, $H \rightarrow b\left(p_{1}\right) \bar{b}\left(p_{2}\right)+g\left(k_{4}\right) g\left(k_{5}\right)$. Specifically, we consider the limit where one gluon becomes soft $\left(k_{5} \rightarrow 0\right)$ and the other gluon becomes collinear to the $b$ quark ( $k_{4} \| p_{1}$ ). The four diagrams that contribute to the divergence in this particular limit are



In the limit $k_{5} \rightarrow 0$ and $k_{4} \| p_{1}$, diagrams $\mathcal{A}_{2,3,4}$ in Eq. (B.32) have an entangled softcollinear divergence as displayed in Eq. (B.31) upon identifying $p_{1}=p_{i}$. However, such overlapping soft-collinear singularities only appear on the level of individual diagrams they are absent in gauge-invariant matrix elements due the fact soft emission in QCD is coherent.

To verify this statement at the example of Higgs decay, we turn to the sum of diagrams in Eqs. (B.32)-(B.33). We begin by extracting the leading singular behaviour in the soft limit $k_{5} \rightarrow 0$ and obtain

$$
\begin{equation*}
\mathcal{A}^{h \rightarrow b_{1} \bar{b}_{24} g_{4} g_{5}} \underset{k_{5} \rightarrow 0}{\sim} \mathcal{A}_{1}+\cdots+\mathcal{A}_{4} \underset{k_{5} \rightarrow 0}{\sim} \frac{g_{s, b}^{2} J^{\mu}\left(k_{5}\right) \varepsilon_{\mu}^{*}\left(k_{5}\right)}{\left(p_{1}+k_{4}\right)^{2}} \times \mathcal{A}^{h \rightarrow b_{1} \bar{b}_{2}}, \tag{B.34}
\end{equation*}
$$

where $\mathcal{A}^{h \rightarrow b_{1} \bar{b}_{2}}$ is the Born-level amplitude. The soft current $\boldsymbol{J}^{\mu}\left(k_{5}\right)$ in Eq. (B.34) reads ${ }^{2}$

$$
\begin{align*}
\boldsymbol{J}^{\mu}\left(k_{5}\right)= & \underbrace{\boldsymbol{T}_{2} \frac{p_{2}^{\mu}}{\left(p_{2} \cdot k_{5}\right)}}_{\mathcal{A}_{1}}+\underbrace{\left(\boldsymbol{T}_{4}+\boldsymbol{T}_{1}\right) \frac{2\left(p_{1}+k_{4}\right)^{\mu}}{\left(p_{1}+k_{4}+k_{5}\right)^{2}}}_{\mathcal{A}_{2}} \\
& +\frac{\left(p_{1}+k_{4}\right)^{2}}{\left(p_{1}+k_{4}+k_{5}\right)^{2}}[\underbrace{\boldsymbol{T}_{1} \frac{p_{1}^{\mu}}{\left(p_{1} \cdot k_{5}\right)}}_{\mathcal{A}_{3}}+\underbrace{\boldsymbol{T}_{4} \frac{k_{4}^{\mu}}{\left(k_{4} \cdot k_{5}\right)}}_{\mathcal{A}_{4}}] \tag{B.35}
\end{align*}
$$

To simplify the computation of the collinear limit $k_{4} \| p_{1}$, we re-arrange terms in Eq. (B.35) and write the soft current as

$$
\begin{equation*}
J^{\mu}\left(k_{5}\right)=J_{\mathrm{cs}}^{\mu}\left(k_{5}\right)+J_{\mathrm{cf}}^{\mu}\left(k_{5}\right), \tag{B.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{J}_{\mathrm{cs}}^{\mu}\left(k_{5}\right)=\boldsymbol{T}_{2} \frac{p_{2}^{\mu}}{\left(p_{2} \cdot k_{5}\right)}+\left(\boldsymbol{T}_{1}+\boldsymbol{T}_{4}\right) \frac{\left(p_{1}+k_{4}\right)^{\mu}}{\left(p_{1}+k_{4}\right) \cdot k_{5}}, \tag{B.37}
\end{equation*}
$$

and

$$
\begin{align*}
J_{\mathrm{cf}}^{\mu}\left(k_{5}\right)= & \frac{\left(p_{1}+k_{4}\right)^{2}}{\left(p_{1}+k_{4}+k_{5}\right)^{2}} \\
& \times\left[\boldsymbol{T}_{1} \frac{p_{1}^{\mu}}{\left(p_{1} \cdot k_{5}\right)}+\boldsymbol{T}_{4} \frac{k_{4}^{\mu}}{\left(k_{4} \cdot k_{5}\right)}-\left(\boldsymbol{T}_{1}+\boldsymbol{T}_{4}\right) \frac{\left(p_{1}+k_{4}\right)^{\mu}}{\left(p_{1}+k_{4}\right) \cdot k_{5}}\right] \tag{B.38}
\end{align*}
$$

2 We employ the color notation of Sec. B. 2 and retain all terms that cause singularities in $k_{5} \rightarrow 0, k_{4} \| p_{1}$.

In writing Eqs. (B.36)-(B.38), we have used that

$$
\begin{equation*}
\frac{2\left(p_{1}+k_{4}\right)^{\mu}}{\left(p_{1}+k_{4}+k_{5}\right)^{2}}=\frac{\left(p_{1}+k_{4}\right)^{\mu}}{\left(p_{1}+k_{4}\right) \cdot k_{5}}\left[1-\frac{\left(p_{1}+k_{4}\right)^{2}}{\left(p_{1}+k_{4}+k_{5}\right)^{2}}\right] . \tag{B.39}
\end{equation*}
$$

We note the currents in Eqs. (B.37)-(B.38) are separately gauge invariant, since $k_{5, \mu} J_{\mathrm{cs}, \mathrm{cf}}^{\mu}\left(k_{5}\right)=$ 0 . For this reason, the decomposition in Eq. (B.36) does not spoil gauge invariance. Furthermore, we note that both $\boldsymbol{J}_{\mathrm{cs}}^{\mu}\left(k_{5}\right)$ and $\boldsymbol{J}_{\mathrm{cf}}^{\mu}\left(k_{5}\right)$ show the expected soft behavior $\mathcal{O}\left(1 / k_{5}\right)$.

We now turn to the discussion of the collinear limit $k_{4} \| p_{1}$. To this end, we parameterize momenta $p_{1}$ and $k_{4}$ as [123]

$$
\begin{align*}
& p_{1}^{\mu}=z q^{\mu}+q_{\perp}^{\mu}-\frac{q_{\perp}^{2}}{z} \frac{n^{\mu}}{2(q \cdot n)},  \tag{B.4o}\\
& k_{4}^{\mu}=(1-z) q^{\mu}-q_{\perp}^{\mu}-\frac{q_{\perp}^{2}}{1-z} \frac{n^{\mu}}{2(q \cdot n)},
\end{align*}
$$

where $q^{2}=n^{2}=\left(q_{\perp} \cdot n\right)=\left(q_{\perp} \cdot q\right)=0$. In this parameterization, $q$ denotes the momentum to which $p_{1}$ and $k_{4}$ become parallel, $n$ is an auxiliary vector needed to define the transverse component $q_{\perp}$, and $k_{4} \| p_{1}$ corresponds to the limit $q_{\perp} \rightarrow 0$.

It is straightforward to see that in the limit $q_{\perp} \rightarrow 0$ the soft current $J_{\mathrm{cf}}^{\mu}\left(k_{5}\right)$ in Eq. (B.38) is suppressed by $\mathcal{O}\left(q_{\perp}\right)$ w. r.t. the soft current $J_{\mathrm{cs}}^{\mu}\left(k_{5}\right)$ in Eq. (B.37). Hence, we can neglect $J_{\mathrm{cf}}^{\mu}\left(k_{5}\right)$ in the soft-collinear limit and find

$$
\begin{align*}
& \mathcal{A}^{h \rightarrow b_{1} \bar{b}_{2} 8_{485}} \underset{ }{k_{5} \rightarrow 0} \underset{k_{4} \boldsymbol{p}_{1}}{k_{5}} \frac{g_{s, b}^{2}}{2\left(p_{1} \cdot k_{4}\right)}\left[\boldsymbol{T}_{2} \frac{p_{2}^{\mu}}{\left(p_{2} \cdot k_{5}\right)}+\left(\boldsymbol{T}_{1}+\boldsymbol{T}_{4}\right) \frac{\left(p_{1}+k_{4}\right)^{\mu}}{\left(p_{1}+k_{4}\right) \cdot k_{5}}\right]  \tag{B.41}\\
& \quad \times \varepsilon_{\mu}^{*}\left(k_{5}\right) \mathcal{A}^{h \rightarrow b_{1} \bar{b}_{2}} .
\end{align*}
$$

The factorization formula in Eq. (B.41) describes the emission of a soft gluon $g\left(k_{5}\right)$ by anti-quark $\bar{b}\left(p_{2}\right)$ and the coherent soft emission by a particle with momentum $p_{1}+k_{4}$ and charge $T_{4}+T_{1}$. We emphasize again that the overlapping soft-collinear singularity is absent on the level of the gauge-invariant amplitude, as can be seen from Eq. (B.41).

We note that the discussion above can be generalized to show the absence of overlapping soft-collinear singularities in tree-level amplitudes describing the scattering of $n$ massless partons in cases where arbitrarily many particles become soft and arbitrarily many particles become collinear [123].

## B. 5 PHASE-SPACE PARAMETRIZATION

In the following, we briefly summarize the angular phase-space parameterization and define double-collinear limits. We begin by separating energies and angles in Eq. (2.15) and write

$$
\begin{equation*}
\left[\mathrm{d} k_{4}\right]\left[\mathrm{d} k_{5}\right]=\frac{\mathrm{d}^{d-1} k_{4}}{(2 \pi)^{d-1} 2 E_{4}} \frac{\mathrm{~d}^{d-1} \boldsymbol{k}_{5}}{(2 \pi)^{d-1} 2 E_{5}}=\frac{\mathrm{d} E_{4} \mathrm{~d} E_{5}}{\left(E_{4} E_{5}\right)^{-1+2 \epsilon}} \frac{\mathrm{~d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}} . \tag{B.42}
\end{equation*}
$$

We will present the parameterization of the angular phase-space in case of doublecollinear and triple-collinear partitions in Appendix B.5.1 and Appendix B.5.2, respectively.

## B.5.1 Double-collinear partitions

Double-collinear partitions $\omega_{\mathcal{D C}}^{i 4, j 5}, i \neq j$, are defined to dampen all but the singular limits $k_{4} \| p_{i}$ and $k_{5} \| p_{j}$, see Eq. (2.49). To simplify double-collinear limits, we parameterize the direction-of-flight of partons $f_{4,5}$ relative to Born-particles $i$ and $j$, respectively. We write

$$
\begin{align*}
& n_{4}^{\mu}=t^{\mu}+\cos \theta_{4 i} e_{i}^{\mu}+\sin \theta_{4 i} b_{i}^{\mu},  \tag{B.43}\\
& n_{5}^{\mu}=t^{\mu}+\cos \theta_{5 j} e_{j}^{\mu}+\sin \theta_{5 j} b_{j}^{\mu}, \tag{B.44}
\end{align*}
$$

where $t=(1, \mathbf{0})$ and $e_{i, j}=\left(0, \boldsymbol{n}_{i, j}\right)$. Vectors $b_{i, j}$ fulfill the condition

$$
\begin{equation*}
t \cdot b_{m}=0, \quad e_{m} \cdot b_{m}=0, \quad m \in\{i, j\} . \tag{B.45}
\end{equation*}
$$

With this parameterization, the angular phase space in Eq. (B.42) reads

$$
\begin{align*}
& \frac{\mathrm{d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}}=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)}}{(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{b_{j}}^{(d-2)}}{(2 \pi)^{d-1}}  \tag{B.46}\\
& \quad \times \mathrm{d} \eta_{4 i}\left[4 \eta_{4 i}\left(1-\eta_{4 i}\right)\right]^{-\epsilon} \mathrm{d} \eta_{5 j}\left[4 \eta_{5 j}\left(1-\eta_{5 j}\right)\right]^{-\epsilon} \tag{B.47}
\end{align*}
$$

where $\eta_{l m}=\left(1-\cos \theta_{l m}\right) / 2 \in[0,1]$. Double-collinear limits are defined to extract the leading $1 / \eta$-behaviour; in this parameterization we find

$$
\begin{align*}
& C_{4 i} \frac{\mathrm{~d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}}=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)}}{(2 \pi)^{d-1}} \mathrm{~d} \eta_{4 i}\left[4 \eta_{4 i}\right]^{-\epsilon}, \\
& C_{5 j} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}}=\frac{\mathrm{d} \Omega_{b_{j}}^{(d-2)}}{(2 \pi)^{d-1}} \mathrm{~d} \eta_{5 j}\left[4 \eta_{5 j}\right]^{-\epsilon} . \tag{B.48}
\end{align*}
$$

## B.5.2 Triple-collinear partitions

Triple-collinear partitions $\omega_{\mathcal{T C}}^{i 4, i 5}$ are defined to dampen all but the double-collinear singular limits $\boldsymbol{k}_{4}\left\|\boldsymbol{p}_{i}, \boldsymbol{k}_{5}\right\| \boldsymbol{p}_{i}$, and $\boldsymbol{k}_{\mathbf{4}} \| \boldsymbol{k}_{5}$, as well as the triple-collinear divergence $k_{4}\left\|k_{5}\right\| p_{i}$, see Eq. (2.50). To simplify the extraction of these singularities, we adopt the parameterization of Ref. [95]. ${ }^{3}$ We write

$$
\begin{equation*}
n_{4}^{\mu}=t^{\mu}+\cos \theta_{4 i} e_{i}^{\mu}+\sin \theta_{4 i} b_{i}^{\mu} \tag{B.49}
\end{equation*}
$$

3 Relevant formulas can also be found in Appendix B of Ref. [1].

$$
\begin{equation*}
n_{5}^{\mu}=t^{\mu}+\cos \theta_{5 i} e_{i}^{\mu}+\sin \theta_{5 i}\left(\cos \varphi_{45} b_{i}^{\mu}+\sin \varphi_{45} a_{i}^{\mu}\right) \tag{B.50}
\end{equation*}
$$

where

$$
\begin{equation*}
t \cdot a_{i}=t \cdot b_{i}=e_{i} \cdot a_{i}=e_{i} \cdot b_{i}=a_{i} \cdot b_{i}=0 \tag{B.51}
\end{equation*}
$$

We obtain

$$
\begin{align*}
& \frac{\mathrm{d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}}=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)} \mathrm{d} \Omega_{a_{i}}^{(d-3)}}{2^{6 \epsilon}(2 \pi)^{2 d-2}}  \tag{B.52}\\
& \quad \times \eta_{45}^{1-2 \epsilon} \frac{\mathrm{~d} \eta_{4}}{\left[\eta_{4}\left(1-\eta_{4}\right)\right]^{\epsilon}} \frac{\mathrm{d} \eta_{5}}{\left[\eta_{5}\left(1-\eta_{5}\right)\right]^{-\epsilon}} \frac{\mathrm{d} \lambda}{[\lambda(1-\lambda)]^{1 / 2+\epsilon}} .
\end{align*}
$$

In writing Eq. (B.52), we have defined

$$
\begin{equation*}
\sin ^{2} \varphi_{45}=4 \lambda(1-\lambda) \eta_{45}^{2}, \quad \eta_{45}=\frac{\left|\eta_{4}-\eta_{5}\right|}{D}, \quad \eta_{4,5}=\frac{1-\cos \theta_{4 i, 5 i}}{2} \tag{B.53}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\eta_{4}+\eta_{5}-2 \eta_{4} \eta_{5}+2(2 \lambda-1) \sqrt{\eta_{4} \eta_{5}\left(1-\eta_{4}\right)\left(1-\eta_{5}\right)} \tag{B.54}
\end{equation*}
$$

In Sec. 2.3.3, we have discussed how to split the phase space into sectors for two cases: the general case, that admits a $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$ singularity, and the case without. We will explain how to parameterize angles in both cases in what follows.

## Parameterization in the general case

In the general case, which admits the $k_{4} \| k_{5}$ singularity, we have split the phase space into four sectors, see Eqs. (2.59)-(2.62). In these four sectors, we choose the following parameterization
(a) $\eta_{4}=x_{3}$,
$\eta_{5}=x_{3} x_{4} / 2$,
(b) $\eta_{4}=x_{3}$,
$\eta_{5}=x_{3}\left(1-x_{4} / 2\right)$,
(c) $\eta_{4}=x_{3} x_{4} / 2$,
$\eta_{5}=x_{3}$,
(d) $\quad \eta_{4}=x_{3}\left(1-x_{4}\right) / 2, \quad \eta_{5}=x_{3}$.

Since the measure in Eq. (B.52) is symmetric in $\eta_{4} \leftrightarrow \eta_{5}$, angular phase spaces for sectors $a, c$ and $b, d$ are identical. We write

$$
\begin{align*}
& \frac{\mathrm{d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}} \times \theta^{a, c}=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)} \mathrm{d} \Omega_{a_{i}}^{(d-3)}}{2^{6 \epsilon}(2 \pi)^{2 d-2}}\left[\left(1-x_{3}\right) F_{\epsilon}^{(a, c)}\right]^{-\epsilon} F_{0}^{(a, c)} x_{3}^{2} x_{4} \\
& \quad \times \frac{\mathrm{d} x_{3}}{x_{3}^{1+2 \epsilon}} \frac{\mathrm{~d} x_{4}}{x_{4}^{1+\epsilon}} \frac{\mathrm{d} \lambda}{[\lambda(1-\lambda)]^{1 / 2+\epsilon}} \tag{B.59}
\end{align*}
$$

$$
\begin{align*}
& \frac{\mathrm{d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}} \times \theta^{b, d}=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)} \mathrm{d} \Omega_{a_{i}}^{(d-3)}}{2^{6 \epsilon}(2 \pi)^{2 d-2}}\left[\left(1-x_{3}\right) F_{\epsilon}^{(b, d)}\right]^{-\epsilon} F_{0}^{(b, d)} x_{3}^{2} x_{4}^{2} \\
& \quad \times \frac{\mathrm{d} x_{3}}{x_{3}^{1+2 \epsilon}} \frac{\mathrm{~d} x_{4}}{x_{4}^{1+2 \epsilon}} \frac{\mathrm{~d} \lambda}{[\lambda(1-\lambda)]^{1 / 2+\epsilon}} \tag{B.60}
\end{align*}
$$

where

$$
\begin{array}{ll}
F_{\epsilon}^{(a, c)}=\frac{\left(1-x_{3} x_{4} / 2\right)\left(1-x_{4} / 2\right)^{2}}{2 N\left(x_{3}, x_{4} / 2, \lambda\right)^{2}}, & F_{0}^{(a, c)}=\frac{\left(1-x_{4} / 2\right)}{2 N\left(x_{3}, x_{4} / 2, \lambda\right)}, \\
F_{\epsilon}^{(b, d)}=\frac{\left(1-x_{4} / 2\right)\left(1-x_{3}\left(1-x_{4} / 2\right)\right)}{4 N\left(x_{3}, 1-x_{4} / 2, \lambda\right)^{2}}, & F_{0}^{(b, d)}=\frac{1}{4 N\left(x_{3}, 1-x_{4} / 2, \lambda\right)}, \tag{B.62}
\end{array}
$$

and

$$
\begin{equation*}
N\left(x_{3}, x_{4}, \lambda\right)=1+x_{4}\left(1-2 x_{3}\right)-2(1-2 \lambda) \sqrt{x_{4}\left(1-x_{3}\right)\left(1-x_{3} x_{4}\right)} . \tag{B.63}
\end{equation*}
$$

In sectors $a$ and $c$, double-collinear singularities $\boldsymbol{k}_{5} \| \boldsymbol{p}_{i}$ and $\boldsymbol{k}_{4} \| \boldsymbol{p}_{i}$ are present. With the parameterization Eq. (B.55) and Eq. (B.55), these limits correspond to the limit $x_{4} \rightarrow 0$. We find

$$
\begin{align*}
& C^{k}\left[\frac{\mathrm{~d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}} \times \theta^{a, c}\right]=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)} \mathrm{d} \Omega_{a_{i}}^{(d-3)}}{2^{6 \epsilon}(2 \pi)^{2 d-2}}\left[\frac{1-x_{3}}{2}\right]^{-\epsilon} \frac{x_{3}^{2} x_{4}}{2} \\
& \quad \times \frac{\mathrm{d} x_{3}}{x_{3}^{1+2 \epsilon}} \frac{\mathrm{~d} x_{4}}{x_{4}^{1+\epsilon}} \frac{\mathrm{d} \lambda}{[\lambda(1-\lambda)]^{1 / 2+\epsilon}} \tag{B.64}
\end{align*}
$$

where $k=a, c$.
In sectors $b$ and $d$, the double-collinear singularity $k_{4} \| k_{5}$ is present. As can be seen from Eq. (B.56) and Eq. (B.58), this limit again corresponds to taking $x_{4} \rightarrow 0$. We find

$$
\begin{align*}
& C^{k}\left[\frac{\mathrm{~d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}} \times \theta^{a, c}\right]=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)} \mathrm{d} \Omega_{a_{i}}^{(d-3)}}{2^{6 \epsilon}(2 \pi)^{2 d-2}}\left[\frac{1}{64 \lambda^{2}}\right]^{-\epsilon} \frac{x_{3}^{2} x_{4}^{2}}{16\left(1-x_{3}\right) \lambda} \\
& \quad \times \frac{\mathrm{d} x_{3}}{x_{3}^{1+2 \epsilon}} \frac{\mathrm{~d} x_{4}}{x_{4}^{1+2 \epsilon}} \frac{\mathrm{~d} \lambda}{[\lambda(1-\lambda)]^{1 / 2+\epsilon}} \tag{B.65}
\end{align*}
$$

where $k=b, d$.
Parameterization in the case of $g \gamma$ emission
In the case of $g \gamma$ emission, no singularity arises in the limit when the gluon and the photon become collinear, $\boldsymbol{k}_{4} \| \boldsymbol{k}_{5}$. Accordingly, we have split the phase space into only two sectors, see Eqs. (2.65)-(2.66). We parameterize

$$
\begin{array}{ll}
\text { (A) } & \eta_{4}=x_{3} x_{4}, \\
\text { (B) } & \eta_{4}=x_{3}  \tag{B.67}\\
=x_{3}, & \eta_{5}=x_{3} x_{4},
\end{array}
$$

and find

$$
\begin{align*}
& \frac{\mathrm{d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}} \times \theta^{A, B}=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)} \mathrm{d} \Omega_{a_{i}}^{(d-3)}}{2^{6 \epsilon}(2 \pi)^{2 d-2}}\left[\left(1-x_{3}\right) F_{\epsilon}^{(A, B)}\right]^{-\epsilon} F_{0}^{(A, B)} x_{3}^{2} x_{4} \\
& \quad \times \frac{\mathrm{d} x_{3}}{x_{3}^{1+2 \epsilon}} \frac{\mathrm{~d} x_{4}}{x_{4}^{1+\epsilon}} \frac{\mathrm{d} \lambda}{[\lambda(1-\lambda)]^{1 / 2+\epsilon}} \tag{B.68}
\end{align*}
$$

where

$$
\begin{equation*}
F_{\epsilon}^{(A, B)}=\frac{\left(1-x_{3} x_{4}\right)\left(1-x_{4}\right)^{2}}{2 N\left(x_{3}, x_{4}, \lambda\right)^{2}}, \quad F_{0}^{(A, B)}=\frac{\left(1-x_{4}\right)}{N\left(x_{3}, x_{4}, \lambda\right)} . \tag{B.69}
\end{equation*}
$$

Also in this case, the double collinear limits correspond to $x_{4} \rightarrow 0$. We find

$$
\begin{align*}
& C^{k}\left[\frac{\mathrm{~d} \Omega_{4}^{(d-1)}}{2(2 \pi)^{d-1}} \frac{\mathrm{~d} \Omega_{5}^{(d-1)}}{2(2 \pi)^{d-1}} \times \theta^{A, B}\right]=\frac{\mathrm{d} \Omega_{b_{i}}^{(d-2)} \mathrm{d} \Omega_{a_{i}}^{(d-3)}}{2^{6 \epsilon}(2 \pi)^{2 d-2}}\left[\frac{1-x_{3}}{2}\right]^{-\epsilon} x_{3}^{2} x_{4} \\
& \quad \times \frac{\mathrm{d} x_{3}}{x_{3}^{1+2 \epsilon}} \frac{\mathrm{~d} x_{4}}{x_{4}^{1+\epsilon}} \frac{\mathrm{d} \lambda}{[\lambda(1-\lambda)]^{1 / 2+\epsilon}} \tag{B.70}
\end{align*}
$$

where $k=A, B$.

INTEGRATED DOUBLE-UNRESOLVED SUBTRACTION TERMS

In this Appendix, we collect formulas relevant to integrated subtraction terms discussed in Chapter 3. We present double-soft subtraction terms for massless emitters [36, 37] in Appendix C.1. In case of massive back-to-back emitters, we present master integrals, differential equations and results for double-soft subtraction terms in Apps. C.2.1 - C.2.3, respectively. In Appendix C.3, we present triple-collinear subtraction terms. In particular, we show differential equations, computation of boundary constants and a few explicit results in Apps. C.3.1 - C.3.3, respectively.

## C. 1 DOUBLE-SOFT SUBTRACTION TERMS FOR MASSLESS EMITTERS

In the following, we repeat the results of Refs. [36,37] for double-soft subtraction terms in case of massless emitters at an arbitrary angle. Adopting the notation used there, we define

$$
\begin{align*}
\mathfrak{S}_{i j}^{(g g)} & =2 \mathcal{G} \mathcal{G}_{i j}-\mathcal{G} \mathcal{G}_{i i}-\mathcal{G} \mathcal{G}_{j j}  \tag{С.1}\\
S_{i j}^{(q \bar{\eta})} & =-2 \times\left[2 \mathcal{Q} \overline{\mathcal{Q}}_{i j}-\mathcal{Q} \overline{\mathcal{Q}}_{i i}-\mathcal{Q} \overline{\mathcal{Q}}_{j j}\right] \tag{C.2}
\end{align*}
$$

where $\mathcal{G} \mathcal{G}_{i j}$ and $\mathcal{Q} \overline{\mathcal{Q}}_{i j}$ are given in Eq. (2.91) and Eq. (2.92), respectively. To display results in a compact form, we abbreviate $s=\sin \delta$ and $c=\cos \delta$, where $\delta=\theta_{i j} / 2$ denotes half of the relative angle between emitters $i$ and $j$. We find $[36,37]$

$$
\begin{aligned}
& \mathfrak{S}_{i j}^{(g g)}=\left(2 E_{\max }\right)^{-4 \epsilon}\left[\frac{1}{8 \pi^{2}} \frac{(4 \pi)^{\epsilon}}{\Gamma(1-\epsilon)}\right]^{2}\left\{\frac{1}{2 \epsilon^{4}}+\frac{1}{\epsilon^{3}}\left[\frac{11}{12}-\ln \left(s^{2}\right)\right]\right. \\
& +\frac{1}{\epsilon^{2}}\left[2 \operatorname{Li}_{2}\left(c^{2}\right)+\ln ^{2}\left(s^{2}\right)-\frac{11}{6} \ln \left(s^{2}\right)+\frac{11}{3} \ln 2-\frac{\pi^{2}}{4}-\frac{16}{9}\right] \\
& +\frac{1}{\epsilon}\left[6 \operatorname{Li}_{3}\left(s^{2}\right)+2 \mathrm{Li}_{3}\left(c^{2}\right)+\left(2 \ln \left(s^{2}\right)+\frac{11}{3}\right) \mathrm{Li}_{2}\left(c^{2}\right)-\frac{2}{3} \ln ^{3}\left(s^{2}\right)\right. \\
& \quad+\left(3 \ln \left(c^{2}\right)+\frac{11}{6}\right) \ln ^{2}\left(s^{2}\right)-\left(\frac{22}{3} \ln 2+\frac{\pi^{2}}{2}-\frac{32}{9}\right) \ln \left(s^{2}\right) \\
& \left.\quad-\frac{45}{4} \zeta_{3}-\frac{11}{3} \ln ^{2} 2-\frac{11}{36} \pi^{2}-\frac{137}{18} \ln 2+\frac{217}{54}\right] \\
& +4 \mathrm{G}\left(\{-1,0,0,1\} ; s^{2}\right)-7 \mathrm{G}\left(\{0,1,0,1\} ; s^{2}\right)+\frac{22}{3} \mathrm{Cl}_{3}(2 \delta)+\frac{1}{3 \tan (\delta)} \mathrm{Cl}_{2}(2 \delta) \\
& +2 \operatorname{Li}_{4}\left(c^{2}\right)-14 \mathrm{Li}_{4}\left(s^{2}\right)+4 \mathrm{Li}_{4}\left(\frac{1}{1+s^{2}}\right)-2 \mathrm{Li}_{4}\left(\frac{1-s^{2}}{1+s^{2}}\right)
\end{aligned}
$$

$$
\begin{align*}
& +2 \operatorname{Li}_{4}\left(\frac{s^{2}-1}{1+s^{2}}\right)+\mathrm{Li}_{4}\left(1-s^{4}\right)+\left[10 \ln \left(s^{2}\right)-4 \ln \left(1+s^{2}\right)\right.  \tag{C.3}\\
& \left.+\frac{11}{3}\right] \mathrm{Li}_{3}\left(c^{2}\right)+\left[14 \ln \left(c^{2}\right)+2 \ln \left(s^{2}\right)+4 \ln \left(1+s^{2}\right)+\frac{22}{3}\right] \mathrm{Li}_{3}\left(s^{2}\right) \\
& +4 \ln \left(c^{2}\right) \mathrm{Li}_{3}\left(-s^{2}\right)+\frac{9}{2} \mathrm{Li}_{2}^{2}\left(c^{2}\right)-4 \mathrm{Li}_{2}\left(c^{2}\right) \mathrm{Li}_{2}\left(-s^{2}\right)+\left[7 \ln \left(c^{2}\right) \ln \left(s^{2}\right)\right. \\
& \left.-\ln ^{2}\left(s^{2}\right)-\frac{5}{2} \pi^{2}+\frac{22}{3} \ln 2-\frac{131}{18}\right] \mathrm{Li}_{2}\left(c^{2}\right)+\left[\frac{2}{3} \pi^{2}-4 \ln \left(c^{2}\right) \ln \left(s^{2}\right)\right] \times \\
& \mathrm{Li}_{2}\left(-s^{2}\right)+\frac{\ln ^{4}\left(s^{2}\right)}{3}+\frac{\ln ^{4}\left(1+s^{2}\right)}{6}-\ln ^{3}\left(s^{2}\right)\left[\frac{4}{3} \ln \left(c^{2}\right)+\frac{11}{9}\right] \\
& +\ln ^{2}\left(s^{2}\right)\left[7 \ln ^{2}\left(c^{2}\right)+\frac{11}{3} \ln \left(c^{2}\right)+\frac{\pi^{2}}{3}+\frac{22}{3} \ln 2-\frac{32}{9}\right]-\frac{\pi^{2}}{6} \ln { }^{2}\left(1+s^{2}\right) \\
& +\zeta 3\left[\frac{17}{2} \ln \left(s^{2}\right)-11 \ln \left(c^{2}\right)+\frac{7}{2} \ln \left(1+s^{2}\right)-\frac{21}{2} \ln 2-\frac{99}{4}\right]+\ln \left(s^{2}\right) \times \\
& {\left[-\frac{7 \pi^{2}}{2} \ln \left(c^{2}\right)+\frac{22}{3} \ln ^{2} 2-\frac{11}{18} \pi^{2}+\frac{137}{9} \ln 2-\frac{208}{27}\right]-12 \operatorname{Li}_{4}\left(\frac{1}{2}\right)} \\
& +\frac{143}{720} \pi^{4}-\frac{\ln ^{4} 2}{2}+\frac{\pi^{2}}{2} \ln ^{2} 2-\frac{11}{6} \pi^{2} \ln 2+\frac{125}{216} \pi^{2}+\frac{22}{9} \ln ^{3} 2 \\
& \left.+\frac{137}{18} \ln ^{2} 2+\frac{434}{27} \ln 2-\frac{649}{81}+\mathcal{O}(\epsilon)\right\},
\end{align*}
$$

and

$$
\begin{align*}
& S_{i j}^{(q \bar{q})}=\left(2 E_{\max }\right)^{-4 \epsilon}\left[\frac{1}{8 \pi^{2}} \frac{(4 \pi)^{\epsilon}}{\Gamma(1-\epsilon)}\right]^{2}\left\{-\frac{1}{3 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left[\frac{2}{3} \ln \left(s^{2}\right)-\frac{4}{3} \ln 2\right.\right. \\
& \left.+\frac{13}{18}\right]+\frac{1}{\epsilon}\left[-\frac{4}{3} \operatorname{Li}_{2}\left(c^{2}\right)-\frac{2}{3} \ln ^{2}\left(s^{2}\right)+\ln \left(s^{2}\right)\left(\frac{8}{3} \ln 2-\frac{13}{9}\right)+\frac{\pi^{2}}{9}\right. \\
& \left.+\frac{4}{3} \ln ^{2} 2+\frac{35}{9} \ln 2-\frac{125}{54}\right]-\frac{8}{3} \mathrm{Cl}_{3}(2 \delta)-\frac{2}{3 \tan (\delta)} \mathrm{Cl}_{2}(2 \delta)-\frac{4}{3} \mathrm{Li}_{3}\left(c^{2}\right) \\
& -\frac{8}{3} \operatorname{Li}_{3}\left(s^{2}\right)+\operatorname{Li}_{2}\left(c^{2}\right)\left[\frac{29}{9}-\frac{8}{3} \ln 2\right]+\frac{4}{9} \ln ^{3}\left(s^{2}\right)+\ln ^{2}\left(s^{2}\right)\left[-\frac{4}{3} \ln \left(c^{2}\right)\right.  \tag{C.4}\\
& \left.-\frac{8}{3} \ln 2+\frac{13}{9}\right]+\ln \left(s^{2}\right)\left[-\frac{8}{3} \ln ^{2} 2-\frac{70}{9} \ln 2+\frac{2}{9} \pi^{2}+\frac{107}{27}\right]+9 \zeta_{3} \\
& \left.+\frac{2 \pi^{2}}{3} \ln 2-\frac{8}{9} \ln ^{3} 2-\frac{23}{108} \pi^{2}-\frac{35}{9} \ln ^{2} 2-\frac{223}{27} \ln 2+\frac{601}{162}+\mathcal{O}(\epsilon)\right\}
\end{align*}
$$

where Clausen functions $\mathrm{Cl}_{n}(z)$ are defined in Eq. (A.12).

## C. 2 DOUBLE-SOFT SUBTRACTION TERMS FOR MASSIVE EMITTERS

In the following Section, we present formulas for the computation of double-soft subtraction with massive emitters that are back-to-back, discussed in Sec. 3.2.2.

## c.2.1 Master integrals

We find the following set of thirteen master integrals

$$
\begin{align*}
I_{1} & =\langle 1\rangle, \\
I_{2, \ldots, 4} & =\left\{\left\langle\frac{1}{D_{3}}\right\rangle,\left\langle\frac{1}{D_{2} D_{3}}\right\rangle,\left\langle\frac{1}{D_{2} D_{3} D_{5}}\right\rangle\right\} \subset T^{2,3,5}, \\
I_{5, \ldots, 9} & =\left\{\left\langle\frac{D_{2}}{D_{6}}\right\rangle,\left\langle\frac{D_{5}}{D_{6}}\right\rangle,\left\langle\frac{1}{D_{6}}\right\rangle,\left\langle\frac{1}{D_{2} D_{6}}\right\rangle,\left\langle\frac{1}{D_{2} D_{5} D_{6}}\right\rangle\right\} \subset T^{2,5,6},  \tag{C.5}\\
I_{10} & =\left\{\left\langle\frac{1}{D_{2} D_{7}}\right\rangle\right\} \subset T^{2,5,7}, \\
I_{11,12} & =\left\{\left\langle\frac{1}{D_{4} D_{6}}\right\rangle,\left\langle\frac{1}{D_{4} D_{5} D_{6}}\right\rangle\right\} \subset T^{4,5,6}, \\
I_{13} & =\left\{\left\langle\frac{1}{D_{4} D_{7}}\right\rangle\right\} \subset T^{4,5,7},
\end{align*}
$$

where topologies $T^{a_{1}, a_{2}, a_{3}}$ are defined in Eq. (3.57).

## c.2.2 Differential equations

In order to display the transformation matrix $\hat{T}_{\text {can }}$, which was defined in Eq. (3.62), we write

$$
\begin{equation*}
\hat{T}_{\mathrm{can}}=\hat{T}_{\mathrm{can}}^{\mathrm{diag}}+\hat{T}_{\mathrm{can}}^{\mathrm{extra}}, \tag{C.6}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{T}_{\mathrm{can}}^{\mathrm{diag}}=\operatorname{diag}\left(z, \frac{1-2 \epsilon}{3 \beta \epsilon}, \frac{(1-2 \epsilon)^{2}}{9 \beta^{2} \epsilon^{2}}, \frac{(1-2 \epsilon)^{2}}{9 \beta \epsilon^{2} z}, 0,0,0, \frac{(1-2 \epsilon)^{2}}{9 \beta^{2} \epsilon^{2}}, \frac{2(1-2 \epsilon)^{2}}{9 \beta \epsilon^{2}(z+1)^{\prime}},\right. \\
& \left.\quad \frac{(1-2 \epsilon)^{2}}{9 \beta^{2} \epsilon^{2}}, \frac{(1-2 \epsilon)^{2}}{9 \beta^{2} \epsilon^{2}}, \frac{2(1-2 \epsilon)^{2}}{9 \beta \epsilon^{2} z(z+1)}, \frac{(1-2 \epsilon)^{2}}{9 \beta^{2} \epsilon^{2}}\right), \tag{С.7}
\end{align*}
$$

and the non-zero elements of $\hat{T}_{\text {can }}^{\text {extra }}$ read

$$
\begin{equation*}
\left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{5,1\}}=-\frac{z}{2}, \tag{С.8}
\end{equation*}
$$

$$
\begin{align*}
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{5,5\}}=\frac{(2 \epsilon-1)(z+1)\left(\beta^{2}(4 \epsilon-1)(z-1)+(2 \epsilon-1)(z+3)\right)}{12 \beta^{2} \epsilon(4 \epsilon-1)},  \tag{C.9}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{5,6\}}=-\frac{11(2 \epsilon-1)(z+1)(3 \epsilon z+\epsilon-z-1)}{36 \beta^{\epsilon}(4 \epsilon-1)},  \tag{C.10}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{5,7\}}=-\frac{(2 \epsilon-1)\left(\epsilon\left(15 z^{2}+18 z+7\right)-5 z^{2}-10 z-7\right)}{18 \beta^{\epsilon}(4 \epsilon-1)},  \tag{C.11}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{6,1\}}=-\frac{(2 \epsilon-1) z(z+1)}{2 \beta^{2}(4 \epsilon-3)},  \tag{C.12}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{6,5\}}=\frac{(1-2 \epsilon)^{2}(z+1)}{12 \beta^{4} \epsilon(4 \epsilon-3)(4 \epsilon-1)}\left[\beta^{2}\left(8 \epsilon\left(z^{2}+z+1\right)-3(z+1)^{2}\right)\right. \\
& \left.\quad-(2 \epsilon-1)(z+1)^{2}\right],  \tag{C.13}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{6,6\}}=-\frac{11(1-2 \epsilon)^{2}(z+1)}{36 \beta^{3} \epsilon(4 \epsilon-3)(4 \epsilon-1)}\left[\beta^{2}\left(2 \epsilon\left(z^{2}+1\right)-(z+1)^{2}\right)\right. \\
& \left.\quad+\epsilon(z+1)^{2}\right],  \tag{C.14}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{6,7\}}=-\frac{(1-2 \epsilon)^{2}}{18 \beta^{3} \epsilon(4 \epsilon-3)(4 \epsilon-1)}\left[\epsilon(z+1)^{2}(5 z+7)\right. \\
& \left.\quad+\beta^{2}\left(2 \epsilon\left(5 z^{3}+3 z^{2}+9 z+7\right)-5 z^{3}-15 z^{2}-21 z-7\right)\right],  \tag{С.15}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{7,5\}}=\frac{(1-2 \epsilon)^{2}(z+1)}{6 \beta^{2} \epsilon(4 \epsilon-1)},  \tag{C.16}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{7,6\}}=-\frac{11(1-2 \epsilon)^{2}(z+1)}{36 \beta^{\epsilon}(4 \epsilon-1)},  \tag{C.17}\\
& \left(\hat{T}_{\text {can }}^{\text {extra }}\right)_{\{7,7\}}=-\frac{(1-2 \epsilon)^{2}(5 z+7)}{18 \beta^{\epsilon}(4 \epsilon-1)}, \tag{С.18}
\end{align*}
$$

where $\left(\hat{T}_{\operatorname{can}}^{\text {extra }}\right)_{\{i, j\}}$ denotes the entry in the $i$-th row and the $j$-th column of $\hat{T}_{\text {can }}^{\text {extra }}$.
To present the system of differential equations in Eq. (3.63), we write

$$
\begin{equation*}
\mathrm{d} J=\epsilon \sum_{k=1}^{11} \hat{a}_{k} \mathrm{~d} \ln \left(R_{k}\right), \tag{C.19}
\end{equation*}
$$

where we defined the alphabet

$$
\begin{array}{r}
R_{1}=z, \quad R_{2}=1+z, \quad R_{3}=\beta, \quad R_{4,5}=1 \pm \beta, \\
R_{6,7}=z+\frac{1 \pm \beta}{2}, \quad R_{8,9}=z+\frac{1 \pm \beta}{1 \mp \beta}, \quad R_{10,11}=1+z+\frac{1 \pm \beta}{1 \mp \beta} . \tag{C.20}
\end{array}
$$

The matrices $\hat{a}_{k}$ in Eq. (C.19) read

$$
\hat{a}_{1}=\left(\begin{array}{ccccccccccccc}
-2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{C.22}\\
0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -7 & -\frac{70}{11} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{11}{2} & 5 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{3}{4} & 0 & 0 & 0 & \frac{11}{16} & \frac{5}{8} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{3}{2} & 0 & 0 & 0 & 0 & -2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{3}{2} & 0 & 0 & 0 & 0 & 0 & -2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2 & 0 \\
0 & 0 & 0 & 0 & -\frac{3}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2
\end{array}\right),
$$

$$
\hat{a}_{3}=\left(\begin{array}{ccccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{C.24}\\
0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4
\end{array}\right),
$$

$$
\hat{a}_{5}=\left(\begin{array}{ccccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{3}{2} & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{C.26}\\
0 & 3 & -2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{9}{4} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -2 & \frac{11}{6} & \frac{5}{3} & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{45}{11} & 0 & 0 & 0 & \frac{42}{11} & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{9}{2} & 0 & 0 & 0 & -3 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{3}{2} & 0 & 0 & 0 & \frac{11}{4} & 3 & -2 & 0 & 0 & 0 & 0 & 0 \\
-\frac{9}{8} & 0 & 0 & 0 & -\frac{3}{8} & 0 & 0 & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{3}{2} & 0 & 0 & 0 & 0 & \frac{1}{2} & 0 & 0 & -2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{3}{4} & \frac{11}{8} & \frac{5}{4} & 0 & 0 & 0 & -1 & 0 & 0 \\
-\frac{9}{8} & \frac{3}{8} & 0 & 0 & -\frac{9}{16} & \frac{11}{32} & \frac{7}{16} & 0 & 0 & 0 & \frac{1}{4} & 0 & 0 \\
0 & \frac{3}{2} & 0 & 0 & 0 & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & -2
\end{array}\right),
$$

$$
\hat{a}_{7}=\left(\begin{array}{ccccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{C.28}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{3}{2} & 0 & 0 & -\frac{3}{4} & -\frac{11}{8} & -\frac{7}{4} & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & -\frac{3}{8} & 0 & 0 & -\frac{3}{16} & -\frac{11}{32} & -\frac{7}{16} & 0 & 0 & 0 & -\frac{1}{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

$$
\hat{a}_{9}=\left(\begin{array}{ccccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{C.30}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{3}{2} & 0 & 0 & 0 & -1 & 0 & -\frac{1}{3} & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{54}{11} & 0 & 0 & 0 & \frac{36}{11} & 0 & \frac{12}{11} & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{9}{2} & 0 & 0 & 0 & -3 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

$$
\hat{a}_{11}=\left(\begin{array}{ccccccccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{C.31}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{3}{2} & 0 & 0 & -\frac{3}{4} & \frac{11}{8} & \frac{5}{4} & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{3}{8} & 0 & 0 & \frac{3}{16} & -\frac{11}{32} & -\frac{5}{16} & \frac{1}{4} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

## c.2.3 Results

Coefficients of $1 / \epsilon$ poles of the functions $f_{i j}^{g 8, q \bar{q}}(\beta, \epsilon)$ can be expressed though HPLs of $\beta$ up to weight three. We employ the Duhr-Gangl-Rhodes algorithm [266] to write them in terms of independent classical polylogarithms. We abbreviate

$$
\begin{equation*}
x_{\beta}=\frac{1-\beta}{1+\beta}, \quad y_{\beta}^{ \pm}=\frac{1 \pm \beta}{2}, \quad z_{\beta}=1+\beta^{2}, \tag{C.32}
\end{equation*}
$$

and find

$$
\begin{align*}
f_{A A}^{g g}(\beta, \epsilon)= & -\frac{1}{8 \epsilon^{3}}+\frac{1}{\epsilon^{2}} \frac{1}{4 \beta}\left\{\ln \left(x_{\beta}\right)+\beta\right\}+\frac{1}{\epsilon} \frac{1}{4 \beta}\left\{2 \beta-3 \ln \left(x_{\beta}\right)-8 \beta \ln (2)\right. \\
& -2\left[\operatorname{Li}_{2}\left(y_{\beta}^{-}\right)+\operatorname{Li}_{2}(\beta)-\operatorname{Li}_{2}(-\beta)\right]+y_{\beta}^{-} \ln ^{2}\left(x_{\beta}\right) \\
& \left.-\ln ^{2}\left(y_{\beta}^{-}\right)+\zeta_{2}\right\}+\mathcal{O}\left(\epsilon^{0}\right),  \tag{C.33}\\
f_{A B}^{g g}(\beta, \epsilon)= & \frac{1}{\epsilon^{3}} \frac{1}{8 \beta}\left\{3 \beta+2 z_{\beta} \ln \left(x_{\beta}\right)\right\}-\frac{1}{\epsilon^{2}} \frac{1}{24 \beta^{2}}\left\{32 \beta^{2}+\beta\left(31+13 \beta^{2}\right) \ln \left(x_{\beta}\right)\right. \\
& \left.+12 z_{\beta} \beta\left[\operatorname{Li}_{2}(\beta)-\operatorname{Li}_{2}(-\beta)\right]+3 z_{\beta}^{2} \ln ^{2}\left(x_{\beta}\right)\right\} \\
& -\frac{1}{\epsilon} \frac{1}{72 \beta^{2}}\left\{104 \beta^{2}+27 z_{\beta}^{2} \zeta_{3}-120 \beta^{2} \ln (2)\right. \\
& +36 z_{\beta}^{2}\left(\operatorname{Li}_{3}\left(x_{\beta}\right)-\operatorname{Li}_{3}\left(y_{\beta}^{-}\right)-\operatorname{Li}_{3}\left(y_{\beta}^{+}\right)\right)+72 \beta z_{\beta}\left(\operatorname{Li}_{3}(\beta)-\operatorname{Li}_{3}(-\beta)\right) \\
& +2 \beta\left(62 \beta^{2}-25\right) \ln \left(x_{\beta}\right)-12 \beta\left(4 \beta^{2}+13\right)\left(\operatorname{Li}_{2}(\beta)-\operatorname{Li}_{2}(-\beta)\right)
\end{align*}
$$

$$
\begin{align*}
& +6 \beta\left(\beta^{2}-2\right)\left(\zeta_{2}-2 \operatorname{Li}_{2}\left(y_{\beta}^{-}\right)-\ln ^{2}\left(y_{\beta}^{-}\right)\right) \\
& -18 z_{\beta}^{2} \ln \left(x_{\beta}\right)\left(\operatorname{Li}_{2}(\beta)-\operatorname{Li}_{2}(-\beta)\right) \\
& -3\left(24+2 \beta+9 \beta^{2}-\beta^{3}+12 \beta^{4}\right) \ln ^{2}\left(x_{\beta}\right) \\
& -132 \beta z_{\beta} \ln (2) \ln \left(x_{\beta}\right)-18 \zeta_{2} z_{\beta}^{2}\left(3 \ln \left(x_{\beta}\right)-2 \ln \left(y_{\beta}^{-}\right)\right) \\
& +18 z_{\beta}^{2} \ln (\beta) \ln ^{2}\left(x_{\beta}\right)+6 z_{\beta}\left(3+2 \beta+3 \beta^{2}\right) \ln ^{3}\left(x_{\beta}\right) \\
& \left.+6 z_{\beta}^{2}\left(3 \ln \left(x_{\beta}\right) \ln ^{2}\left(y_{\beta}^{-}\right)-2 \ln ^{3}\left(y_{\beta}^{-}\right)-6 \ln ^{2}\left(x_{\beta}\right) \ln \left(y_{\beta}^{-}\right)\right)\right\} \\
& +\mathcal{O}\left(\epsilon^{0}\right),  \tag{C.34}\\
f_{A A}^{q \bar{q}}(\beta, \epsilon)= & -\frac{1}{4 \epsilon^{2}}+\frac{1}{\epsilon} \frac{1}{4 \beta}\left\{6 \beta-4 \beta \ln (2)+\ln \left(x_{\beta}\right)\right\}+\mathcal{O}\left(\epsilon^{0}\right),  \tag{C.35}\\
f_{A B}^{q \bar{q}}(\beta, \epsilon)= & \frac{1}{\epsilon^{2}} \frac{1}{12 \beta}\left\{z_{\beta} \ln \left(x_{\beta}\right)-\beta\right\}+\frac{1}{\epsilon} \frac{1}{72 \beta}\left\{34 \beta-\left(37 \beta^{2}+43\right) \ln \left(x_{\beta}\right)\right. \\
& -24 z_{\beta}\left(\operatorname{Li}_{2}\left(y_{\beta}^{-}\right)+\operatorname{Li}_{2}(\beta)-\operatorname{Li}(-\beta)\right)-24 \beta \ln (2) \\
& \left.+6 z_{\beta}\left(\ln ^{2}\left(x_{\beta}\right)-2 \ln ^{2}\left(y_{\beta}^{-}\right)+4 \ln (2) \ln \left(x_{\beta}\right)+2 \zeta_{2}\right)\right\}+\mathcal{O}\left(\epsilon^{0}\right) . \tag{C.36}
\end{align*}
$$

In the threshold limit, energies of emitting particles are comparable to their masses, i. e. $E \approx m \Leftrightarrow \beta \ll 1$. We perform a Taylor expansion in small $\beta$ and find

$$
\begin{align*}
f_{A A}^{g g}(\beta \approx 0, \epsilon)= & \beta^{0}\left[-\frac{1}{8 \epsilon^{3}}-\frac{1}{4 \epsilon^{2}}+\frac{1-2 \ln (2)}{\epsilon}+2\left(2 \ln (2)-1-\frac{\pi^{2}}{6}\right)\right] \\
& +\beta^{2}\left[-\frac{1}{6 \epsilon^{2}}-\frac{4}{9 \epsilon}+\left(\frac{1}{27}-\frac{8}{3} \ln (2)\right)\right]+\mathcal{O}\left(\beta^{4}\right),  \tag{C.37}\\
f_{A B}^{g g}(\beta \approx 0, \epsilon)= & \beta^{0}\left[-\frac{1}{8 \epsilon^{3}}-\frac{1}{4 \epsilon^{2}}+\frac{1-2 \ln (2)}{\epsilon}+2\left(2 \ln (2)-1-\frac{\pi^{2}}{6}\right)\right] \\
& +\beta^{2}\left[-\frac{2}{3 \epsilon^{3}}-\frac{1}{2 \epsilon^{2}}+\frac{1}{\epsilon}\left(1-\frac{44}{9} \ln (2)\right)\right. \\
& \left.+\left(\frac{104}{27} \ln (2)-\frac{1}{3}-\frac{22}{27} \pi^{2}\right)\right]+\mathcal{O}\left(\beta^{4}\right),  \tag{C.38}\\
f_{A A}^{q \overline{9}}(\beta \approx 0, \epsilon)= & \beta^{0}\left[-\frac{1}{4 \epsilon^{2}}+\frac{1-\ln (2)}{\epsilon}+\left(4 \ln (2)-\frac{3}{2}-\frac{\pi^{2}}{6}\right)\right] \\
& +\beta^{2}\left[-\frac{1}{6 \epsilon}+\left(\frac{13}{18}-\frac{4}{3} \ln (2)\right)\right]+\mathcal{O}\left(\beta^{4}\right),  \tag{C.39}\\
f_{A B}^{q \bar{q}}(\beta \approx 0, \epsilon)= & \beta^{0}\left[-\frac{1}{4 \epsilon^{2}}+\frac{1-\ln (2)}{\epsilon}+\left(4 \ln (2)-\frac{3}{2}-\frac{\pi^{2}}{6}\right)\right] \\
& +\beta^{2}\left[-\frac{2}{9 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{25}{54}-\frac{8}{9} \ln (2)\right)+\left(\frac{23}{162}-\frac{4}{27} \pi^{2}\right.\right.
\end{align*}
$$

$$
\begin{equation*}
\left.\left.+\frac{44}{27} \ln (2)\right)\right]+\mathcal{O}\left(\beta^{4}\right) \tag{C.40}
\end{equation*}
$$

As already noted in Sec. 3.2.2, the spatial parts of momenta $p_{A}$ and $p_{B}$ vanish in the threshold limit, $\beta \rightarrow 0$. Therefore, the leading terms in Eqs. (C.37)-(C.40) are equal for the case of two back-to-back emitters $(A B)$ and the case of self-correlated emissions $(A A)$, i.e.

$$
\begin{equation*}
f_{A A}^{g g, q \bar{q}}(\beta, \epsilon)=f_{A B}^{g g, q \bar{q}}(\beta, \epsilon)+\mathcal{O}\left(\beta^{2}\right) \tag{C.41}
\end{equation*}
$$

In the high-energy limit, energies of the emitting particles are much larger than their masses, i.e. $E \gg m \Leftrightarrow \beta \approx 1$. We perform an expansion in $1-\beta$ and find

$$
\begin{align*}
& f_{A A}^{g g}(\beta \approx 1, \epsilon)= \\
& (1-\beta)^{0}\left[-\frac{1}{8 \epsilon^{3}}+\frac{1-\ln (2)}{4 \epsilon^{2}}+\frac{1}{2 \epsilon}\left(1-\frac{\pi^{2}}{6}-\frac{5}{2} \ln (2)-\frac{1}{2} \ln ^{2}(2)\right)\right. \\
& \left.+\left(\frac{21}{2} \ln (2)-3-\frac{\pi^{2}}{6} \ln (2)-\frac{\pi^{2}}{24}-\frac{1}{6} \ln ^{3}(2)-\frac{7}{4} \ln ^{2}(2)-\frac{\zeta_{3}}{2}\right)\right] \\
& +\ln (1-\beta)\left[\frac{1}{4 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{1}{2} \ln (2)-\frac{3}{4}\right)+\left(\frac{\pi^{2}}{6}-\frac{1}{2}+3 \ln (2)+\frac{1}{2} \ln ^{2}(2)\right)\right] \\
& -\ln ^{2}(1-\beta)\left[\frac{1}{4 \epsilon}+\left(\frac{1}{2} \ln (2)-\frac{3}{4}\right)\right]+\frac{1}{6} \ln ^{3}(1-\beta)+\mathcal{O}\left((1-\beta)^{1}\right),  \tag{C.42}\\
& f_{A B}^{g g}(\beta \approx 1, \epsilon)= \\
& (1-\beta)^{0}\left[\frac{1}{\epsilon^{3}}\left(\frac{3}{8}-\frac{1}{2} \ln (2)\right)+\frac{1}{\epsilon^{2}}\left(\frac{11}{6} \ln (2)-\frac{4}{3}-\frac{\pi^{2}}{4}-\frac{1}{2} \ln ^{2}(2)\right)\right. \\
& +\frac{1}{\epsilon}\left(\frac{13 \pi^{2}}{18}-3 \zeta_{3}-\frac{13}{9}-\frac{1}{3} \ln ^{3}(2)-\frac{11}{6} \ln ^{2}(2)+\frac{97}{36} \ln (2)-\frac{5 \pi^{2}}{12} \ln (2)\right) \\
& +\left(6 \operatorname{Li}_{4}\left(\frac{1}{2}\right)+\frac{7 \zeta_{3}}{3}+\frac{5 \zeta_{3}}{2} \ln (2)+\frac{1787}{108}+\frac{179 \pi^{2}}{108}-\frac{13 \pi^{4}}{48}+\frac{1}{12} \ln ^{4}(2)\right. \\
& \left.\left.+\frac{11}{9} \ln ^{3}(2)+\frac{881}{36} \ln ^{2}(2)-\frac{2 \pi^{2}}{3} \ln ^{2}(2)-\frac{2059}{54} \ln (2)-\frac{13 \pi^{2}}{18} \ln (2)\right)\right] \\
& +\ln ^{2}(1-\beta)\left[\frac{1}{2 \epsilon^{3}}+\frac{1}{\epsilon^{2}}\left(\ln (2)-\frac{11}{6}\right)+\frac{1}{\epsilon}\left(\ln ^{2}(2)+\frac{5 \pi^{2}}{12}-\frac{37}{36}\right)\right. \\
& \left.+\left(\frac{11 \zeta_{3}}{4}+\frac{491}{27}-\frac{10 \pi^{2}}{9}+\frac{2}{3} \ln ^{3}(2)-\frac{163}{6} \ln ^{2}(2)+\frac{5 \pi^{2}}{6} \ln (2)\right)\right] \\
& +\ln ^{2}(1-\beta)\left[-\frac{1}{2 \epsilon^{2}}-\frac{1}{\epsilon}\left(\ln (2)-\frac{11}{6}\right)-\left(\ln ^{2}(2)+\frac{5 \pi^{2}}{12}-\frac{37}{36}\right)\right] \\
& +\ln ^{3}(1-\beta)\left[\frac{1}{3 \epsilon}+\left(\frac{2}{3} \ln (2)-\frac{11}{9}\right)\right]-\frac{1}{6} \ln ^{4}(1-\beta)+\mathcal{O}\left((1-\beta)^{1}\right) \tag{C.43}
\end{align*}
$$

$$
\begin{align*}
& f_{A A}^{q \bar{q}}(\beta \approx 1, \epsilon)= \\
& (1-\beta)^{0}\left[-\frac{1}{4 \epsilon^{2}}+\frac{1}{\epsilon}\left(\frac{3}{2}-\frac{5}{4} \ln (2)\right)+\left(\frac{43}{4} \ln (2)-\frac{7}{4} \ln ^{2}(2)-6-\frac{5 \pi^{2}}{24}\right)\right] \\
& +\ln (1-\beta)\left[\frac{1}{4 \epsilon}+\left(3 \ln (2)-\frac{11}{4}\right)\right]-\frac{1}{4} \ln ^{2}(1-\beta)+\mathcal{O}\left((1-\beta)^{1}\right)  \tag{C.44}\\
& f_{A B}^{q \bar{q}}(\beta \approx 1, \epsilon)= \\
& (1-\beta)^{0}\left[-\frac{1}{\epsilon^{2}}\left(\frac{1}{12}+\frac{1}{6} \ln (2)\right)+\frac{1}{\epsilon}\left(\frac{17}{36}-\frac{\pi^{2}}{9}-\frac{5}{6} \ln ^{2}(2)+\frac{7}{9} \ln (2)\right)\right. \\
& \left.+\left(\frac{77 \pi^{2}}{108}-\frac{13 \zeta_{3}}{6}-\frac{161}{54}-\frac{1}{9} \ln ^{3}(2)+\frac{44}{9} \ln ^{2}(2)+\frac{31}{27} \ln (2)-\frac{5 \pi^{2}}{9} \ln (2)\right)\right] \\
& +\ln ^{2}(1-\beta)\left[\frac{1}{6 \epsilon^{2}}+\frac{1}{\epsilon}\left(\ln (2)-\frac{10}{9}\right)+\left(\frac{139}{54}+\frac{2 \pi^{2}}{9}+\ln ^{2}(2)-\frac{17}{3} \ln (2)\right)\right] \\
& -\ln ^{2}(1-\beta)\left[\frac{1}{6 \epsilon}+\left(\ln (2)-\frac{10}{9}\right)\right]+\frac{1}{9} \ln ^{3}(1-\beta)+\mathcal{O}\left((1-\beta)^{1}\right) \tag{C.45}
\end{align*}
$$

We note that the results in Eqs. (C.42)-(C.45) are not regular in the $\beta \rightarrow 1$ limit; on the contrary, they contain logarithms of the form $\ln ^{n}(1-\beta), n=0 \ldots 4$. These quasi-collinear divergences appear, since the masses of the hard emitters that screen actual collinear singularities, become negligible in the high-energy limit. They manifest themselves as poles in $1 / \epsilon$ in the massless calculation [37].

## C. 3 TRIPLE-COLLINEAR SUBTRACTION TERMS

In the following, we present additional formulas for the computation of genuine triplecollinear subtraction terms in Sec. 3.2.3. differential equations and computation of the required boundary constant is discussed in Sec. C.3.1 and Sec. C.3.2, respectively. We present some analytic results in Sec. C.3.3.

## c.3.1 Differential equations

The transformation defined in Eq. (3.88) reads

$$
\begin{align*}
& \hat{T}_{\text {can }}=\frac{(1-2 \epsilon)^{2}}{(1-6 \epsilon)} \\
& \times\left(\begin{array}{cccc}
\frac{(1-6 \epsilon) \omega_{4} \omega_{5}}{(2 \epsilon-1)^{2}} & 0 & 0 & 0 \\
0 & \frac{2 \omega_{4}+2 \omega_{5}-1}{\epsilon} & \frac{-\omega_{4}-1}{\epsilon} & \frac{-\omega_{5}-1}{\epsilon} \\
0 & \frac{2 \omega_{4}-2 \epsilon\left(4 \omega_{4}-2 \omega_{5}+1\right)}{\epsilon} & \frac{2 \epsilon\left(2 \omega_{4}-1\right)-\omega_{4}}{\epsilon} & -2\left(\omega_{5}+1\right) \\
0 & \frac{2 \epsilon\left(2 \omega_{4}-4 \omega_{5}-1\right)+2 \omega_{5}}{\epsilon} & -2\left(\omega_{4}+1\right) & \frac{2 \epsilon\left(2 \omega_{5}-1\right)-\omega_{5}}{\epsilon}
\end{array}\right) . \tag{C.46}
\end{align*}
$$

The coefficient matrices in Eq. (3.90) are given by

$$
\begin{align*}
& \hat{m}_{\omega_{4}}^{\left(\omega_{4}\right)}=\left(\begin{array}{cccc}
-40 & 0 & 0 & 0 \\
1 & -12 & 16 & 0 \\
-3 & 36 & -48 & 0 \\
2 & -24 & 32 & 0
\end{array}\right), \quad \hat{m}_{\omega_{4}}^{\left(\omega_{4}-1\right)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-2 & -8 & 0 & -16 \\
1 & 4 & 0 & 8 \\
-4 & -16 & 0 & -32
\end{array}\right), \\
& \hat{m}_{\omega_{4}}^{\left(\omega_{4}+\omega_{5}\right)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-2 & -24 & 16 & 16 \\
1 & 12 & -8 & -8 \\
1 & 12 & -8 & -8
\end{array}\right), \quad \hat{m}_{\omega_{4}}^{\left(\omega_{4}+\omega_{5}-1\right)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
3 & -60 & 0 & 0 \\
1 & -20 & 0 & 0 \\
1 & -20 & 0 & 0
\end{array}\right), \quad(C . \tag{C.47}
\end{align*}
$$

and

$$
\begin{align*}
\hat{m}_{\omega_{5}}^{\left(\omega_{5}\right)} & =\left(\begin{array}{cccc}
-40 & 0 & 0 & 0 \\
1 & -12 & 0 & 16 \\
2 & -24 & 0 & 32 \\
-3 & 36 & 0 & -48
\end{array}\right), \\
\hat{m}_{\omega_{5}}^{\left(\omega_{4}+\omega_{5}\right)} & =\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-2 & -24 & 16 & 16 \\
1 & 12 & -8 & -8 \\
1 & 12 & -8 & -8
\end{array}\right), \quad \hat{m}_{\omega_{5}}^{\left(\omega_{5}-1\right)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-2 & -8 & -16 & 0 \\
-4 & -16 & -32 & 0 \\
1 & 4 & 8 & 0
\end{array}\right),  \tag{C.48}\\
\left.\omega_{4}+\omega_{5}-1\right) & =\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
3 & -60 & 0 & 0 \\
1 & -20 & 0 & 0 \\
1 & -20 & 0 & 0
\end{array}\right) . \quad(\mathrm{C} .
\end{align*}
$$

## c.3.2 Boundary integral

Fixing the constants of integration requires the computation of MI $\bar{I}_{0,0,0,1}$ in the limit $\omega_{4} \sim \omega_{5} \rightarrow 0$. To this end, we consider the integral

$$
\begin{equation*}
\mathcal{I}_{\text {b.c. }}=\int \frac{\mathrm{d} \Omega_{4}^{(d-1)} \mathrm{d} \Omega_{5}^{(d-1)}}{\left[\Omega^{(d-1)}\right]^{2}} \frac{1}{\left[\eta_{i 4}+\eta_{i 5}\right]}, \tag{C.49}
\end{equation*}
$$

where $\eta_{i k}=\left(1-\boldsymbol{e}_{i} \boldsymbol{e}_{k}\right) / 2 \in[0,1]$. In this parameterization, the measure reads

$$
\begin{equation*}
\mathrm{d} \Omega_{k}^{(d-1)}=2\left[4 \eta_{i k}\left(1-\eta_{i k}\right)\right]^{-\epsilon} \mathrm{d} \eta_{i k} \times \mathrm{d} \Omega^{(d-2)}, \quad k \in\{4,5\} . \tag{C.50}
\end{equation*}
$$

We obtain

$$
\begin{align*}
& \mathcal{I}_{\text {b.c. }} \\
& =\left[2^{1-2 \epsilon} \frac{\Omega^{(d-2)}}{\Omega^{(d-1)}}\right]^{2} \int_{0}^{1} \mathrm{~d} \eta_{i 4} \int_{0}^{1} \mathrm{~d} \eta_{i 5} \frac{\left[\eta_{i 4}\left(1-\eta_{i 4}\right)\right]^{-\epsilon}\left[\eta_{i 5}\left(1-\eta_{i 5}\right)\right]^{-\epsilon}}{\left[\eta_{i 4}+\eta_{i 5}\right]} \\
& =\frac{\Gamma(2-2 \epsilon)}{\Gamma^{2}(1-\epsilon)} \int_{0}^{1} \mathrm{~d} \eta_{i 4} \eta_{i 4}^{-1-\epsilon}\left(1-\eta_{i 4}\right)^{-\epsilon}{ }_{2} F_{1}\left[\{1,1-\epsilon\},\{2(1-\epsilon)\} ; \frac{-1}{\eta_{i 4}}\right] . \tag{C.51}
\end{align*}
$$

We apply the linear transformation shown in Eq. (A.8) to the hypergeometric function and find

$$
\begin{align*}
\mathcal{I}_{\text {b.c. }}= & \frac{\Gamma^{2}(2-2 \epsilon) \Gamma(1+\epsilon)}{\epsilon \Gamma^{3}(1-\epsilon)} \int_{0}^{1} \mathrm{~d} \eta_{i 4} \eta_{i 4}^{-2 \epsilon}\left(1-\eta_{i 4}\right)^{-\epsilon}\left(1+\eta_{i 4}\right)^{-\epsilon} \\
- & \frac{\Gamma^{2}(2-2 \epsilon)}{\epsilon} \overline{\Gamma(1-2 \epsilon) \Gamma^{2}(1-\epsilon)} \int_{0}^{1} \mathrm{~d} \eta_{i 4}\left[\eta_{i 4}\left(1-\eta_{i 4}\right)\right]^{-\epsilon} \\
& \times{ }_{2} F_{1}\left[\{1,2 \epsilon\},\{1+\epsilon\} ;-\eta_{i 4}\right] . \tag{C.52}
\end{align*}
$$

Using Eq. (A.11), the remaining integral over $\eta_{i 4}$ evaluates to

$$
\begin{align*}
\mathcal{I}_{\text {b.c. }}= & \frac{(1-2 \epsilon)}{\epsilon}\left\{\frac{4^{-\epsilon}(1-2 \epsilon)}{(1-4 \epsilon)} \frac{\Gamma^{4}(1-2 \epsilon) \Gamma(1+\epsilon)}{\Gamma(1-4 \epsilon) \Gamma^{3}(1-\epsilon)}\right. \\
& \left.\quad-{ }_{3} F_{2}[\{1,1-\epsilon, 2 \epsilon\},\{2(1-\epsilon), 1+\epsilon\} ;-1]\right\} . \tag{C.53}
\end{align*}
$$

We note that the $\epsilon$-expansion of $\mathcal{I}_{\text {b.c. }}$ can be obtained using HypExp [127, 128].

## c.3.3 Results for triple-collinear subtraction terms

In the following, we present some explicit results for triple-collinear subtraction terms.

## Initial state radiation

We begin by illustrating results relevant for NNLO QCD computations in case of initialstate radiation for two partonic configurations, $q \rightarrow q^{*}+g g$ and $g \rightarrow q^{*}+q g$. Then, we present the result for the splitting $q \rightarrow q^{*}+g \gamma$, which arises in QCD-EW corrections to $W$ boson production and was obtained in Ref. [9].
$q \rightarrow q^{*}+g g \quad$ Since the case $f_{4,5}=g g$ exhibits a double-soft singularity, we employ the energy-ordered phase-space parametrization. We decompose the quantities in Eq. (2.116) into color factors

$$
\begin{equation*}
R_{\delta,+, \text { reg }}=C_{F}^{2} R_{\delta,+, \text { reg }}^{\mathrm{A}}+C_{F} C_{A} R_{\delta,+, \text { reg }}^{\mathrm{NA}}, \tag{C.54}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& R_{\delta}^{\mathrm{A}}=\frac{1}{\epsilon}\left(\frac{\pi^{2}}{3} \ln (2)\right)-\frac{7 \pi^{2}}{6} \ln ^{2}(2)+8 \zeta_{3} \ln (2), \\
& R_{\delta}^{\mathrm{N} A}=\frac{1}{\epsilon}\left(-\frac{1571}{216}+\frac{11 \pi^{2}}{36}+\frac{3}{8} \zeta_{3}+\frac{\pi^{2}}{3} \ln (2)+\frac{11}{2} \ln ^{2}(2)+\left(-\frac{32}{9}+\frac{\pi^{2}}{6}-\frac{11 \ln (2)}{3}\right) \ln \left(E_{\max } / E_{1}\right)\right) \\
& -\frac{1}{12} \ln ^{4}(2)-\frac{176}{9} \ln ^{3}(2)-\left(\frac{79}{9}+\frac{11 \pi^{2}}{12}\right) \ln ^{2}(2)+\frac{513 \zeta_{3}+913+165 \pi^{2}}{108} \ln (2) \\
& +\left(\frac{64}{9}-\frac{\pi^{2}}{3}+\frac{22 \ln (2)}{3}\right) \ln ^{2}\left(E_{\max } / E_{1}\right)  \tag{C.55}\\
& +\left(\frac{11 \zeta_{3}}{2}+\frac{383}{54}-\frac{22 \pi^{2}}{9}-11 \ln ^{2}(2)+\frac{\ln (2)}{3}-\frac{2}{3} \pi^{2} \ln (2)\right) \ln \left(E_{\max } / E_{1}\right), \\
& R_{+}^{A}=-\frac{4 \pi^{2}}{3} \ln (2), \\
& R_{+}^{\mathrm{N} A}=\frac{1}{\epsilon}\left(\frac{11}{3} \ln (2)-\frac{\pi^{2}}{6}+\frac{32}{9}\right)-11 \ln ^{2}(2)-\frac{1+2 \pi^{2}}{3} \ln (2)-7 \zeta_{3}+\frac{11 \pi^{2}}{9}+22 .
\end{align*}
$$

The results for regular parts are more complex. For the abelian part, we find

$$
\begin{align*}
& R_{\text {reg }}^{\mathrm{A}}=\frac{1}{\epsilon}\left(-\frac{z+1}{2} \ln (2) \ln (z)+(1-z) \ln (2)+\frac{\left(z^{2}+3\right)}{4(z-1)} \ln ^{2}(z)-\ln (z) z+\frac{3(z-1)}{2}\right) \\
& +\frac{z^{2}\left(-36 \zeta_{3}+33+4 \pi^{2}\right)-2\left(33+2 \pi^{2}\right) z-60 \zeta_{3}+33}{6(z-1)}+\frac{7(z-1)}{2} \ln ^{2}(2) \\
& +\left(-6 z+\pi^{2}(z+1)+6\right) \ln (2)+\frac{\left(3(z-1) z-\pi^{2}\left(3 z^{2}+5\right)\right)}{3(z-1)} \ln (z)  \tag{C.56}\\
& +\frac{z}{2} \ln ^{2}(z)+\frac{\left(9 z^{2}+19\right)}{12(1-z)} \ln ^{3}(z)+\frac{7(z+1)}{4} \ln ^{2}(2) \ln (z)+\frac{\left(z^{2}+7\right)}{2(1-z)} \ln (2) \ln ^{2}(z) \\
& +(3 z-1) \ln (2) \ln (z)+6(1-z) \ln (1-z)-4(1-z) \ln (1-z) \ln (2) \\
& +\left(-2(z+1) \ln (2)-\frac{2\left(z^{2}+1\right)}{z-1} \ln (z)-4 z\right) \operatorname{Li}_{2}(z)+\left(\frac{2\left(3 z^{2}+5\right)}{z-1}\right) \mathrm{Li}_{3}(z),
\end{align*}
$$

and for the non-abelian part we find

$$
R_{\mathrm{reg}}^{\mathrm{NA}}=\frac{1}{\epsilon}\left(\frac{\left(6 \pi^{2}-61\right) z^{2}-15 z+76}{36(z-1)}-\frac{11(z+1)}{6} \ln (2)+\frac{\left(11 z^{2}+2\right)}{12(z-1)} \ln (z)\right.
$$

$$
\begin{align*}
& \left.+\frac{\left(z^{2}+1\right)}{2(1-z)} \ln (1-z) \ln (z)+\left(\frac{1+z^{2}}{2(1-z)}\right) \operatorname{Li}_{2}(z)\right) \\
& +\frac{3\left(z^{2}\left(48 \zeta_{3}-119\right)-46 z-36 \zeta_{3}+165\right)+\pi^{2}\left(-50 z^{2}+12 z+12\right)}{36(z-1)} \\
& +\frac{\left(\left(61-6 \pi^{2}\right) z^{2}+15 z-76\right)}{9(z-1)} \ln (1-z)+\frac{\left(49 z^{2}+57 z-20\right)}{36(z-1)} \ln (z) \\
& +\frac{2\left(z^{2}+1\right)}{z-1} \ln ^{2}(1-z) \ln (z)+\frac{(z-1)}{2} \ln (1-z) \ln (z)+\frac{\left(11 z^{2}+2\right)}{8(1-z)} \ln ^{2}(z) \quad(\mathrm{C} \cdot 57)  \tag{C.57}\\
& +\frac{2\left(z^{2}+1\right)}{z-1} \ln (1-z) \ln (z) \ln (2)+\frac{22(z+1)}{3} \ln (1-z) \ln (2)+\frac{\left(z^{2}+1\right)}{4(z-1)} \ln (1-z) \ln ^{2}(z) \\
& +\frac{11(z+1)}{2} \ln ^{2}(2)+\frac{\left(11 z^{2}+2\right)}{3(1-z)} \ln (2) \ln (z)+\frac{\left(-7 z^{2}+6 z+4 \pi^{2}+1\right)}{6(1-z)} \ln (2) \\
& +\left(\frac{2\left(z^{2}+1\right)}{z-1} \ln (1-z)+\frac{2\left(z^{2}+1\right)}{z-1} \ln (2)+\frac{\left(z^{2}+1\right)}{2(z-1)} \ln (z)+\frac{25 z^{2}-6 z+7}{6(z-1)}\right) \mathrm{Li}_{2}(z) \\
& +\left(\frac{2\left(z^{2}+1\right)}{z-1}\right) \mathrm{Li}_{3}(1-z)+\left(\frac{\left(z^{2}+1\right)}{2(1-z)}\right) \mathrm{Li}_{3}(z) .
\end{align*}
$$

$g \rightarrow q^{*}+q g \quad$ As a second example, we present the integrated triple-collinear subtraction term that describes the splitting $g \rightarrow q^{*}+q g$. Due to the absence of a double-soft singularity, we do not have to order energies. We decompose the quantity $\widetilde{R}_{\text {reg }}(z)$ in Eq. (2.123) into color factors

$$
\begin{equation*}
\widetilde{R}_{\mathrm{reg}}(z)=C_{F}^{2} \widetilde{R}_{\mathrm{reg}}^{\mathrm{A}}(z)+C_{F} C_{A} \widetilde{R}_{\mathrm{reg}}^{\mathrm{NA}}(z), \tag{C.58}
\end{equation*}
$$

and find

$$
\begin{align*}
& \tilde{R}_{\mathrm{reg}}^{\mathrm{A}}=\frac{1}{\epsilon}\left(\frac{8 \pi^{2} z^{2}-8 \pi^{2} z-15 z+4 \pi^{2}-3}{12}+3\left(2 z^{2}-2 z+1\right) \ln (1-z) \ln (2)\right. \\
& +\left(-2 z^{2}+2 z-1\right) \ln (1-z) \ln (z)+\frac{1-2 z}{2} \ln (z) \ln (2)+\frac{-9 z^{2}+11 z-5}{2} \ln (2) \\
& +\frac{4 z^{2}-6 z+3}{4} \ln ^{2}(z)-\frac{3}{4} \ln (z)-\left(2 z^{2}-2 z+1\right) \operatorname{Li}_{2}(z) \\
& \left.-3\left(1-2 z+2 z^{2}\right) \ln (2) \ln \left(E_{\max } / E_{1}\right)\right) \\
& +\frac{-3 \pi^{2} z^{2}+12 z \zeta_{3}+3 \pi^{2} z-24 z-6 \zeta_{3}-\pi^{2}}{3}-9\left(2 z^{2}-2 z+1\right) \ln ^{2}(1-z) \ln (2) \\
& +4\left(2 z^{2}-2 z+1\right) \ln n^{2}(1-z) \ln (z)-\frac{19\left(2 z^{2}-2 z+1\right)}{2} \ln (1-z) \ln ^{2}(2) \\
& +4\left(2 z^{2}-2 z+1\right) \ln (1-z) \ln (2) \ln (2)+\left(18 z^{2}-22 z+7\right) \ln (1-z) \ln (2) \tag{C.59}
\end{align*}
$$

$$
\begin{align*}
& +\frac{\left(2 z^{2}-2 z+1\right)}{2} \ln (1-z) \ln ^{2}(z)+\ln (1-z) \ln (z)+\frac{7(2 z-1)}{4} \ln (z) \ln ^{2}(2) \\
& +\frac{3-4 \pi^{2} z^{2}+4 \pi^{2} z+15 z-2 \pi^{2}}{3} \ln (1-z)+\frac{57 z^{2}-71 z+32}{4} \ln ^{2}(2) \\
& +\frac{-8 z^{2}+14 z-7}{2} \ln ^{2}(z) \ln (2)+2(z+2) \ln (z) \ln (2) \\
& +\frac{-4 \pi^{2} z^{2}-117 z^{2}+8 \pi^{2} z+150 z-4 \pi^{2}-27}{6} \ln (2)+\frac{-28 z^{2}+38 z-19}{12} \ln ^{3}(z) \\
& +\frac{(8 z+9)}{8} \ln ^{2}(z)+\frac{-32 \pi^{2} z^{2}+40 \pi^{2} z-21 z-20 \pi^{2}+9}{12} \ln (z) \\
& +\left(\ln (2)\left(8 z^{2}-12 z+6\right)+\left(-2 z^{2}+2 z-1\right)(\ln (z)-4 \ln (1-z))-2\right) \operatorname{Li}_{2}(z) \\
& +\left(8 z^{2}-8 z+4\right) \operatorname{Li}_{3}(1-z)+\left(14 z^{2}-18 z+9\right) \operatorname{Li}_{3}(z) \\
& +3\left(1-2 z+2 z^{2}\right) \ln (2) \ln ^{2}\left(E_{\max } / E_{1}\right) \\
& +\left(\frac{19\left(1-2 z+2 z^{2}\right)}{2} \ln ^{2}(2)+6\left(1-2 z+2 z^{2}\right) \ln (1-z) \ln (2)+3 \ln (2)\right. \\
& \left.-\frac{2 \pi^{2}\left(1-2 z+2 z^{2}\right)}{3}\right) \ln \left(E_{\max } / E_{1}\right), \tag{C.60}
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{R}_{\text {reg }}^{\mathrm{NA}}=\frac{1}{\epsilon}\left(\frac{-6 \pi^{2} z^{3}-67 z^{3}+3 \pi^{2} z^{2}+81 z^{2}-3 \pi^{2} z-27 z+13}{9 z}\right. \\
& +\left(2 z^{2}-2 z+1\right) \ln (1-z) \ln (2)+\left(2 z^{2}-2 z+1\right) \ln (1-z) \ln (z) \\
& -\left(2 z^{2}+2 z+1\right) \ln (1+z) \ln (z)+(4 z+1) \ln (z) \ln (2)+\frac{4-31 z^{3}+24 z^{2}+3 z}{6 z} \ln (2) \\
& +\frac{6 z+1}{2} \ln ^{2}(z)+\frac{12 z+1}{2} \ln (z)-\left(2 z^{2}+2 z+1\right) \operatorname{Li}_{2}(-z)+\left(2 z^{2}-2 z+1\right) \mathrm{Li}_{2}(z) \\
& \left.-\left(1-2 z+2 z^{2}\right) \ln (2) \ln \left(E_{\max } / E_{1}\right)\right) \\
& +\left(\left(8 z^{2}+8 z+4\right)(\ln (1-z)+\ln (2))+\left(2 z^{2}-6 z+1\right) \ln (z)\right) \operatorname{Li}_{2}(-z) \\
& +\left(\left(-8 z^{2}+8 z-4\right) \ln (1-z)-8(z-3) z \ln (2)-4 z \ln (z)\right) \operatorname{Li}_{2}(z)  \tag{C.61}\\
& +\frac{44 z^{3}+48 z^{2}+15 z+8}{3 z} \operatorname{Li}_{2}(-z)+\frac{-22 z^{3}+96 z^{2}-3 z+20}{3 z} \operatorname{Li}_{2}(z) \\
& -\left(18 z^{2}-2 z+9\right) \operatorname{Li}_{3}(1-z)+\left(10 z^{2}+26 z+5\right) \operatorname{Li}_{3}(-z)
\end{align*}
$$

$$
\begin{aligned}
& +\left(4 z^{2}+4 z+2\right)\left(3 \mathrm{Li}_{3}\left(\frac{z}{1+z}\right)+\mathrm{Li}_{3}\left(1-z^{2}\right)\right)+(32 z+4) \mathrm{Li}_{3}(z) \\
& +\left(1-2 z+2 z^{2}\right) \ln (2) \ln ^{2}\left(E_{\max } / E_{1}\right) \\
& +\left(\frac{7\left(1-2 z+2 z^{2}\right)}{2} \ln (2)+2\left(1-2 z+2 z^{2}\right) \ln (1-z)+1\right) \ln (2) \ln \left(E_{\max } / E_{1}\right)
\end{aligned}
$$

Final state radiation
We illustrate results in case of initial-state radiation for two partonic configurations, $q^{*} \rightarrow g g q$ and $q^{*} \rightarrow \bar{q} q^{\prime} \bar{q}^{\prime}$. To present results, we write

$$
\begin{equation*}
\mathcal{I}_{T C}^{q f_{4} f_{5}}=\left[\alpha_{S}\right]^{2} E^{-4 \epsilon} R^{q f_{4} f_{5}} \tag{C.62}
\end{equation*}
$$

and obtain ${ }^{1}$

$$
\begin{align*}
& R^{q g g}= C_{A} C_{F}\left\{\frac{1}{\epsilon}\left[-\frac{1015}{108}+\frac{19 \zeta_{3}}{8}+\frac{\pi^{2}}{8}+\frac{11}{2} \ln ^{2}(2)-\frac{11}{4} \ln (2)+\frac{1}{3} \pi^{2} \ln (2)\right]\right. \\
&+\left[-\frac{2281}{48}-2 \operatorname{Li}_{4}(1 / 2)+\frac{25 \zeta_{3}}{24}-\frac{13}{4} \zeta_{3} \ln (2)-\frac{119 \pi^{2}}{144}+\frac{173 \pi^{4}}{480}-\frac{\ln ^{4}(2)}{12}\right. \\
&\left.\left.-\frac{176}{9} \ln ^{3}(2)-\frac{19}{36} \ln ^{2}(2)-\frac{11}{12} \pi^{2} \ln ^{2}(2)-\frac{1247}{108} \ln (2)+\frac{161}{36} \pi^{2} \ln (2)\right]\right\}  \tag{C.63}\\
&\left.\left.-\frac{63}{16} \ln ^{2}(2)-\frac{7}{6} \pi^{2} \ln ^{2}(2)+\frac{17}{8} \ln (2)+\pi^{2} \ln (2)\right]\right\}, \\
& R^{q \bar{q}^{\prime} q^{\prime}}= C_{F} T_{R}\left\{\frac{1}{\epsilon}\left[\frac{31}{16}-2 \zeta_{3}+\frac{9}{8} \ln (2)+\frac{1}{3} \pi^{2} \ln (2)\right]+\left[\frac{715}{32}+16 \zeta_{3} \ln (2)-\frac{7 \pi^{4}}{30}\right.\right. \\
&\left.\ln ^{2}(2)+\ln (2)\right]+\left[\frac{2773}{216}+\frac{19 \zeta_{3}}{6}\right.  \tag{C.64}\\
&+\left.\left.\frac{35 \pi^{2}}{72}+\frac{64}{9} \ln ^{3}(2)+\frac{32}{9} \ln ^{2}(2)+\frac{43}{27} \ln (2)-\frac{13}{9} \pi^{2} \ln (2)\right]\right\}, \\
& R^{q \bar{q} q, \text { id }}= C_{F}\left(C_{F}-\frac{1}{2} C_{A}\right)\left\{\frac{1}{\epsilon}\left[-\frac{13}{4}-2 \zeta_{3}+\frac{\pi^{2}}{2}\right]\right.  \tag{C.65}\\
&+\left.\left.-\frac{335}{8}+39 \zeta_{3}+8 \zeta_{3} \ln (2)+\frac{5 \pi^{2}}{3}-\frac{14 \pi^{4}}{45}+13 \ln (2)-2 \pi^{2} \ln (2)\right]\right\} .
\end{align*}
$$

1 Following Ref. [123], we split $P_{\bar{q}_{1} q_{2} q_{3}}=P_{\bar{q}_{1}^{\prime} q_{2}^{\prime} q_{3}}+P_{\bar{q}_{1} q_{2} q_{3}}^{\text {id }}$, which allows the description of final states with both identical and different quark flavors.

In this Appendix, we show results in connection to Part II of this thesis. We describe the computation of two-loop master integrals with two internal masses that are required to describe QCD-EW corrections to the on-shell $W$-boson form factor in Appendix D.1. Furthermore, we present helicity amplitudes required for double-real corrections to $W$-boson production at $\mathcal{O}\left(\alpha_{s} \alpha\right)$ in Appendix D.2. We collect some additional formulas in Sec. D. 3 .

## D. 1 COMPUTATION OF MASTER INTEGRALS FOR THE TWO-LOOP QCD-EW FORM FACTOR

We begin with the discussion of two-loop $\mathcal{O}\left(\alpha_{s} \alpha\right)$ corrections to the $q \bar{q}^{\prime} \rightarrow W^{+}$form factor. The computation requires the evaluation of two-loop diagrams with up to two massive propagators, for example


While all necessary master integrals have been computed in the equal-mass limit $M_{Z}=$ $M_{W}$ [267-269], the on-shell form factor for different values of $M_{W}$ and $M_{Z}$ is not available in the literature. ${ }^{1}$

In the following, we will describe the computation of additional master integrals with two different internal masses, which are required in the unequal mass case. Since we are interested in the on-shell form factor, the center-of-mass energy squared $s=$ $\left(p_{1}+p_{2}\right)^{2}$ equals to $s=M_{W}^{2}$ so that these integrals are functions of $M_{Z}$ and $M_{W}$ only. All contributions to the form factor with two internal masses can be expressed through one planar integral topology,

$$
\begin{equation*}
\mathcal{T}_{\vec{a}}^{\mathrm{EWZ}}=\int \mathrm{d}^{d} k_{1} \mathrm{~d}^{d} k_{2} \prod_{n=1}^{7} D_{n}^{-a_{n}}, \tag{D.2}
\end{equation*}
$$

[^38]where we have defined inverse propagators
\[

$$
\begin{gather*}
D_{1}=k_{1}^{2}, \quad D_{2}=k_{2}^{2}-M_{W}^{2}, \quad D_{3}=\left(k_{1}-k_{2}\right)^{2}, \quad D_{4}=\left(k_{1}-p_{1}\right)^{2}, \\
D_{5}=\left(k_{2}-p_{1}\right)^{2}, \quad D_{6}=\left(k_{2}-p_{12}\right)^{2}, \quad D_{7}=\left(k_{2}-p_{12}\right)^{2}-M_{Z}^{2} . \tag{D.3}
\end{gather*}
$$
\]

We use the computer program Reduze2 [144] to express all integrals with two internal masses that contribute to the form factor through ten master integrals $I\left(M_{Z}, M_{W}, \epsilon\right)$,

$$
\begin{align*}
I_{1} & =\mathcal{T}_{\{1,1,1,0,0,0,1\}}^{\mathrm{EWZ}}, I_{2}=\mathcal{T}_{\{0,1,1,1,0,0,1\}}^{\mathrm{EWZ}}, I_{3}=\mathcal{T}_{\{0,2,1,1,0,0,1\}}^{\mathrm{EWZ}}, I_{4}=\mathcal{T}_{\{1,1,0,0,0,1,1\}}^{\mathrm{EWZ}} \\
I_{5} & =\mathcal{T}_{\{0,1,1,0,0,1,1\}}^{\mathrm{EWZ}}, I_{6}=\mathcal{T}_{\{1,1,1,1,0,0,1\}}^{\mathrm{EWZ}}, I_{7}=\mathcal{T}_{\{1,1,1,0,1,0,1\}}^{\mathrm{EWZ}}, I_{8}=\mathcal{T}_{\{1,1,1,0,0,1,1\}}^{\mathrm{EWZ}}  \tag{D.4}\\
I_{9} & =\mathcal{T}_{\{0,1,1,1,0,1,1\}}^{\mathrm{EWZ}}, I_{10}=\mathcal{T}_{\{0,1,1,0,1,1,1\}}^{\mathrm{EWZ}}
\end{align*}
$$

With the help of Reduze2, we derive a closed system of differential equations for the vector of master integrals $I$ by differentiating w.r.t. $M_{Z}$ and $M_{W}$ and expressing the result through $I$ again. We then introduce a dimensionless Landau variable $y$

$$
\begin{equation*}
\frac{M_{Z}^{2}}{M_{W}^{2}}=\frac{(1+y)^{2}}{y} \tag{D.5}
\end{equation*}
$$

and write the DEQ in the following form

$$
\begin{equation*}
\frac{\partial}{\partial y} \boldsymbol{I}=\hat{M}_{\mathrm{ih}}(y, \epsilon) I+\hat{M}_{\mathrm{ih}}(y, \epsilon) f \tag{D.6}
\end{equation*}
$$

Integrals $f$ in Eq. (D.6) are known and can be found in Refs. [267-269]. Result in those references describe off-shell contributions with one internal mass and are expressed through HPLs with arguments $x_{Z, W}=-q^{2} / M_{Z, W}^{2}$, where $q=p_{1}+p_{2}$. To accommodate our on-shell constraint, we require $f$ as a function of $y$, in the limit $q^{2} \rightarrow M_{W}^{2}$; in this limit we find

$$
\begin{equation*}
x_{W} \rightarrow-1, \quad x_{Z} \rightarrow-\frac{y}{(1+y)^{2}} . \tag{D.7}
\end{equation*}
$$

It is beneficial to rewrite the results of Refs. [267-269] through GPLs with argument $y$. To accomplish this, we use a combination of PolyLogTools [171] and a private Mathematica implementation of the "super-shuffle" procedure, which we explain in Appendix A.5.

We are now in position to compute $I$ as a function of $y$ by solving the DEQ in Eq. (D.6). To simplify this task, we use Libra [168] to construct a transformation

$$
\begin{equation*}
I=\hat{T}_{\text {can }}(y, \epsilon) J \tag{D.8}
\end{equation*}
$$

into a new "canonical-like" basis. In the new basis $J$, the DEQ reads

$$
\begin{equation*}
\frac{\partial}{\partial y} \boldsymbol{J}=\epsilon \hat{B}_{\mathrm{h}}(y) \boldsymbol{J}+\hat{B}_{\mathrm{ih}}(y, \epsilon) f \tag{D.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon \hat{B}_{\mathrm{h}}=\epsilon \sum_{a \in\{0, \pm 1\}} \frac{\hat{b}_{a}}{y-a}=\hat{T}_{\mathrm{can}}^{-1}\left[\hat{M}_{\mathrm{ih}}-\frac{\partial}{\partial y}\right] \hat{T}_{\mathrm{can}}, \tag{D.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{B}_{\mathrm{ih}}(y, \epsilon)=\hat{\mathrm{T}}_{\operatorname{can}}^{-1} \hat{M}_{\mathrm{ih}}(y, \epsilon) . \tag{D.11}
\end{equation*}
$$

We note that the inhomogeneous term $\hat{B}_{\mathrm{ih}}(y, \epsilon) f$ has poles starting at $1 / \epsilon^{2}$. We expand up to the required order in $\epsilon$ and write ${ }^{2}$

$$
\begin{align*}
\hat{B}_{\mathrm{ih}}(y, \epsilon) f & =\sum_{n=-2}^{2} \epsilon^{n}\left[\hat{B}_{\mathrm{ih}}(y, \epsilon) f\right]^{(n)},  \tag{D.12}\\
\boldsymbol{J} & =\sum_{n=-2}^{2} \epsilon^{n} \boldsymbol{J}^{(n)} . \tag{D.13}
\end{align*}
$$

Thanks to the $\epsilon$-factorized from, the DEQ in Eq. (D.9) decouples order-by order in $\epsilon$. The solution reads ${ }^{3}$

$$
\begin{equation*}
\boldsymbol{J}^{(n)}(y)=\int^{y} \mathrm{~d} t\left\{\sum_{a \in\{0, \pm 1\}} \frac{\hat{b}_{a}}{t-a} \boldsymbol{J}^{(n-1)}(t)+\left[\hat{B}_{\mathrm{ih}}(t, \boldsymbol{\epsilon}) \boldsymbol{f}(t)\right]^{(n)}\right\}+\boldsymbol{C}^{(n)}, \tag{D.14}
\end{equation*}
$$

where $n \geq-2$ and $\boldsymbol{C}^{(n)}$ are constants of integration. We express the integrals in Eq. (D.14) through GPLs of $y$ up to weight four, where letters are drawn from the alphabet

$$
\begin{equation*}
\mathcal{A}_{y}=\left\{0, \pm 1, \pm \mathrm{i}, e^{ \pm \mathrm{i} \pi / 3}, e^{ \pm 2 \mathrm{i} \pi / 3}\right\} . \tag{D.15}
\end{equation*}
$$

We fix the constants $\boldsymbol{C}^{(n)}$ in the equal-mass limit

$$
\begin{equation*}
M_{Z}=M_{W} \Leftrightarrow y=e^{2 \mathrm{i} \pi / 3}, \tag{D.16}
\end{equation*}
$$

using the results of Refs. [267-269]. We have verified the correctness of our results by comparing them to numerical results obtained with pySecDec [271-279]. We note that the complete computation of the renormalized two-loop on-shell form factor can be found in Ref. [9].

[^39]
## D. 2 DOUBLE-REAL MATRIX ELEMENTS FOR $W$-bOSON PRODUCTION

In this Section, we present the amplitudes that are required to describe double-real $\mathcal{O}\left(\alpha_{s} \alpha\right)$ corrections to on-shell $\mathrm{W}^{+}$-boson production in spinor-helicity formalism. All matrix elements can be obtained from crossing the following two amplitudes

$$
\begin{align*}
& \mathcal{A}_{\bar{u} \bar{q} q d}: 0 \rightarrow \bar{u}\left(p_{1}\right) \bar{q}\left(p_{2}\right) q\left(p_{3}\right) d\left(p_{4}\right) W^{+}\left(\rightarrow v\left(p_{5}\right) \bar{\ell}\left(p_{6}\right)\right),  \tag{D.17}\\
& \mathcal{A}_{\bar{u} d \gamma g}: 0 \rightarrow \bar{u}\left(p_{1}\right) d\left(p_{2}\right) \gamma\left(p_{3}\right) g\left(p_{4}\right) W^{+}\left(\rightarrow v\left(p_{5}\right) \bar{\ell}\left(p_{6}\right)\right) . \tag{D.18}
\end{align*}
$$

In Eqs. (D.17)-(D.18), all momenta are outgoing such that $-p_{1234}=p_{W}=p_{56}$. In what follows, we define conventions for Feynman rules and spinor-helicity notations in Appendix D.2.1. We then provide expressions for the four-quark and the two-quark amplitude in Appendix D.2.2 and Appendix D.2.3, respectively. ${ }^{4}$

## D.2.1 Conventions

## Feynman rules

We use the Feynman rules given in Appendix A of Ref. [253]. There, the couplings that enter electroweak fermion-boson and three-boson couplings are defined as

$$
\begin{array}{ll}
c_{A, f}^{-}=-Q_{f}, & c_{A, f}^{+}=-Q_{f}, \\
c_{Z, f}^{-}=\frac{I_{3}-\sin ^{2} \theta_{W} Q_{f}}{\sin \theta_{W} \cos \theta_{W}}, & c_{Z, f}^{+}=-\frac{\sin \theta_{W}}{\cos \theta_{W}} Q_{f},  \tag{D.19}\\
c_{W}^{-}=\frac{1}{\sin \theta_{W} \sqrt{2}}, & c_{W}^{+}=0,
\end{array}
$$

and

$$
\begin{equation*}
c_{\mathrm{A} W W}=1, \quad c_{\mathrm{ZWW}}=-\frac{\cos \theta_{W}}{\sin \theta_{W}} \tag{D.20}
\end{equation*}
$$

respectively.

## Spinor-helicity formalism

We describe amplitudes in spinor-helicity formalism following the conventions of Ref. [281]. In particular, we denote four-spinors by

$$
\begin{array}{ll}
\bar{U}_{L}(p)=\langle p|, & \bar{U}_{R}(p)=[p \mid, \\
\left.U_{L}(p)=\mid p\right], & U_{R}(p)=|p\rangle,
\end{array}
$$

[^40]where $\bar{U}_{L}(p)$ and $\bar{U}_{R}(p)$ denote left-and right-handed, outgoing fermions. $U_{R}(p)$ and $U_{L}(p)$ denote left- and right-handed outgoing antifermions. Polarization vectors for outgoing vector-like particles are defined to be transverse to a reference momentum $r$. They read
\[

$$
\begin{equation*}
\varepsilon_{+}^{*, u}(k)=\frac{1}{\sqrt{2}} \frac{\left.\langle r| \gamma^{\mu} \mid k\right]}{\langle r k\rangle} \quad \varepsilon_{-}^{*, u}(k)=-\frac{1}{\sqrt{2}} \frac{\left[r\left|\gamma^{\mu}\right| k\right\rangle}{[r k]}, \tag{D.23}
\end{equation*}
$$

\]

and satisfy

$$
\begin{equation*}
\varepsilon_{ \pm}^{*, \mu} \cdot \varepsilon_{ \pm, \mu}=-1, \quad \varepsilon_{ \pm}^{*, \mu} \cdot p_{\mu}=\varepsilon_{ \pm}^{*, \mu} \cdot r_{\mu}=0 . \tag{D.24}
\end{equation*}
$$

D.2.2 Four-quark amplitudes

In the following, we obtain mixed $\mathcal{O}\left(\alpha_{s} \alpha\right)$ corrections that involve four quarks. In particular, we consider strong and electroweak corrections to the amplitude $\mathcal{A}_{u \bar{q} q d}$ in Eq. (D.17) for the case $q=u .{ }^{5}$ We use the fact that the amplitude $\mathcal{A}_{\bar{u} \bar{u} u d}$ is symmetric in $p_{1} \leftrightarrow p_{2}$ and write

$$
\begin{align*}
\mathcal{A}_{\bar{u} \bar{u} u d}^{\alpha_{s}}= & \left.\mathcal{P}_{W} \sum_{t \in\{1, I \mathrm{I}\}} \mathcal{A}_{\mu}^{t}\left(1_{\bar{u}}, 2_{\bar{u}}, 3_{u}, 4_{d}, g\right)\langle 5| \gamma^{\mu} \mid 6\right]+1 \longleftrightarrow 2,  \tag{D.25}\\
\mathcal{A}_{\bar{u} \bar{u} u d d}^{\alpha, V_{0}}= & \left.\mathcal{P}_{W}\left[\sum_{t \in\{\mathrm{I}, \mathrm{II}, \mathrm{IV}\}} \mathcal{A}_{\mu}^{t}\left(1_{\bar{u}}, 2_{\bar{u}}, 3_{u}, 4_{d}, V_{0}\right)+\mathcal{A}_{\mu}^{\mathrm{III}}\left(1_{\bar{u}}, 2_{\bar{u}}, 3_{u}, 4_{d}, W\right)\right]\langle 5| \gamma^{\mu} \mid 6\right] \\
& +1 \longleftrightarrow 2, \tag{D.26}
\end{align*}
$$

where $V_{0}=\gamma, Z$ and

$$
\begin{equation*}
\mathcal{P}_{W}=\frac{\mathrm{i} e_{W}^{-}}{\left[s_{56}-M_{W}^{2}\right]^{2}} . \tag{D.27}
\end{equation*}
$$

[^41]The four diagrams that contribute to Eqs. (D.25)-(D.26) are


To compute mixed corrections at $\mathcal{O}\left(\alpha_{s} \alpha\right)$, we have to take the interference between strong and electroweak corrections given in Eq. (D.25) and Eq. (D.26), respectively; we write

$$
\begin{equation*}
\left.\left|\mathcal{A}_{\bar{u} \bar{u} u d}\right|^{2}\right|_{\mathcal{O}\left(\alpha_{s} \alpha\right)}=\sum_{\text {helicities }} 2 \operatorname{Re}\left\{\mathcal{A}_{\bar{u} \bar{u} u d}^{\alpha_{s}} \times\left[\mathcal{A}_{\bar{u} \bar{u} u d}^{\alpha, \gamma}+\mathcal{A}_{\bar{u} \bar{u} u d}^{\alpha, Z}\right]^{+}\right\} \tag{D.29}
\end{equation*}
$$

However, products of strong and electroweak amplitudes that contain the same assignment for momenta $p_{1,2}$ produce two disjunct quark traces. Hence, they are proportional to $\operatorname{Tr}\left(T^{a}\right)=0$ and vanish. The remaining products, which contain a different assignment for momenta $p_{1,2}$, have one continuous quark line. Hence, we only have to consider all-minus helicity configurations. We find

$$
\begin{align*}
& \left.\left|\mathcal{A}_{\bar{u} \bar{u} u d}\right|^{2}\right|_{\mathcal{O}\left(a_{s} \alpha\right)}=\frac{\left[g_{s} e^{3} c_{W}^{-}\right]^{2} C_{F}}{\left[s_{56}-M_{W}^{2}\right]^{2}} \times 2 \operatorname{Re}\left\{\left[\sum_{t \in\{1, I I T} \mathcal{A}^{t}\left(1_{\bar{u}}^{-}, 2_{\bar{u}}^{-}, 3_{u}^{-}, 4_{d}^{-}, g\right)\right]\right. \\
& \left.\times\left[\mathcal{A}^{\mathrm{III}}\left(2_{\bar{u}}^{-}, 1_{\bar{u}}^{-}, 3_{u}^{-}, 4_{d}^{-}, W\right)+\sum_{t \in\{, I I I, I V\}} \sum_{V_{0} \in\{\gamma, Z\}}\left(\mathcal{A}^{t}\left(2_{\bar{u}}^{-}, 1_{\bar{u}}^{-}, 3_{u}^{-}, 4_{d}^{-}, V_{0}\right)\right)\right]^{+}\right\}  \tag{D.30}\\
& +1 \longleftrightarrow 2,
\end{align*}
$$

where $\left.\mathcal{A}^{\text {I...IV }}=\mathcal{A}_{\mu}^{\text {I...IV }}\langle 5| \gamma^{\mu} \mid 6\right]$ denotes the product of the diagrams in Eq. (D.28) with the $W^{+}$-decay amplitude. Explicitly, they read ${ }^{6}$

$$
\begin{align*}
\mathcal{A}^{\mathrm{I}} & =\mathcal{N}^{\mathrm{I}}\langle 43\rangle[2|\widehat{234}| 5\rangle[61], \\
\mathcal{A}^{\mathrm{II}} & =\mathcal{N}^{\mathrm{II}}\langle 45\rangle[6|\widehat{123}| 3\rangle[21], \\
\mathcal{A}^{\mathrm{III}} & =\mathcal{N}^{\mathrm{III}}\langle 34\rangle[1|\widehat{134}| 5\rangle[62],  \tag{D.31}\\
\mathcal{A}^{\mathrm{IV}} & \left.\left.\left.=\mathcal{N}^{\mathrm{IV}}[\langle 34\rangle[12]\langle 5| \widehat{23} \mid 6]+\langle 45\rangle[61]\langle 3| \widehat{14} \mid 2\right]-\langle 35\rangle[62]\langle 4| \widehat{23} \mid 1\right]\right],
\end{align*}
$$

where we have defined ${ }^{7}$

$$
\begin{align*}
\mathcal{N}^{\mathrm{I}} & =\frac{-4\left[c_{V, u}^{-}\right]^{2}}{\left(s_{23}-M_{V}^{2}\right) s_{234}}, \quad \mathcal{N}^{\mathrm{II}}=\frac{4\left[c_{V, u}^{-}\right]^{2}}{\left(s_{23}-M_{V}^{2}\right) s_{123}},  \tag{D.32}\\
\mathcal{N}^{\mathrm{III}} & =\frac{-4\left[c_{W}^{-}\right]^{2}}{\left(s_{14}-M_{W}^{2}\right) s_{134}}, \quad \mathcal{N}^{\mathrm{IV}}=\frac{-4 c_{V W W} c_{V, u}^{-}}{\left(s_{14}-M_{W}^{2}\right)\left(s_{23}-M_{V}^{2}\right)} \tag{D.33}
\end{align*}
$$

## D.2.3 Two-quark plus photon plus gluon amplitudes

In the following, we consider the amplitude $\mathcal{A}_{u d \gamma \delta}$ in Eq. (D.18). We write the corresponding matrix element squared as a sum over helicities,

$$
\begin{equation*}
\left.\left|\mathcal{A}_{\bar{u} d \gamma \gamma}\right|^{2}\right|_{\mathcal{O}\left(\alpha_{s} \alpha\right)}=\sum_{h_{\gamma}=+,-h_{g}=+,-}\left|\mathcal{A}\left(1_{\bar{u}}^{-}, 2_{d}^{-}, 3_{\gamma}^{h_{\gamma}}, 4_{g}^{h_{g}}\right)\right|^{2} \tag{D.34}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{A}\left(1_{\bar{u}}^{\bar{u}}, 2_{d}^{-}, 3_{\gamma}, 4_{g}\right) \\
= & \left.\left.\frac{\mathrm{i} e^{3} g_{s}\left(T^{a}\right)_{i j}}{\left[s_{56}-M_{W}^{2}\right]^{2}}\left[Q_{u} \mathcal{A}_{\mu}^{\mathrm{I}}+Q_{d} \mathcal{A}_{\mu}^{\mathrm{II}}+\frac{Q_{W}}{s_{124}-M_{W}^{2}} \mathcal{A}_{\mu}^{\mathrm{III}}\right]\langle 5| \gamma^{\mu} \right\rvert\, 6\right], \tag{D.35}
\end{align*}
$$

with $Q_{W}=Q_{u}-Q_{d}$. We note that terms with indices I...III in Eq. (D.35) collect diagrams where the photon is emitted from the up quark, the down quark and the $W$ boson, respectively.

[^42]Diagrammatically, we have


We obtain

$$
\begin{aligned}
& \mathcal{A}\left(1_{\bar{u}}^{-}, 2_{d}^{-}, 3_{\gamma}^{+}, 4_{g}^{+}\right)=\frac{4\langle 25\rangle^{2}[56]}{\langle 24\rangle\langle 14\rangle\langle 23\rangle}\left[Q_{u} \frac{\langle 12\rangle}{\langle 13\rangle}+Q_{W} \frac{\langle 2| \widehat{14} \mid 3]}{s_{124}-M_{W}^{2}}\right], \\
& \mathcal{A}\left(1_{\bar{u}}^{-}, 2_{d}^{-}, 3_{\gamma}^{+}, 4_{g}^{-}\right)= \\
& -4\left\{\frac{Q_{u}}{[14]\langle 13\rangle}\left(-\frac{\langle 25\rangle[6|\widehat{25}| 4\rangle[13]}{s_{134}}+\frac{[1|\widehat{24}| 5\rangle[6|\widehat{13}| 2\rangle}{[42]\langle 23\rangle}\right)\right. \\
& -Q_{d} \frac{\langle 24\rangle[3|\widehat{16}| 5\rangle[61]}{\langle 23\rangle[42] s_{234}}-\frac{Q_{W}}{s_{124}-M_{W}^{2}}\left(\frac{\langle 24\rangle[31]\langle 53\rangle[36]}{[42]\langle 23\rangle}\right. \\
& \left.\left.\quad+\frac{[1|\widehat{36}| 5\rangle[61]\langle 2| \widehat{14} \mid 3]}{[14][42]\langle 23\rangle}+\frac{\langle 25\rangle[63][1|\widehat{24}| 3\rangle[31]}{[14][42]\langle 23\rangle}\right)\right\}, \\
& \mathcal{A}\left(1_{\bar{u}}^{-}, 2_{d}^{-}, 3_{\gamma}^{-}, 4_{g}^{+}\right)= \\
& -4\left\{-Q_{u} \times \frac{[14]\langle 25\rangle[6|\widehat{25}| 3\rangle}{[13]\langle 14\rangle s_{134}}\right.
\end{aligned}
$$

$$
\begin{align*}
& +Q_{d} \times\left(\frac{[1|\widehat{46}| 5\rangle[6|\widehat{35}| 2\rangle}{\langle 14\rangle[13]\langle 24\rangle[32]}+\frac{\langle 23\rangle[4|\widehat{23}| 5\rangle[61]}{s_{234}\langle 24\rangle[32]}\right)  \tag{D.39}\\
& +\frac{Q_{W}}{s_{124}-M_{W}^{2}} \times\left(\frac{\langle 23\rangle[14]\langle 53\rangle[36]}{\langle 14\rangle[13]}-\frac{\langle 25\rangle[6|\widehat{4}| 2\rangle[1|\widehat{24}| 3\rangle}{\langle 24\rangle\langle 14\rangle[13]}\right. \\
& \left.\left.+\frac{\langle 35\rangle[61]\langle 23\rangle[3|\widehat{14}| 2\rangle}{\langle 24\rangle\langle 14\rangle[13]}\right)\right\}, \\
& \mathcal{A}\left(1_{\bar{u}}^{-}, 2_{d}^{-}, 3_{\gamma}^{-}, 4_{g}^{-}\right)=\frac{4[16]^{2}\langle 56\rangle}{[13][14][42]}\left[Q_{d} \frac{[12]}{[32]}-Q_{W} \frac{\langle 3| \widehat{24} \mid 1]}{s_{124}-M_{W}^{2}}\right] . \tag{D.40}
\end{align*}
$$

## D. 3 ADDITIONAL DEFINITIONS

In this Section, we collect some formulas that we use in the fully-differential description of $W$-boson production in Sec. 4.2.
D.3.1 Integrated subtraction term for a soft photon

The integrated subtraction term that describes the emission of a soft photon in the gluon-initiated process $g_{1} \overline{\bar{L}}_{2} \rightarrow W^{+}+\bar{u}_{4} \gamma_{5}$ reads [9]

$$
\begin{align*}
& J_{\gamma}(2,4, W)=\frac{Q_{2}^{2}+Q_{4}^{2}}{\epsilon^{2}}+\frac{Q_{W}}{\epsilon}\left[Q_{W}+2 Q_{4} \ln \left(\frac{\kappa_{4 W}}{\sqrt{1-\beta^{2}}}\right)\right. \\
& \left.\quad+2 Q_{2} \ln \left(\frac{\kappa_{2 W}}{\sqrt{1-\beta^{2}}}\right)\right]+\frac{2 Q_{2} Q_{4}}{\epsilon} \ln \left(\eta_{42}\right) \\
& -Q_{W}^{2}\left[\frac{1}{\beta} \ln \left(\frac{1-\beta}{1+\beta}\right)-\frac{1}{2} \ln ^{2}\left(\frac{1-\beta}{1+\beta}\right)\right]  \tag{11}\\
& -2 Q_{W} \sum_{i \in\{2,4\}} Q_{i} \ln \left(\frac{\kappa_{i W}}{1-\beta}\right) \ln \left(\frac{\kappa_{i W}}{1+\beta}\right) \\
& -2 Q_{W} \sum_{i \in\{2,4\}} Q_{i}\left[\operatorname{Li}_{2}\left(1-\frac{\kappa_{i W}}{1-\beta}\right)+\operatorname{Li}_{2}\left(1-\frac{\kappa_{i W}}{1+\beta}\right)\right] \\
& -2 Q_{2} Q_{4}\left(\operatorname{Li}_{2}\left(1-\eta_{42}\right)+\frac{1}{2} \ln ^{2}\left(\eta_{42}\right)\right)+\mathcal{O}(\epsilon) .
\end{align*}
$$

## D.3.2 Additional splitting functions for $W$-boson production

We use the function $P_{q 9}^{\mathrm{NLO}}(z, L)$, defined in Eq. (4.29), to express integrands of softregulated collinear subtraction terms for initial-state splittings $q \rightarrow \gamma q^{*}$ and $q \rightarrow g q^{*}$. We use Eq. (B.8) to achieve an explicit cancellation of the $1 / \epsilon$-poles, expand in $\epsilon$ and obtain

$$
\begin{align*}
& P_{q 9}^{\mathrm{NLO}}(z, L)= \\
& -2 L \delta(1-z)+2 \mathcal{D}_{0}(z)-(1+z) \\
& +\left(2 L^{2} \delta(1-z)-4 \mathcal{D}_{1}(z)+2(1+z) \ln (1-z)-(1-z)\right) \epsilon \\
& -\left(\frac{4}{3} L^{3} \delta(1-z)-4 \mathcal{D}_{2}(z)-2(1-z) \ln (1-z)+2(1+z) \ln ^{2}(1-z)\right) \epsilon^{2}  \tag{D.42}\\
& +\left(\frac{2}{3} L^{4} \delta(1-z)-\frac{8}{3} \mathcal{D}_{3}(z)-2(1-z) \ln ^{2}(1-z)+\frac{4}{3}(1+z) \ln ^{3}(1-z)\right) \epsilon^{3} \\
& +\mathcal{O}\left(\epsilon^{4}\right) .
\end{align*}
$$

The function $P_{q g}^{\mathrm{NLO}}(z, L)$ was used in Sec. 4.2.2 to write the integrand of soft-regulated collinear subtraction terms for initial-state splittings $g \rightarrow q q^{*}$ and $\gamma \rightarrow q q^{*}$; it reads

$$
\begin{equation*}
P_{q g}^{\mathrm{NLO}}(z)=\frac{(1-z)^{-2 \epsilon}}{(1-\epsilon)}\left[(1-z)^{2}+z^{2}-\epsilon\right] . \tag{D.43}
\end{equation*}
$$

Function $P_{q g}^{\mathrm{NLO}}(z)$ in Eq. (D.43) is integrable over $z \in[0,1]$, hence its expansion in $\epsilon$ is straightforward.
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[^0]:    1 LEP and Tevatron determined $M_{W}$ with an uncertainty of 33 MeV [26] and 16 MeV [27], respectively.

[^1]:    2 The precise value of the exponent $n$ in Eq. (1.1) depends on the specific processes under consideration.
    3 The value of $Q$ for a specific event is, for example, set by the transverse momentum of QCD jets.
    4 Additional collinear divergences in initial-state radiation are re-absorbed into the renormalization of PDFs.

[^2]:    ${ }_{1}$ Here, $\boldsymbol{T}_{i}$ are color generators and the phase $\lambda_{i j}$ depends on whether partons $i$ and $j$ are incoming or outgoing, see Ref. [45].

[^3]:    2 For earlier computations of NLO QCD corrections using slicing, see for example Refs. [43, 48].
    3 Very recently, this method was used to obtain fully-differential predictions at $\mathrm{N}_{3} \mathrm{LO}$ [119].

[^4]:    4 We use the term "parton" to describe gluons, quarks, and photons in order to incorporate both NNLO QCD and mixed NNLO QCD-EW real-emission corrections.
    5 More precisely, $E_{\max }$ should be greater then or equal to the maximal energy that partons $f_{4,5}$ can have according to energy-momentum conservation.

[^5]:    6 We note that single-unresolved terms $\mathrm{d} \sigma_{X+1}^{R R}$ contribute to the pole structure starting from $1 / \epsilon^{2}$, while double-unresolved Born-like terms $\mathrm{d} \sigma_{X}^{R R}$ start at $1 / \epsilon^{4}$.
    7 Here, the final state $X \in\{Z, W, H, Z Z, W W, \gamma \gamma, \ldots\}$ does not contain any particles that are indistinguishable from the quarks and gluons that are emitted in real-emission contributions.

[^6]:    8 Here, "correlated" means that singularities arise from terms in matrix elements that behave as $\sim 1 /\left(E_{4}+E_{5}\right)$ in the $E_{4} \rightarrow 0, E_{5} \rightarrow 0$ limit.

[^7]:    9 We note that we use the term "uncorrelated", since in this case the singularities behave as $\sim 1 / E_{g} / E_{\gamma}$.
    10 The energy ordering will simplify the single-soft regularisation, see Eq. (2.30).

[^8]:    12 We will discuss this aspect in Sec. 4.2.2.
    13 An example is the process $q g \rightarrow Z q g$, which contributes to double-real NNLO QCD corrections to $p p \rightarrow Z$.

[^9]:    14 In the physical (light-cone) gauge, a special case of axial gauge, the gluon propagator is proportional to ${ }^{\prime}-g^{\mu \nu}+\left(n^{\mu} p^{\nu}+n^{\nu} p^{\mu}\right) /(n \cdot p)^{\prime \prime}$.

[^10]:    15 Angular variables $\eta_{i j}$ where introduced in Eq. (2.13).

[^11]:    17 We note that overlapping singularities can also be disentangled by introducing additional damping factors [101, 102].

[^12]:    20 In particular, we write " $\operatorname{Eik}\left(\{p\}, k_{4}, k_{5}\right)$ " instead of fucntions $\mathcal{S}_{i j}\left(k_{4}\right) \mathcal{S}_{k l}\left(k_{5}\right), \mathcal{S}_{i j}\left(k_{4}, k_{5}\right)$, or $\mathcal{I}_{i j}\left(k_{1}, k_{2}\right)$ that appear in Eq. (2.26) and Eq. (2.29).
    21 For this counting to be valid, on has to consider that $m_{i, j}^{2}=p_{i, j}^{2} \rightarrow \lambda_{i, j}^{2} m_{i, j}^{2}$.

[^13]:    22 The sign convention for incoming (outgoing) partons $f_{i}$ is -" (" + ") in the argument of $P_{f_{i}, f_{4}, f_{5}}$ and " $+E_{i}$ " (" ${ }^{\prime \prime} E_{i}$ ") in the argument of $F_{\mathrm{L} M}$.

[^14]:    23 We note that the phase-space is constrained by the $E_{\max }$ cut-off in Eq. (2.15) and might be energy-ordered.

[^15]:    24 We note that the regularization of single-soft singularities was discussed in Sec. 2.2.3. In particular, we assign momentum $k_{5}\left(k_{4}\right)$ to the particle that can (cannot) become soft.

[^16]:    $25 \overline{\text { We do not show the Born-like factor }\left\langle F_{\mathrm{L} M}\right\rangle}$ because it is immaterial for the $x_{1,2}$ integration.

[^17]:    1 As can be seen in Example 5, momenta $k_{4,5}$ are decorrelated in the strongly-ordered limit.
    2 All relevant formulas can be found in Appendix B.5.2 of this thesis and in Appendix B of Ref. [1].

[^18]:    3 Cf. Eq. (2.91), Eq. (2.92) and Eq. (2.99).
    4 The sign convention in the argument of $P_{f_{r}, f_{4}, f_{5}}$ is " - " for incoming and " + " for outgoing partons $f_{r}$.

[^19]:    5 Not all partonic configurations that contribute to triple-collinear subtraction terms require energy ordering. However, whether or not the phase space is energy-ordered is not important for the following discussion.

[^20]:    6 In fact, it was shown that LI identities are not independent from IBP identities [138].

[^21]:    7 We note that this step also reduces the total number of variables by one.

[^22]:    8 There are algorithmic approaches to rationalize square roots appearing in algebraic $R_{k}$, e.g. in Ref. [153].
    9 An integrand is said to have "dlog" form if it locally behaves as $\mathrm{d} x / x$ for $x \approx 0$ in every integration variable $x$ [158].
    10 Another implementation of the calculation of multivariate residues can be found in Ref. [159].

[^23]:    11 In fact we can identify such expressions with derivatives of $\delta$-functions, i. e. $[x]_{c}^{-n}=\delta^{(n-1)}(x)$ where $n \geq 1$.

[^24]:    15 We thank Roman Lee for providing access to the Libra package prior to publication.

[^25]:    20 Appearing transcendental numbers are $\pi, \ln (2), \mathrm{Li}_{4}(1 / 2)$, and $\zeta_{3}$.

[^26]:    1 We adapt the definition of Ref. [25] for massless leptons $\ell, v$.
    2 The so-called transverse "missing" momentum $p_{\text {miss }}^{\perp}$ that is carried by the neutrino is inferred using momentum conservation in the transverse plane.

[^27]:    3 A recent study showed how these uncertainties can be halfed using LHCb data [204].
    4 Threshold effects at N3LO were studied in Refs. [213, 214].
    5 We note that numerically $\alpha_{s}^{3} \sim \alpha_{s} \alpha$ so one would expect both contributions to be of a comparable magnitude.

[^28]:    6 We note that since this particular final state is color- and electrically neutral, corrections only affect the production vertex.
    7 We note that in the approximation, where only $n_{f}$-enhanced contributions are considered, double-real contributions vanish by color conservation and the subtraction procedure is NLO-like. Analogously, no genuine vertex corrections can occur in this approximation.

[^29]:    8 In essence, replacement rules follow from the change of color factors under the exchange of gluons with photons.
    9 In this notation, we do not show the $Z$ boson and we do not distinguish between virtual and real particles.

[^30]:    14 Results for the case of $W^{-}$production can be obtained by changing charges and PDFs appropriately.
    15 We note that several aspects have already been touched upon in Part I of this thesis.

[^31]:    18 See also Table 2.2.

[^32]:    20 Again, we note that the soft-gluon eikonal function is independent of the photon momentum.

[^33]:    1 In particular, we do not consider perturbative corrections to branching fractions.

[^34]:    3 We note that the Jacobian peaks at $p_{\ell}^{\perp}=M_{W} / 2$ and $M_{W}^{\perp}=M_{W}$, mentioned in the beginning of Chapter 4, are clearly visible there.

[^35]:    4 Again, uncertainties are estimated with a three-point variation.

[^36]:    5 See also Ref. [262].

[^37]:    More precisely, we average over spin and colour of the incoming quark and sum over helicity and colour of the outgoing gluon

[^38]:    ${ }_{1}$ We note that in Ref. [270], the form factor was presented as an expansion in $\sin ^{2} \theta_{W}$.

[^39]:    2 For the finite part of the two-loop form factor, we require integrals $J$ up to $\epsilon^{2}$, which corresponds to weight four.
    3 In this recursive formula, we set $J^{(-3)}=0$.

[^40]:    4 We note the gluon-photon amplitude $\mathcal{A}_{u d \gamma g}$ in Eq. (D.18) was also computed in Ref. [280].

[^41]:    5 The case $q=d$ can be obtained along the same lines.

[^42]:    6 We omit arguments " $1^{-} 2^{-} 3^{-} 4^{-"}$.
    7 For contributions with a gluon, $c_{g, f}^{-} \equiv 1$.

