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Abstract

Current state-of-the-art perception models do not always detect all objects in an image. Therefore, they cannot currently be relied upon in safety critical applications such as autonomous driving. Objects that cannot be detected are called anomalies. Current work on anomaly detection is primarily based on camera data. This work evaluates to what extent it is possible today to do anomaly detection in 3D on pseudo-lidar data. A pseudo-lidar is a model that estimates 3D depth for each pixel of an image. Currently, there is no approach available that performs anomaly detection on pseudo-lidar data.

Research Question 1 (RQ1) considers whether dissimilarities between lidar and pseudo-lidar are an indicator of anomalies. For this purpose, it is evaluated whether there are larger deviations between pseudo-lidar and lidar point clouds for anomalies compared to non-anomalies. There is no multi-modal dataset for anomaly detection available which could be directly used. Therefore, in the multi-modal KITTI-360 dataset each instance that was not correctly segmented by a panoptic segmentation model, was labeled as anomaly. It is shown how the anomaly definition depends on the used segmentation criterion. The dataset contains 2D images with instance labels and corresponding 3D lidar point clouds with corresponding instance labels. With these labels, one can compare pseudo-lidar and lidar instance by instance. The 2D instance labels allow to define which instances are correctly segmented. In a next step the chamfer-distance between point clouds of each instance in lidar and pseudo-lidar are calculated. Lidar was used as physically captured ground truth. It has been found that the deviation between lidar and pseudo-lidar is similar for anomalies and non-anomalies. Thus, the dissimilarity between lidar and pseudo-lidar can not be used as an indicator for an anomaly.

In Research Question 2 (RQ2) it was analyzed how good a pseudo-lidar can map anomalies of type novelties in 3D. Therefore, one augmented anomaly dataset, and two real world anomaly datasets were considered. All these datasets are image based. For answering the research questions, both a quantitative and qualitative analysis was carried out. As a quantitative analysis, Monte Carlo Dropout was applied onto these datasets to evaluate the uncertainty of the model. The 3D point clouds estimated with the pseudo-lidar were visualized for the qualitative analysis. The qualitative analysis shows that some anomalies can be mapped well in 3D and others are not mapped at all. Furthermore, it is shown that augmented anomalies can be sometimes mapped ambiguously in 3D. In the quantitative analysis, it is shown for all datasets considered that the pseudo-lidar is more certain for anomaly regions than for non-anomaly regions which is interpreted as a consequence of an overconfidence of the model. Furthermore, the anomaly concept is not always consistent across different modalities.

The Research Question 3 (RQ3) analyzed whether anomalies can be found using flow estimation on pseudo-lidar predicted point clouds. An anomaly would be present in theory if the motion
segmentation model contradicted with a panoptic segmentation model. For this purpose, it was investigated whether the pseudo-lidar estimated point clouds are consistent enough through time to do flow estimation on them. For this purpose, the multi-modal KITTI-360 dataset was used. For each instance in the pseudo-lidar it was determined how much a point cloud of an instance differs from the same instance in the next frame. For the consistency evaluation of static and dynamic instances, the ego motion has to be extracted. The pseudo-lidar prediction is consistent between frames if for static instances the distance is small and for dynamic instances the distance is equal to the motion of the instance. It has been shown that the pseudo-lidar makes inconsistent predictions over time, and therefore one cannot distinguish between static and dynamic instances based on pseudo-lidar point clouds. It follows that a flow-based approach to anomaly detection is not possible for point clouds predicted by current single image based pseudo-lidars.
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1 Introduction

The German federal statistical office reports 2,564 traffic fatalities in Germany for the year 2021 [1]. According to the same office, drivers of cars, buses, and trucks account for 68.82% of the causes of personal injuries in traffic. The cause of these incidents is sometimes due to the influence of drugs, inattentiveness or fatigue, which leads to delayed and erroneous reactions and behavior. Autonomous vehicles do not have such influences on the driving behavior. Furthermore, computer driving cars have the chance to enhance, e.g., the convenience of riders and also for, e.g., an optimized use of one car by multiple users. Hence, the hope is that autonomous driving systems can largely prevent fatal traffic accidents and simultaneously enhance the comfort and efficiency of driving.

Today’s autonomous systems sometimes make fatal errors. One reason is that they misperceive their environment. A Tesla Model S in Autopilot mode failed to recognize a truck trailer in front of it and crashed into it [2]. In this case, the misperception is attributed to glare from the sun. Current systems therefore sometimes recognize objects insufficient, incorrectly, or not at all. Autonomous driving is a safety-critical task, and it is therefore of particular importance that the systems perceive their environment as correctly as possible to effectively reduce dead toll and injuries.

Autonomous driving deals with several components, e.g., localization, prediction, path planning, and perception. It is of great importance to recognize unusual situations, like the one the Tesla Model S was in, so that accidents can be avoided [2]. The identification of such extraordinary events belongs to the perception component of autonomous driving. Autonomous ’level 4’ - high driving automation’ [3] and level 5 - full driving automation’ [3] systems require the ability to function in very unusual situations. Level 4 systems do not need a driver in their areas of application, level 5 systems are fully autonomous and are able to drive in any situation without a driver [3]. Autonomous vehicles of this level need to be able to perceive the environment with high precision. Neural networks currently define the state-of-the-art for perception systems. They are trained and sometimes do not recognize their surroundings correctly in unfamiliar situations [4]. Therefore, as Andrej Karpathy, the Sr. Director of AI of Tesla, points out, ’It’s all about the long tail – 99.9999…%’ [4] is about dealing with these rare events in order to be able to implement level 4 and level 5 autonomous systems. Anomaly detection is concerned with identifying such rare events. In perception, the detection of anomalies can be made at different levels. Object level anomaly detection is concerned with finding objects that are anomalies. In the following work, research is carried out with a focus on object level anomaly detection in 3D space for autonomous driving.

Different sensors are used in autonomous vehicles, namely lidar, radar, and cameras [5]. Lidar and radar sensors record the environment in 3d. Each sensor type has its own set of advantages and disadvantages. For example, lidar sensors do not see black vehicles because they are not
reflective [6]. Radar sensors have problems of inference with other signals in the environment [6]. Cameras can be blinded, or covered with dirt [6].

Most anomaly detection approaches are camera based. There are significantly fewer 3D based and multimodal approaches [7] than camera based approaches. In the field of 3D anomaly detection, there are no flow-based approaches that consider object anomalies yet [7]. The lidar-based approaches look at either single points [8], scene level anomalies [9], a domain shift [10], or at unknown classes [11] [12]. Current radar-based approaches search either for anomalies in terms of entire scenes or point-based anomalies [7].

A pseudo-lidar is a model that, given an image, estimates 3D depth for each pixel in the image. With the addition of the intrinsic camera matrix, a 3D point cloud can be calculated. In this work, first it is analyzed how pseudo-lidar performance is related to object anomalies in images. Therefore, it is analyzed if pseudo-lidar is more accurate for instances that can be correctly instance segmented in 2D than for objects that cannot be correctly segmented in 2D. For this purpose, we compare the point clouds estimated with the pseudo-lidar with the recorded lidar point clouds. Then, it is analyzed if anomaly datasets, that contain real anomalies or augmented anomalies, can be mapped from a pseudo-lidar into a 3D object. These two research approaches are used to determine whether anomaly detection approaches can be built on the basis of pseudo-lidar point clouds. Finally, we will evaluate whether flow-based anomaly detection can be performed based on pseudo-lidar point clouds.

This work is structured as follows. Chapter 2 presents the state-of-the-art for the anomaly definition, anomaly detection approaches, pseudo-lidar approaches, and panoptic segmentation models. In chapter 3 the methodology used to answer the questions is presented. Then, in chapter 4 an evaluation of the results is presented. Chapter 5 summarizes the findings and provides an outlook on areas where further research can be conducted.
2 State-Of-The-Art

In this chapter, first, current state-of-the-art approaches in anomaly detection are discussed. Then, the state-of-the-art is evaluated for specific tasks outside of anomaly detection. The tasks are necessary for the implementation of this work.

2.1 Taxonomies of Anomalies in Autonomous Driving

An anomaly, in the domain of autonomous driving, is considered by Heidecker et al. as a sub-category of a so-called corner case. Heidecker et al. follow the definition of Bolte et al. that 'a corner case is given, if there is a non-predictable relevant object/class in relevant location'. Their work considers a corner case as the union of anomalies, outliers and novelties. These three categories can be defined as follows. An outlier is an observation that is actually known but by some other mechanism looks quite different in the context. For example, when nothing can be seen on the camera image because the sun is blinding. An anomaly is described by Jiang et al. as an event that occurs with a low frequency. By others, an anomaly is described as a pattern that is not consistent with what has been learned. For example, an aircraft that makes an emergency landing on the highway is an anomaly because it is inconsistent with the learned occurrence of an aircraft in the sky. The last part, that belongs to the corner cases according to Heidecker et al., are novelties. Novelties are defined as objects that are not known during training. The terms corner-case and anomaly are often used as synonyms.

This corner case definition of Bolte et al. was transferred to different sensor systems by Heidecker et al. such as lidar, radar, and camera. For each of these sensor systems, one can view corner cases at different levels. These levels were originally defined by Breitenstein et al. and extended by Heidecker et al. for lidar and radar sensor modalities. The different levels are shown in figure 2.1. The sensor layer deals with damaged sensors at the hardware level, such as dead pixels on cameras and other corner cases that are due to, e.g., a sensor that is not operating optimally or has been maladjusted. The physical level of the sensor layer considers physical aspects to which a corner case can be attributed. Radar systems, for example, often show an insufficient data quality when it’s raining. The content layer considers corner cases at three levels. The domain level looks at domain shifts. If a network is trained on German data, for example, there is a domain shift if it is used in the USA. For instance, the traffic lights in the USA are mounted in different positions than in Germany. In the object level, object corner cases are considered. These can occur when objects of unknown classes occur or when objects of known classes occur in a manner that was not present in the training data. The scene level looks at anomalies at a particular point in time and looks at situations or actions rather than individual
objects. Finally, there is the temporal layer. In this layer, there is only the scenario level, which does not only look at one point in time, but at the evolution of several points in the data as a function of time. Here, a corner case could be, for example, a motorist overtaking another motorist.

In the following, an anomaly is considered the union of a novelty and an anomaly according to the definition by Heidecker et al. [6]. An outlier does not fall under our definition of an anomaly. Since an outlier is caused by other mechanisms, this part is excluded from the anomaly definition used here. Furthermore, this work deals with the sensor modality of a camera and a lidar. From the categorization, the focus is on the content layer and therein on the object level. This means that no domain shift or scene level is considered here. Furthermore, anomalies and outliers due to corner cases of sensor systems are not considered. In the work we consider in parts two successive point clouds as expected from the temporal layer. But we are looking for object anomalies at the first time point and not for anomalies that exist through time or due to a scenario. Hence, the temporal layer is also not reflected upon.

Object anomalies can be considered as bounding box based or instance based. Bounding boxes for anomalies contain pixels that do not belong to the anomaly, in contrast to instance-based anomalies, which contain only pixels that belong to the anomaly. The points that are in the bounding box but do not belong to the anomaly are mapped in 3D and considered as areas associated with the anomaly. These areas can be very different in 3D from the areas that belong to the anomaly, so a bounding box based anomaly consideration with pseudo-lidar is not advisable. Therefore, anomalies are not considered bounding box based in the following, but pixel-wise instance segmented.

### 2.2 Anomaly Detection Datasets and Benchmarks

To quantitatively compare anomaly detection approaches, we need dataset suited for the task of anomaly detection and based thereon benchmarks. There are different anomaly detection benchmarks available.

The StreetHazard benchmark [18] consists of a synthetic dataset for anomaly detection. For this reason, it is not considered in this work, as there is a domain gap to the real world. Especially, since the dataset is not rendered photo-realistically.

Another approach is based on an augmented dataset called WD-Pascal [19]. Objects from the
Pascal VOC dataset [20] were inserted into the street scenes of the WildDash dataset [21]. The WildDash dataset [21] contains images from different countries, so the data includes a domain shift. Since domain level anomalies were excluded in the anomaly definition for this work, this benchmark is not included in the evaluation of anomaly detection approaches in the following.

The Fishyscapes anomaly benchmark [22] consists of three parts: FS Web, FS Static and FS Lost and Found. It contains images of car rides from the driver’s point of view in which anomalies are present as well as corresponding semantic segmentation masks to distinguish between anomalies and non-anomalies. The FS Lost and Found dataset extends the Lost and Found dataset of Pingerra et al. [23]. It provides additional annotations and filters out specific images. The original Lost and Found dataset includes annotations for anomalies and coarse annotations for the road. FS Lost and Found adds pixel-level annotations for three classes: objects which represent the anomalies, background for pixels belonging to classes of Cityscapes, and void for the other pixels. Images from Lost and Found in which anomalies can be assigned to Fishyscapes classes were filtered out. FS Lost and Found publishes 100 images as validation set, and 275 images remain as private test set. In the following, we will refer to FS Lost and Found as Lost and Found. FS Static is an augmented anomaly dataset that combines two datasets. Images are taken from the Fishyscapes validation set and Pascal VOC instances are inserted into them. The Pascal VOC instances serve as anomalies. Only instances of classes that cannot be assigned to a cityscapes class are inserted. To reduce the domain shift for a more realistic dataset in the Fishyscapes dataset, classes like mammal were placed with a higher probability on the lower half of the image and classes like birds on the higher half of the image [24]. An adapted shadow is also applied to the inserted instances, and the lighting is adjusted to obtain a more realistic result for the inserted instances. In addition, synthetic fog is applied to the Cityscapes parts of the image. Without this fog, a naive approach could match the augmented Fishyscapes image with the Cityscapes images and look for the places that differ from each other. It is precisely at these pixels, which differ, that one knows that an anomaly has been inserted. Of FS Static, 30 images are public in the validation set and 1000 images are secret in the test set. FS Web is very similar to FS Static. However, not Pascal VOC instances are inserted but images downloaded from the internet. This involves searching the internet for images using keywords and selecting those that have a transparent background. These instances are then inserted as anomalies. This is more cost-efficient than capturing and labeling completely new scenes, as semantic labeling is expensive [25]. The fine image annotation and quality control for the Cityscapes dataset required 1.5 hours per image [25]. One can generate a semantic label by marking the region as an anomaly, in which one inserts the augmented objects. This gives one a semantic label with minor additional effort by inserting the anomalies. The disadvantages of this approach are that the inserted objects do not fit optimally into the image. This means that reflections and shadows are not transmitted correctly, which is a big disadvantage of this method because the created anomaly dataset is non-realistic. Adjustments were made to the brightness and color distribution of the objects, but no realistic reflections were added. Fishyscapes provides pixel-wise semantic masks that distinguish between anomalies and non anomalies, so the labels are suitable for evaluating anomaly detection approaches that search for anomalies in our sense. Moreover, all three parts consist of street scenes from Germany, so there is no domain shift in
Fishyscapes.

CODA is an anomaly detection benchmark in 2D space from 2022 [26]. CODA selects images containing anomalies from KITTI [27], nuScenes [28] and ONCE [29], and labels them. Since KITTI was recorded in Germany and nuScenes in the USA, there is a domain shift within the benchmark. Therefore, this anomaly benchmark is not considered further because our anomaly term has excluded the domain level.

A newer anomaly detection dataset called SegmentMeIfYouCan [30] consists of real images. It consists of three parts, RoadAnomaly21 with 110 images, which generally refers to anomalies in road traffic. The second part is called RoadObstacle21 and deals specifically with obstacles on the road and contains 357 images. The last part is the Lost and Found dataset.

Compared to CODA and WD-Pascal, there is no domain shift in the Fishyscapes benchmark. The StreetHazard benchmark was not considered because it contains only rendered images and no real world data. This domain shift to the real world does not allow evaluation of anomaly detection approaches in our sense. Since the Fishyscapes benchmark uses aggregated data, it has a larger number of images and is therefore preferred over the SegmentMeIfYouCan benchmark when evaluating the approaches here. As shown, the Fishyscapes benchmark is best suited for the evaluation of camera-based anomaly detection approaches. Since current anomaly detection benchmarks rely on image data as input data, other approaches that aren’t based on images data like the one proposed by Masuda et al. [8] cannot participate.

To date, there is no anomaly detection dataset or benchmark in 3D. Therefore, it is difficult to compare anomaly detection methods that are in 3D. However, we can compare pseudo-lidar methods. To do this, one can determine an anomaly score for each point in the pseudo-lidar point cloud by a method and then assign this score to the corresponding pixel in 2D. This allows the method to participate in an image-based anomaly detection benchmark.

2.3 Current Anomaly Detection Approaches

In an autonomous vehicle, there are typically the following sensors: lidar, radar, camera, gps, and imu. For lidar, radar, and camera, there are approaches for anomaly detection [7].

Camera-based object anomaly detection approaches can be divided into four categories: reconstruction-based, confidence-based [7] and open world detection. Chan et al. [31] present a confidence-based approach to anomaly detection. Di Biase et al. present a reconstruction- and confidence-based approach [32]. Lis et al. [33] present a reconstruction-based approach towards anomaly detection. In the following, we try to make a selection of methods based on benchmarks, if possible. In the following, we will consider anomaly detection approaches in our sense, i.e. object-based anomaly detection approaches. As shown, the Fishyscapes benchmark is best suited for the evaluation of camera-based anomaly detection approaches. Therefore, it will be used to select which camera-based approach will be considered in the following.

In the field of 3D based anomaly detection, there are approaches that work on lidar data and approaches that work on radar data [7]. Radar based approaches are not considered herein because they are at the scene level [7], and we are looking for anomalies at the object level. Among the
2.4 Image-Based Anomaly Detection

First we consider image-based anomaly detection approaches. Di Biase et al. [32] present an approach that is both reconstruction and confidence based. This approach achieves state-of-the-art performance on the Fishyscapes benchmark with a Mean Intersection Over Union (mIoU) of 81.4%. Two approaches on the benchmark leaderboard achieve better results, but the associated publications are not published. The approach also reduced the False Positive Rate at 95% True Positive Rate (FPR95) for Fishyscapes Lost and Found and Fishyscapes Web by 50% in comparison to the second best approach. In other words, they reduced the False Positive Rate (FPR) by half while finding 95% of the anomalies. The confidence based approach by Chan et al. [31] in comparison achieved a mIoU of 70.5%. The two approaches are compared in Table 2.1. One can see from the higher Average Precision (AP) that the approach of Di Biase et al. [32] detects more anomalies than the approach of Chan et al. [31] for both FS Lost and Found and FS Static. Furthermore, the approach of Di Biase et al., less often predicts anomalies in non anomaly regions as one can see through the lower FPR95. In the reconstruction-based approaches, there is no approach that has participated in Fishyscapes and therefore these have been excluded from consideration based on our criteria. Overall, therefore, the approach of Di Biase et al. [32] is considered below.

<table>
<thead>
<tr>
<th></th>
<th>mIoU</th>
<th>Cityscapes</th>
<th>FS L&amp;F</th>
<th>FS Static</th>
</tr>
</thead>
<tbody>
<tr>
<td>Di Biase et al.</td>
<td>81.4</td>
<td>43.2</td>
<td>15.8</td>
<td>72.6</td>
</tr>
<tr>
<td>Chan et al.</td>
<td>70.5</td>
<td>34.28</td>
<td>47.43</td>
<td>31.3</td>
</tr>
</tbody>
</table>

Table 2.1: Fishyscapes benchmark results of two image based approaches. The best values are printed in bold [32] [31].

The approach of Di Biase et al. [32] is both reconstruction and confidence-based. For the confidence-based part, the authors use the uncertainty estimation methods softmax entropy [36] and softmax difference [37]. The problem with this approach is that Convolutional Neural Networks (CNNs) are known to be overconfident [38], and thus it can be difficult to find anom-
lies through softmax entropy [36] and softmax difference [37]. They use a re-synthesizing approach [33] as a second part of their approach. For re-synthesis one uses two components. First, the image on which anomalies are to be found is segmented semantically. This produces a mask that outputs the corresponding class for each pixel. This mask can now be used to synthesize an image with another neural network. Finally, one compares at which places the re-synthesized image differs from the original image and at these places an anomaly is predicted because the re-synthesis did not work there. These approaches are often limited by the module that performs the comparison between the re-synthesized image and the original image [33]. Di Biase et al. [32] therefore combine two approaches and thereby expect to reduce the deficiencies of each approach alone [32].

The following approach combines two groups of methods, an approach which is based on a re-synthesis loss [33] and uses an uncertainty estimation approach [39] [40]. Both modules are combined in a dissimilarity module to retrieve a pixel-based anomaly detection. It combines softmax entropy [39] and softmax difference [40] for estimating the uncertainty. To retrieve a resynthesis loss, first, a semantic map of the original image is inferred. This semantic map is then resynthesized by a conditional Generative Adversarial Network (GAN). Finally, the perceptual difference between the original and the resynthesized image is retrieved. This approach is similar to Dosovitskiy & Brox [41] which used the perceptual difference instead of the pixel distance. This is superior for comparison than to use the pixel distance as similar objects can have different colors, for example after resynthesis. T-shirts, for example, can have different colors, but a resynthesized t-shirt with a different color than the t-shirt in the original image is no indicator for an anomaly, as many wear a t-shirt. In this case, the pixel-distance would be high and the perceptual distance low. This combined approach therefore assumes that higher perceptual difference corresponds to higher probability of an anomaly. To retrieve the perceptual distance, the following steps are performed. First, they subtract and take the absolute of each feature map pixel at each of the five feature map resolutions from the resynthesized image with the original image. Then they reduce the depth of the feature maps to the next one by applying the arithmetic mean function, resulting in five feature maps, one for each resolution. Then, at each resolution, the resulting map is bicubically extrapolated to the target resolution of the anomaly map. Lastly, each map is combined to one feature map by summing all up and by giving more weight to maps from deeper layers. The second concept that is used relies on an uncertainty estimation approach. It uses softmax difference [40] and softmax entropy [39] to detect anomalies. To retrieve a pixel-wise anomaly probability, a dissimilarity module combines uncertainty estimation maps and perceptual difference maps. This module consists of an encoder, fusion module, and decoder. The encoder uses VGG16 [42] to encode the input image, the resynthesized image and a CNN to encode the semantic map and the uncertainty maps, namely entropy, softmax difference, and perceptual distance. A linear combination by a 1x1 convolution is applied to the input, the synthesized image, and the semantic map, to obtain the same dimension as the uncertainty map. Afterwards, a point-wise correlation fuses this linear combination with the uncertainty map. The decoder then performs an upsampling of the correlation result using spade normalization, which finally retrieves the anomaly prediction.

The weakness of the approach is that the re-synthesis error is dependent on the ability of the
synthesis module to realistically synthesize things. For example, if a class is poorly synthesized, instances of the class are often recognized as an anomaly because the perceptual difference due to the poor synthesis is higher than in other regions.

However, if the synthesis module works properly, the approach is suitable for detecting anomalies, since anomalies are detected in this case if the segmentation mask is incorrect. This is because the segmentation module would synthesize a completely different image in areas that were not segmented correctly, so the perceptual differences here would be high, and an anomaly would be predicted. And exactly where the segmentation is not correct, there is an anomaly.

2.5 3D Open World Object Detection for Anomaly Detection

One approach for 3D anomaly detection is concerned with open world object detection. Open world detection is a task that involves finding bounding boxes and class labels of objects of known and unknown classes. It additionally enables incremental learning of objects of unknown classes. That means the approach can do active learning. Therefore the objects that are detected and of unknown classes can be manually labeled and incremental learned by the approach. This enables gradual learning of new objects that appear regularly in the world, and is consequently well suited for autonomous driving. The following approach is considered as it is one of the two anomaly detection approaches in 3D [43].

To achieve this, the authors first train a classifier on samples of known classes [44]. Then the trained model identifies objects of the known classes, and unknown classes which are classified as unknown with a zero label. Someone can then select instances with a zero label of certain classes, label them, and then a new model can be trained. The network is not trained from scratch, but by active learning. What the approach has to deal with in active learning is catastrophic forgetting [45]. Catastrophic forgetting means that if you do continuous learning, like here with active learning, the performance on old classes often becomes very bad when you learn new classes. This would lead to a very bad detection of objects of old known classes while learning new classes. In another publication, it was proven that an optimal continuous learner solves an NP-hard problem which would otherwise requires infinite memory [46]. The approach presented here [43] addresses this problem by not learning new classes based on the new examples alone, but additionally retaining a set of old representative examples that contain a minimum number of instances for each old class. Thus, the new training contains the new labeled examples and parts of the old examples. To find objects of unknown classes, they use the region proposal network of Faster R-CNN gives objectness scores of different regions in the input image. These proposals are class agnostic. Thereby, they can predict those proposals, as unknown object, that do not match to a ground-truth object and have a higher objectness score than unknown objects. The region proposal network is unknown aware and followed by the so called region of interest head. The region of interest head learns the regression of bounding boxes and a classification of these boxes. The classification is achieved using an energy based classifier. The energy function returns low energy values for known classes and high energy values for unknown ones.

The energy based classification head uses contrastive learning. That means that feature vectors
of instances of same classes are forced to be nearby and those of other classes are pushed away. A contrastive loss is therefore defined as follows. To get the distance of an instance to each class, a prototype vector of each class is used that describes the typical vector of features in a class. Then the loss between each class, especially between each prototype vector and the feature vector of the instance, is summed up. The equation (2.1) describes the loss calculation of one prototype vector \( p_i \) and an instance feature vector \( f_c \). Where \( \Delta \) describes the minimum distance between prototype vectors of another class and the feature vector of the instance, \( D \) describes any distance metric.

\[
L(f_c, p_i) = \begin{cases} 
D(f_c, p_i) & i = c \\
\max\{0, \Delta - D(f_c, p_i)\} & \text{otherwise}
\end{cases}
\]  

[2.1]

During training the \(|Q|\) newest feature vectors are stored in a feature store and after every \( I_p \) iteration the average of the feature store defines \( P_{new} \). Then the new prototype is calculated using the old and the new feature vector using an exponential moving average.

The problem with 3D open world detectors is that they do not primarily try to find anomalies that can be attributed to a pattern that has not yet been trained. The focus of such anomaly detection approaches is on detecting anomalies that are novelties, i.e., belong to an unknown class. This is a limit of open world detection approaches.

2.6 3D Point Reconstruction Based Anomaly Detection

As a third approach, we consider the second 3D anomaly detection approach.

The approach by Masuda et al. [8] is based on a variational autoencoder. The point clouds are encoded in a three channel image, where each channel represents one dimension of the coordinate. The input matrices contain 2048 points. The autoencoder was trained on the ShapeNet dataset [47]. It was only trained on certain classes. For training, 2048 points of each point cloud were randomly sampled to match the input dimension of the network. It therefore was transformed to the input size. Variational autoencoders consist of a latent loss, which ensures that the compressed layer follows certain distributions, and a reconstruction loss that ensures that the reconstruction result is accurate. The encoder is based on FoldingNet [48]. In comparison to the original FoldingNet, the authors used a spherical shape for the grid instead of a plane. It uses the chamfer distance, see equation (2.2), 'because training with the chamfer distance is faster in terms of convergence, and the chamfer distance is less computational expensive than the earth mover distance' [8]. The earth mover distance of two distributions, with the same number of samples, is the minimum effort required to transform one distribution into the other. The chamfer distance is the average distance from one point cloud to another point cloud and back. The distance from one point cloud to another point cloud is defined by the average distance of each point of the first point cloud to the nearest neighbor of the second point cloud. 

\[
d_{CD}(S, \hat{S}) = \frac{1}{|S|} \sum_{x \in S} \min_{\hat{x} \in \hat{S}} ||x - \hat{x}||_2 + \frac{1}{|\hat{S}|} \sum_{\hat{x} \in \hat{S}} \min_{x \in S} ||\hat{x} - x||_2
\]

[2.2]

The variational autoencoder learns a probability distribution over 512 normal distributions. The
network uses skip connections in the encoder, which enables the compressed features to better include global and local features [8].

The anomaly score is finally received for each sample by the chamfer distance between the original point cloud and the reconstructed point cloud. There is no other 3D based anomaly detection approach known to the author. The assumption of the approach is that if a point cloud can be poorly reconstructed, then there is an anomaly. The anomaly determination is therefore based solely on the comparison of the reconstructed point cloud with the original point cloud.

However, this approach does not deal with object based anomalies in point clouds of more than one object. Therefore, it cannot participate in the Fishyscapes benchmark and is not comparable to the other approaches described above. Therefore, a single anomaly score is calculated per 3D point cloud instead. The problem is that in real-world conditions, one receives a point cloud with not one object but many. The network would then only present one anomaly score per point cloud and not per object. Therefore, it would also not output an object wise anomaly score. This means one can do less with the information because one does not know where the anomaly is. In order to use this approach in a real environment to discover objects that have not been found before, one would have to first find bounding box proposals and then second calculate the anomaly scores per proposal. However, since the authors did not do that, the approach is not applicable in the context of this work. The approach has nevertheless a contribution for this work because also in the following work with distances between point clouds is worked. The chamfer distance can be used for the calculation of distances in point clouds as it is done in this approach.

2.7 Research Gap and Contribution

There is currently no anomaly detection approach available which is based on pseudo-lidar. The only approaches in 3D space are open world based [12], reconstruction based approaches [8] [49]. The scene flow based anomaly detection approach, however, evaluates the behavior of objects or people over time as abnormal. Therefore, it considers scenario based anomaly detection and not object-based as considered here [9].

The biggest problem with the unsupervised 3D point cloud anomaly detection [8] approach is that it bases the anomaly score on the chamfer distance equation (2.2) and therefore doesn’t provide object level anomaly scores in point clouds of more than one object. This is also the reason why it cannot be benchmarked against other anomaly detection approaches in the Fishyscapes benchmark. To use it under real world conditions one would first have to cut out interesting regions from the 3D point cloud and for each of these regions one could then obtain an anomaly score. This would also require additional execution time. Additionally, the object level anomaly score would have to be transferred onto all pixels of the object, and then it could participate in the Fishyscapes Benchmark. The authors [8] use the [Area Under The Curve (AUC)] value from the Receiver Operating Characteristic (ROC) as the evaluation measure. This measure is not used for evaluation in the Fishyscapes anomaly detection benchmarks [22] but in the SegmentMelfYouCan benchmark [30]. In this benchmark, however, it is used for a different reason and not for evaluating the reconstruction error. They do not have an outlier score at the pixel level, therefore they can
only compare their model to 3D point cloud reconstruction models. In this respect, they are state-
of-the-art, but the applicability of this metric to anomaly detection approaches is not given. It is
unknown today if a high deviation in the reconstruction of the 3D point cloud is an indicator for
an anomaly, or if it has other causes.

The Open World Object Detection approach [43] tries to detect anomalies by detecting objects
of unknown classes. Instead, our goal is to find anomalies that originate from unknown classes as
well as those from known classes that have not been detected for other reasons. Although state-
of-the-art closed-set object detectors like YOLOR [50] for example show high [AP] scores, they
sometimes cannot recognize objects of known classes. Due to these weaknesses, this approach is
not suitable for achieving our goals and a different approach is required.

The current best state-of-the-art anomaly detection approach [32] uses a combination of differ-
ent approaches, namely uncertainty estimation and resynthesized error minimization. Both results
are fused by late fusion to obtain an anomaly map. But it remains in the 2D space. Although the
FPR95 for Fishyscapes Lost and Found and Fishyscapes Web was reduced by 50%, compared to
the previous state-of-the-art approach, there is still room for improvement.

Another approach using 3D data could be advantageous as most publications work in the 2D
image space, and it should be investigated if one could improve anomaly detection by considering
3D space. Especially the false positive predictions needs to be reduced by future approaches,
which means that an anomaly is predicted that is not present [32].

In comparison to the other approaches, the proposed approach of this thesis tries to find out if
a flow estimation in 3D can be helpful to find anomalies. A flow based approach is expected to
result in a lower false positive rate, as only parts of the image that move together are considered
potential anomalies. The use of pseudo-lidar in combination with a 3D flow based approach has
four advantages. Firstly, it could be used to participate in the Fishyscapes benchmark, as opposed
to the other 3D-based approaches [8] [34] [12]. It presents a bijective mapping from image pixel
to 3D points and therefore allows transferring anomalies found in 3D to 2D space. Secondly, if it
would be used in cars, no lidar would be needed and only cameras would be sufficient. Thirdly,
the problems of lidars in certain weather conditions that appear like absorption, reflection and
refraction [51] do not apply to the pseudo-lidar that is based on image data. In addition, the fine-
tuning of the architectures could be performed with datasets that do not have corresponding lidar
data related to the image data. A disadvantage of the approach is that only dynamic objects are
considered, so static objects that are anomalies cannot be detected.

The main goal of this contribution is therefore to evaluate if flow estimation, on pseudo-lidar
point clouds, allows detecting anomalies.

2.8 Pseudo-Lidar

One can analyze the performance of a pseudo-lidar using two benchmarks. The first benchmark is
the monocular depth estimation benchmark on the NYU-Depth V2 dataset [52] which is based on
indoor 3D scenes. The domain gap between indoor scenes and street scenes makes it not preferable
for the domain of autonomous driving. Since this work also does not deal with Domain Level
anomaly detection, any domain shift is to be avoided. For autonomous driving, the indoor pseudo-lidar performance is much less important than the performance in more realistic driving scenarios. What is not available are benchmarks that analyze how consistently the depth is predicted over time. Video based benchmarks required for this are not available. Therefore, our choice of the pseudo-lidar model depends on the monocular depth estimation benchmark on the KITTI Eigen split \[53\]. KITTI Eigen split is a subset of the KITTI dataset \[54\] that is often used for pseudo-lidar comparisons \[55\] \[56\] \[57\]. It was captured from a driving car and is therefore well suited for autonomous driving conditions \[54\]. There are various criteria on which one could base the decision for choosing the pseudo-lidar model. There are six metrics which are commonly used for the KITTI Eigen split benchmark \[53\] \[55\] \[57\] \[56\]. Another criterion for choosing the pseudo-lidar model is whether a reference implementation of the approach is publicly available.

No approach leads the benchmark on all metrics of KITTI Eigen split. In terms of the Root Mean Squared Error (RMSE) metric, AdaBins is reported as the best approach \[55\]. There are also three metrics that are based on other thresholds. They measure what percentage of points have a relative deviation from ground truth that is less than 1.25, 1.25\(^2\), 1.25\(^3\), respectively. AdaBins also has the best performance for all these three metrics \[55\]. The gaps in this metric are relatively small, namely max. 0.2%. In terms of the absolute relative error, a transformer approach called SwinDepth \[58\] achieves the best result. It is followed by AdaBins with a 0.1% difference. SwinDepth \[58\] is an approach for which there is no reference implementation. Hence, this approach is not chosen. Furthermore, the lowest absolute relative difference is achieved by SwinDepth, whereas AdaBins has the second-best result in this metric by only a small margin.

In terms of the metric \(\text{RMSE log error}\), SC-Depth (ResNet18) \[59\] achieves the best results. It punishes underestimation more than overestimation. One advantage of this metric is that it is less sensitive to outliers. However, the approaches that are successful in terms of \(\text{RMSE log error}\) are not convincing in the other metrics considered here.

Overall, AdaBins was chosen for this contribution because it ranks first or second in all but one metric and a reference implementation is available. AdaBins mainly consists of two parts. An encoder-decoder architecture and a AdaBins module. The encoder-decoder module consists of the EfficientNet B5 \[60\] backbone. It achieves a comparatively high top-1 accuracy with other current approaches while having a relatively low memory and computational demand \[60\]. The AdaBins module works with feature maps and further processes them in a transformer encoder. The transformer is based on a smaller version of an image classification model \[55\]. The feature map received from the encoder-decoder is embedded through convolutions so that the patch embeddings are received. The stride is exactly as large as the receptive field, so the filter kernel does not overlap but cuts out individual regions. These patch embeddings are then used in a transformer encoder. Transformers learn attention and require a lot of memory and computation, so visual transformers generally work on smaller patches of feature maps to reduce the complexity.

In the AdaBins paper it was shown that the adaptive bins achieve better results than fixed bins and therefore the functionality of these is described below. The transformer encoder output is used twice. First it is followed by a classification multi layer perceptron. It returns the bin widths for depth prediction. Each image gets its own bin widths, so that more relevant regions, meaning
regions with more points, have more intervals than regions with fewer points. The output of the bin widths is a softmax score vector for the $i^{th}$ bin it is $b_i$. The bin center of the $n^{th}$ bin can be calculated by adding all the softmax scores of the $n-1$ previous bins, i.e. the ones before the value in the vector, and adding half the score of $b_i$. This can then be multiplied by the considered distance interval, $d_{max} - d_{min}$ which is defined by the maximum distance $d_{max}$ and the minimum distance $d_{min}$ that the model should be able to predict. Finally, the minimum distance $d_{min}$ must be added to it and thus the center point of the bin is obtained. This description is formalized in equation (2.3).

\[ c(b_i) = d_{min} + (d_{max} - d_{min})(b_i/2 + \sum_{j=1}^{i-1} b_j) \] [2.3]

The second time, the transformer encoder output is used to retrieve the range attention maps. The output is therefore forwarded through 1x1 kernels. The transformer tends to bring larger relationships into the consideration and analysis, of how the parts of the image relate to each other. Then the original feature maps from the EfficientNet B5 are put through a 3x3 convolution. This result contains more pixel-wise fine granular information of the image. Both sources are then combined with a pixel-wise dot product. One receives the range-attention-maps $R$. This combination makes it possible to combine high-resolution information from the feature maps with more global information through the transformer.

A dimensionality adaption of the range-attention-maps to $n$ layers is achieved by a convolutional layer. $N$ corresponds to the number of bins. Each layer $i$ now contains the weighting factor $p_i$ per pixel for a cluster center $c(b_i)$. Now one can multiply the cluster centers with the scores for each pixel and add them up and thereby get a smooth depth map as in equation (2.4).

\[ d = \sum_k 1^N c(b_k) p_k \] [2.4]

### 2.9 Panoptic Segmentation

There are various benchmarks to compare the performance of panoptic segmentation models. One can evaluate the performance on panoptic segmentation on the Cityscapes [25], Mapillary and KITTI benchmark [61]. KITTI does not allow for panoptic segmentation in its published form [62], therefore parts of the dataset were combined to obtain a benchmark for panoptic segmentation. This benchmark was only used in some publications [63] [64] [65] [66]. Hence, most approaches cannot be compared with it. For this reason, methods that were only evaluated on the KITTI benchmark were not included in our analysis. Cityscapes and Mapillary in comparison provide a panoptic segmentation benchmark and were used to evaluate the approaches here. The Cityscapes benchmark includes images from Germany and Switzerland [25]. The Mapillary includes images from 6 continents [67]. Another difference between the two datasets is the number of classes: Mapillary has more classes than Cityscapes. To evaluate the panoptic segmentation, the Panoptic Quality (PQ) metric is used, which can be seen in equation (2.5). The PQ consists of the segmentation quality and the recognition quality. The segmentation quality evaluates how well
2.9 Panoptic Segmentation

the segmentation is. The average intersection over union (IoU) is used for this. The recognition quality considers a combination of recall and precision, meaning, how effective the model is at recognition.

\[
PQ = \sum_{(p,g) \in TP} \frac{\text{IoU}(p,g)}{|TP|} \times \frac{|TP|}{|TP| + \frac{1}{2}|FP| + \frac{1}{2}|FN|}
\]

In the two benchmarks Cityscapes test \cite{25} and Mapillary val \cite{67} the three best models hold the top in terms of \(PQ\). The \(PQ\) of each model in the two benchmarks is shown in table 2.2. In both benchmarks, the SWideRNet \cite{35} based on the Panoptic DeepLab\cite{35} model has the highest and thus best \(PQ\). For Cityscapes test, EfficientPS \cite{63} is in second place and for Mapillary val Axial-DeepLab-L \cite{68} is in the second place.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mapillary val</th>
<th>Cityscapes test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWideRNet-(1,1,4.5)</td>
<td>44.8</td>
<td>68.5</td>
</tr>
<tr>
<td>EfficientPS</td>
<td>40.6</td>
<td>67.1</td>
</tr>
<tr>
<td>Axial-DeepLab-L\XL</td>
<td>41.1</td>
<td>66.6</td>
</tr>
</tbody>
</table>

Table 2.2: Benchmark of State-of-the-Art Panoptic Segmentation Models \cite{35} \cite{63} \cite{68}.

The SWideRNet model has the best \(PQ\) therefore it is considered the state-of-the-art model for panoptic segmentation.

Panoptic Segmentation can be performed in two ways: top-down or bottom-up. Top-down means that the approach is proposal-based, which is typically achieved by combining Mask R-CNN \cite{69} with an additional stuff segmentation branch \cite{70} \cite{71}. Bottom-up approaches are box-free. They are typically achieved by first starting with a semantic segmentation module, followed by grouping operations to achieve instance segmentation results \cite{72}. SWideRNet is a family of bottom-up approaches that is based on the DeepLab architecture \cite{35}. The family of models is called \(SWideRNet - (w_1, w_2, l)\) in which \(w_1, w_2\) and \(l\) parameterize the individual models. The parameter \(w_1\) controls the channel size for the first two stages. The first two stages are also referred to as stem models. The two remaining parameters \(w_2\) and \(l\) adjust the channel size and number of layers, respectively, for the other layers in the model. The best model of the family on the basis of the \(PQ\) metric is found by grid search with the following configuration \(SWideRNet - (1,1,4.5)\).

SWideRNet extends the DeepLab Model by adjusting hyperparameters with \(w_1, w_2\) and \(l\). The performed grid search determined that the width of the layers seemed to be already large enough, so it is retained. However, the number of layers per block was increased by a factor of 4.5. The authors have therefore determined that the model has sufficient width, but a greater depth brings advantages over the original version \cite{35}. The stem network consists of two convolution layers and thereafter a max-pooling layer. The following three convolution blocks consist of two convolution layers and a channel-wise squeeze and excitation module. This module scales each feature map by one scalar value. The scalar value is determined based on the entire feature map. In the last convo-
olution block, a convolution layer is followed by a switchable atrous convolution layer, then a 1x1 convolution and again a squeeze and excitation module. The other parts remain from the DeepLab model. The switchable atrous convolution gathers information acquired during convolving with different atrous rates [35].
3 Method

This contribution considers if it is possible to do anomaly detection in 3D using a pseudo-lidar and flow estimation. In the following, the three research questions are presented and how they can be answered.

**RQ1:** Is there a dissimilarity between point clouds generated by pseudo-lidar and those captured by lidar for anomalies, and are these dissimilarities an indicator of an anomaly?

In the following, we will analyze if there is a relation between whether an object is perceived in 2D and whether this object can be mapped well in 3D. The objects that were not detected in 2D are considered as anomalies. Since we only consider objects of known classes, we only consider anomalies that are attributable to an unknown pattern. Then we look for each object if it is well mapped in 3D by the pseudo-lidar. For this, we compare the distance of an object in 3D from pseudo-lidar to lidar. We can compare the pseudo-lidar with the lidar because the lidar was recorded physically and is not a model that makes estimates. Now we have for each object once how well it was mapped in 3D and if it is an anomaly due to an unknown pattern. With this, we can then answer the question if anomalies due to an unknown pattern can be mapped properly in 3D and if dissimilarities between lidar and pseudo-lidar are an indicator for anomalies.

**RQ2:** Is a pseudo-lidar capable of mapping anomalies of type novelties in 3D? In RQ1 we considered whether anomalies of known classes can be mapped properly in 3D. In RQ2 we want to consider if anomalies of the type of novelties can be mapped properly in 3D. For the analysis, we consider the pseudo-lidar results quantitatively and qualitatively. For the quantitative analysis, we work with Bayesian Neural Network (BNN) and measure the uncertainty of the pseudo-lidar estimate at both anomaly and non-anomaly pixels and compare these uncertainties with each other. In the qualitative analysis, we look at the 3D point clouds predicted by the pseudo-lidar and analyze how well the mapping worked for anomalies. Since we are now analyzing how novelties are mapped in 3D, we consider special anomaly datasets that contain anomalies of type novelties. For two real world anomaly datasets the quantitative analysis is performed and for one of them additionally the qualitative analysis. For one anomaly dataset based on augmented data, both the qualitative and the quantitative analysis are performed.

**RQ3:** Is it possible with a flow estimation approach, based on pseudo-lidar data, to find anomalies of dynamic classes? The third research question deals with whether the prediction of the pseudo-lidar is suitable to make flow estimation on it. If this were possible, a flow-based anomaly detection approach could be implemented using a pseudo-lidar. Flow based approaches require accurate 3D point clouds from successive points in time. Today’s flow based approaches are distance based [73] [49]. Therefore, it must be found out whether the pseudo-lidar applied on successive images provides 3D point clouds on which flow estimation is possible. For this, we consider whether the pseudo-lidar outputs consistent estimates over time.
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3.1 RQ1: Is There a Dissimilarity Between Point Clouds Generated by Pseudo-Lidar and Those Captured by Lidar for Anomalies, and Are These Dissimilarities an Indicator of an Anomaly?

The aim of RQ1 is to find out whether anomalies due to unknown pattern can be properly mapped by a pseudo-lidar in 3D or whether the deviations of lidar and pseudo-lidar are an indicator for anomalies.

In order to answer the research question, we need to analyze at least two things. First, we need to distinguish between anomalies and non-anomalies on a dataset. In the absence of a multimodal anomaly dataset, a dataset-specific approach to the methodology had to be adopted. Second, we need to determine for each instance how well it is mapped in 3D by the pseudo-lidar. For this, we compare an 3D point cloud of the environment captured by a lidar with the prediction of a pseudo-lidar.

3.1.1 Dataset Requirements

The point clouds generated by the pseudo-lidar can be compared with point clouds physically captured by a lidar. For this, one needs a dataset that has 3D point clouds recorded by a lidar synchronously with image data. In addition, we need to know where anomalies are in 2D and 3D. So we can see how well these are mapped in 3D. Furthermore, for non-anomalies we need a segmentation, in 2D and 3D, so that we can make comparisons between anomalies and non-anomalies. If we cannot find an anomaly dataset that provides the multimodal data and labels for anomalies and not anomalies in 2D and 3D, we can proceed as follows. For such cases, we need a dataset that contains 2D instance segmentation masks for the images of the dataset. With this, we can determine if an instance is an anomaly. In order to evaluate the performance of the pseudo-lidar instance by instance, we also need an instance segmentation ground truth in 3D of the lidar point clouds. For these instance masks in 2D and 3D, it must be true that for the same instances the same instance IDs have been assigned. We can only then compare anomalies in 2D with how accurate a pseudo-lidar predicts its surroundings instance by instance. In addition to these hard criteria, it seems to be useful to choose a dataset whose publication is one of the most cited. This is because for those datasets, probably more neural networks are pre-trained and hyperparametrically optimized. Therefore, they can also be used to better select the best neural networks for specific tasks. Besides, there should be enough data with labels for both 2D and 3D instance segmentation to evaluate the research question. If there are only a few labels in a modality, it is difficult to make a valid statement about the research question with this data.

3.1.2 Dataset Selection

There is no multimodal anomaly detection dataset that includes instance labels for both 3D point clouds and images [74]. Therefore, we are looking for a dataset that satisfies the properties we presented in section 3.1.1. There are at least 22 datasets containing lidar and image data according to ad-datasets [74]. The KITTI dataset [62] is the most cited under these 22 datasets autonomous
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A driving dataset containing lidar and image data [74]. In second place in terms of the number of citations are nuScenes [28] and nuImages [28]. The nuImages dataset contains 2D instance masks and the nuScenes dataset contains 3D bounding boxes. For the nuScenes point clouds, paoptic labels for each point are provided by the nuScenes-lidarseg dataset [75]. However, the problem is nuScenes and nuImages are disjoint [76], i.e. they do not contain corresponding lidar and image data. Since they do not contain synchronous image and point cloud labels, they are not suitable for answering the research question. In fourth place, in terms of most citations, is the Oxford Robot Car dataset [77]. Since it does not contain any labels [24], it does not meet our criteria and was not selected. The next most cited dataset is the Waymo Open Perception dataset [78]. It contains instance labels in 2D and bounding boxes in 3D. For the annotation of objects, bounding boxes are less suitable than point labels because bounding boxes can also contain points that do not belong to the object. Therefore, this dataset was not considered. Now we look at the KITTI dataset and whether it is suitable to answer RQ1. KITTI does not contain any instance labels for the point clouds. But in addition to the KITTI dataset, there is also the SemanticKITTI dataset [79] which provides panoptic labels for all KITTI point clouds. Since panoptic segmentation includes both instance segmentation and semantic segmentation, it fulfills the purpose of instance segmentation. KITTI also includes a monocular depth estimation benchmark that means that pseudo-lidars are trained and optimized on the KITTI dataset. Furthermore, it contains instance segmented images. However, of the 6 hours of trips, only 200 images are training examples and 200 images test examples for instance segmentation [61]. Hence, it is not well suited for the evaluation of the first research question. The KITTI dataset is not considered in the following because it only contains 200 images of ground truth 2D instance segmentations. A similar dataset is KITTI-360 [79]. The KITTI-360 dataset was taken with a very similar sensor setup in the same environment as the KITTI dataset. Since KITTI has pre-trained and hyperparametric optimized approaches for pseudo-lidar and other tasks, these models can also be used on KITTI-360. It contains synchronized lidar point clouds and images. It has point clouds panoptically segmented and resulting transformed 2D panoptic labels. In addition, due to the transformed labels from 3D to 2D, the instance IDs are the same. Therefore, KITTI-360 is considered and suitable for the evaluation of this research question. The methodology used to answer RQ1 had to be dataset specific because no multimodal anomaly dataset is available. Therefore, it has to be defined what an anomaly is in a dataset that does not contain anomaly labels. It is also outlined how the pseudo-lidar can be compared to the lidar per instance.

3.1.2.1 Recovery of Panoptic Labels

In order to compare the pseudo-lidar performance instance by instance for each time point in KITTI-360, we need instance labels for the point clouds. The panoptic and motion labels are not available for each point in the point cloud. Instead a fused point cloud contains labels. A total of 9.58 billion raw points were sampled, down to 835 million points. Hence, from the 835 million fused point clouds that have been labeled, we need to recover the labels for the raw points.
Therefore, an already existing recovery script for KITTI-360 was extended \[80\]. The script was changed similarly to Finn \[81\] but instead of mapping semantic labels to the raw points, instance labels were mapped to the raw points. The fused points are in the world coordinate system. The raw points taken by the Velodyne at each point in time first have to be transformed from the Velodyne coordinates to the world coordinate system so that both the fused and raw points are in the same coordinate system. For this purpose, transformation matrices of the KITTI-360 dataset were used. However, since these were not published for scans where the speed fell below a threshold, the labels cannot be recovered for these points in time. Out of 81,106 scans, 64,640 could finally be recovered.

For each raw point, the nearest neighbor in the fused points is searched and if this is not greater than 0.5 meters away, the instance label of the nearest fused point is given to the raw point. If there is no fused point within 0.5 meters, the raw point is labeled as "unlabeled". In total, 9% of the points were labeled as "unlabeled" and the scans that have no poses were not considered in the following. A total of 6.95 billion points are considered.

### 3.1.3 Approach

To answer RQ1, two things must be present. For one thing, one has to compare the point clouds of pseudo-lidar and lidar for each instance. And one needs to know for each object whether it is an anomaly or not

#### 3.1.3.1 Instance-Wise Comparison of Lidar and Pseudo-Lidar

The process required to compare pseudo-lidar and lidar point clouds is illustrated in figure 3.1.

![Figure 3.1: Steps required to do instance-wise comparison of lidar and pseudo-lidar.](image)

To compare point clouds instance wise, we need to know which points belong to each instance in the lidar and pseudo-lidar point clouds. The first thing we do is to estimate the 3D environment with AdaBins. To find out how much pseudo-lidar deviates from lidar for an instance, we must find out which points in lidar and pseudo-lidar belong to an instance. For the pseudo-lidar there
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is no information for each point to which instance it belongs. One cannot simply select the same number of points in the pseudo-lidar as they were selected in the lidar because the pseudo-lidar has a higher density than the lidar. This approach would result in too few points being selected in the pseudo-lidar. But we know how many points in the pseudo-lidar belong to an instance because we have a 2D instance segmentation. Therefore, we can first take the points that belong to the instance in lidar. With these points, we can determine the centroid. We can use the centroid and select the k-nearest points to the centroid in the pseudo-lidar, with k being the number of pixels in the instance segmentation that belong to the instance. Once the corresponding points in pseudo-lidar and lidar have been found for each instance, the chamfer distance is used as a distance measure to evaluate the performance of pseudo-lidar instance by instance. A large distance means that the pseudo-lidar performs worse compared to the ground truth lidar data, while a small distance means better performance in comparison.

3.1.3.2 Anomaly Classification

As already mentioned, we do not have anomaly labels in KITTI-360, so we have to define anomalies ourselves. An anomaly in our sense is given, if there is a non-predictable relevant object/class in relevant location [13]. Therefore, we consider exactly those instances as anomalies that were not detected by an instance segmentation model. For this task, we used the panoptic segmentation model SWideRNet-(1,1,4.5), which we presented in section 2.9, trained on the Cityscapes dataset.

Determining a Confidence Threshold

KITTI-360 provides transformed instance segmentation from 3D to 2D, and they provide a confidence that the transformation created a correct segmentation ground truth in 2D [82]. The transformation works with Conditional Random Fields. The transformation is performed from the globally labeled point clouds, which is composed of all frames. This is transformed into the images and the labels of the points are transferred to the pixels. Lidar does not have as dense data as a camera, so there is not a corresponding point captured for every pixel. Therefore, it can happen that points are transformed to 2D from another point in time that are actually obscured at this point in time. Since the ground truth does not have to be correct, a confidence is added to each pixel indicating whether the ground truth is correct. Low confidence pixels should not be considered because they can provide false ground truth. For such pixels, the model could make a correct prediction, but the evaluation would consider them as a wrong prediction because the ground truth is wrong. Therefore, we do not use the IoU as a metric but introduce a new metric, namely the Confidence-based Intersection Over Union (cIoU). The cIoU is defined in equation (3.1c) for each ground truth instance i. For a pixel at position (x,y), the confidence is given as C_{x,y}, the ground truth as GT_{x,y}, and the prediction of the instance segmentation model as P_{x,y}. In both the union and the intersection, it considers only pixels that are confident. The segmentation ground of a pixel is confident if its confidence level exceeds a threshold. For these points, the intersection, and union
for each instance is now considered. Finally, the cIoU is defined as the division of both.

\[
\text{Intersection}_{i}^{\text{confident}} = \sum_{(x,y) \in \text{Pixels}} 1_{C_{x,y} > \tau} \cdot 1_{\{\mathbb{G}T_{x,y} \cap P_{x,y} \cap i\}} \quad [3.1a]
\]

\[
\text{Union}_{i}^{\text{confident}} = \sum_{(x,y) \in \text{Pixels}} 1_{C_{x,y} > \tau} \cdot 1_{(\mathbb{G}T_{x,y} \cap i) \cup (P_{x,y} \cap i)} \quad [3.1b]
\]

\[
cIoU_{i}^{\text{confident}} = \frac{\text{Intersection}_{i}^{\text{confident}}}{\text{Union}_{i}^{\text{confident}}} \quad [3.1c]
\]

The confidence threshold \(\tau\) must be well chosen. If it is too low, many wrongly segmented GT pixels will be included. This can lead to correctly segmented instances being considered as misclassified. At the other end of the spectrum, a threshold that is too high means that only very few pixels and thus very few parts of the image are taken into account. This could mean that some anomalies are not considered at all in the analysis of the first research question. Additionally, if the threshold is too high, the instance segmentation network may have segmented the instance correctly, but most of the pixels that were segmented correctly were filtered out because of the threshold. Therefore, there is a stronger case for a threshold of 80%.

To determine a suitable confidence threshold, the confidence distribution of the 15,460,208,640 pixels of KITTI-360 were analyzed. Since these confidence values are encoded with 16 bit, they make up a total of over 30 GB Random-Access Memory (RAM). Therefore, a frequency count was first made of all values in order to reduce the RAM requirement. It was then analyzed how different confidence thresholds influence the number of pixels considered. The results can be seen in table 3.1. A threshold of 90% is not preferred, as almost 1/3 of the points are not taken into account.

What seems additionally interesting when choosing a confidence threshold is to look at the Mean Confidence-based Intersection Over Union (mcIoU). This is determined by the average cIoU over all instances. If this drops significantly at a certain \(\tau\), this could be an indicator that the ground truth transformation from 3D to 2D has led to a false ground truth mask for many pixels that are considered confident. A higher \(\tau\) would possibly reduce this problem, as fewer pixels of the wrong segmentation mask would be included. The table 3.1 shows the mcIoU for different \(\tau\) as well as the cIoU for different classes. As you can see, the higher the threshold, the better the segmentation result. The rider class has the highest variance for the different confidence thresholds in terms of cIoU. One can see how much the cIoU\textsuperscript{rider} deviates for the different thresholds in table 3.1. Overall, it was shown that the threshold \(\tau\) has an influence on the cIoU and an influence on the considered pixels. The threshold \(\tau = 90\%\) was excluded because only about 2/3 of the image are considered with it. Furthermore, \(\tau = 70\%\) was excluded because it is likely to include mislabeled points, since the mcIoU as well as the cIoU are strongly reduced for many classes. Therefore, in the following, the threshold of \(\tau = 80\%\) will be chosen.

Specification of When an Instance Was Detected
3.1 **RQ1**: Is There a Dissimilarity Between Point Clouds Generated by Pseudo-Lidar and Those Captured by Lidar for Anomalies, and Are These Dissimilarities an Indicator of an Anomaly?

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( p\text{IoU} )</th>
<th>( c\text{IoU}_{\text{car}} )</th>
<th>( c\text{IoU}_{\text{rider}} )</th>
<th>considered pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>44.01</td>
<td>76.07</td>
<td>53.75</td>
<td>90.85</td>
</tr>
<tr>
<td>80</td>
<td>45.87</td>
<td>78.86</td>
<td>58.40</td>
<td>83.52</td>
</tr>
<tr>
<td>90</td>
<td>48.09</td>
<td>82.45</td>
<td>63.20</td>
<td>67.18</td>
</tr>
</tbody>
</table>

Table 3.1: IoU analysis for different confidence thresholds \( \tau \). Additionally considered pixels for different confidence thresholds.

Whether an instance is segmented correctly or not can be defined via the IoU. For this one defines a threshold and if the IoU exceeds this threshold then an instance is considered to be segmented correctly. Since our ground truth has a confidence and is not always correct, we take the cIoU instead of the IoU. The higher you set it, the more instances are considered anomalies. The lower you set it, the fewer instances will be considered anomalies. In figure 3.2 you can see how a segmentation looks like at certain cIoU values. This makes it easier to understand how the cIoU affects what is considered an anomaly and what is considered not an anomaly. The Cityscapes benchmark has an Average Precision With 50% IoU Threshold (AP50) metric that it publishes for each submission [25]. An instance is considered correctly classified if the IoU is 50%. This work is oriented towards this threshold, i.e., the cIoU threshold is set to 50% as in [25].

### Different Viewing Angles for Lidar and Camera

A camera takes pictures from a single point of view. In contrast, the lidar of KITTI-360 captures the 3D point cloud spherically as the lidar rotates 360°. Therefore, instances that were recorded in 3D at a time \( t \) were not necessarily recorded by the camera. There are also instances that occur at a time \( t \) in the camera instance map but not in the 3D point cloud instance map. This can result from two reasons. First, the camera image has a higher density than a lidar and therefore instances can occur in the camera image that do not occur in the lidar point cloud. Second, labels of points can be incorrectly transformed into 2D and the points can actually be hidden at that point in time. This means that instances can occur in 2D that do not have a corresponding point in 3D at this point in time. In the following sequence 0005 at timepoint 10767 is analyzed to show what an influence the different labels in 3D and 2D have. At this time, four instances were not in 3D, but labeled in 2D. However, these four only cover 23 pixels. Since the instances that are in 2D but not in 3D are small instances, it is assumed that they have no corresponding points in the lidar. Therefore, these instances are not considered in the following analysis. The instances that are in 3D but not in 2D cannot be considered because the 3D point clouds are 360° and the camera has a smaller angle of view. Hence, one can ignore the instances that occur in 3D but not in 2D. Additionally, it was shown above that the labels that appear in 2D but not in 3D are negligible. In summary, it was shown that one should only consider the points and pixels of instances that occur in both 2D and 3D.


(a) The concrete mixer has a $\text{cIoU}=30.01\%$. Sequence 0002 at timepoint 11290 of KITTI-360 [82].

(b) Garbage man has a $\text{cIoU}=50.65\%$. Sequence 0004 at timepoint 6576 of KITTI-360 [82].

(c) Motorcycle has a $\text{cIoU}=70.89\%$. Sequence 0000 at timepoint 6901 of KITTI-360 [82].

Figure 3.2: Illustration of different instances with associated panoptic segmentation maps predicted by SWideRNet-(1,1,4.5) and associated $\text{cIoU}$ values.
3.2 RQ2: Is a Pseudo-Lidar Capable of Mapping Anomalies of Type Novelties in 3D?

At the beginning of this work, the question was asked whether the depth can be estimated for anomalies of type novelties. In the following, both a quantitative and a qualitative analysis will be carried out to answer this question. Figure 3.3 illustrates which steps are taken to answer RQ2. First, a quantitative analysis is carried out using the uncertainty estimation method of Monte Carlo Dropout. This is followed by a qualitative analysis that evaluates how well the mapping works for anomalies.

3.2.1 Dataset Requirements

Datasets used to answer RQ2 must contain anomalies that are novelties. Novelties are in the following objects that can not be assigned to classes of cityscapes. Since we want to consider the capability of a pseudo-lidar to map novelties in 3D. In order to quantitatively evaluate the uncertainty of the PseudoLiDAR, we need 2D instance labels to see how uncertain the depth estimate is for anomalies and non-anomalies. The same anomaly masks are needed to visualize the anomalies in the pseudo-lidar point cloud for a qualitative analysis. The optimum would be an anomaly dataset that is multimodal and contains 3D labels for anomalies and non-anomalies.

3.2.2 Dataset Selection

As already explained in section 2.2 there is no multimodal anomaly dataset. Therefore, image-based anomaly datasets are selected in the following. Fishyscapes was chosen as an augmented...
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3.1 Anomaly Detection Dataset

The FishyScapes dataset [22] contains anomalies that are objects with no correspondence to a Cityscapes class and provides pixel-wise segmentation of anomalies. Therefore, the dataset is suitable for evaluating the research question. The 30 images of FishyScapes Static, introduced in section 2.2, that contain augmented anomalies were used in the following. FishyScapes is based on Cityscapes and inserts cut-out instances into it. Motion blur and depth blur are applied, as well as color matching of the pasted object to the image color schemes [22]. The FishyScapes datasets divides the images into three regions. The regions are in-distribution for parts that correspond to Cityscapes classes [25]. void is used as label for regions that do not belong to a Cityscapes class, and anomaly for the anomalies. Void regions in Cityscapes are things like garbage bags that can be somewhere else the next day or your own vehicle [25]. Both the RoadObstacle21 dataset [30] and the Lost and Found dataset [23] contain anomalies that cannot be assigned to Cityscapes classes and offer pixel-by-pixel annotations to the images whether a pixel belongs to an anomaly or not. Therefore, they are suitable for answering our research question. The CODA benchmark [26] is not suitable in our sense because it does not provide pixel-wise annotations but bounding box based ones. Other anomaly detection datasets were not considered for the reasons explained in section 2.2, because they consider anomalies that do not fit to our anomaly definition. Therefore, the RoadObstacle21 dataset [30] and the Lost and Found [23] dataset were selected as real world anomaly datasets. The RoadObstacle21 dataset is part of the SegmentMeIfYouCan anomaly benchmark [30]. It consists of images of roads with objects like toys on them. These objects are the anomalies of the dataset. The dataset consists of the images and, corresponding segmentation masks. The segmentation masks divide the images into three parts. The three categories are anomaly, not anomaly and void. Void is a region that does not correspond to a Cityscapes class and is not an anomaly. The 30 training examples were recorded with an iPhone 12 mini. The third dataset considered is the Lost and Found dataset [23]. This resembles the RoadObstacle21 dataset. It also consists of small obstacles lying on the road. It has the same labels as the FishyScapes dataset.

3.2.3 Quantitative Analysis

The three datasets provide segmentation masks and image data. No ground truth 3D data is provided. Hence, it is difficult to quantitatively assess whether the depth estimate of a pseudo-lidar is correct. However, an uncertainty-based approach is suitable for quantitatively assessing the research question. Therefore, the pseudo-lidar AdaBins is used and Monte Carlo Dropout is applied. Monte Carlo Dropout is used to find out the uncertainty of a model, i.e., the epistemic uncertainty. $k$ forward passes are executed with dropout activated. The average variance of each pixel belonging to a class then gives the uncertainty of the model for that class. In our case, we now calculate the average uncertainty across all images and for each class, i.e., anomaly, not anomaly and void, to find out how uncertain the model is when estimating the depth.
3.2.4 Qualitative Analysis

In addition to the quantitative analysis, a qualitative analysis is also carried out. For the qualitative analysis, one needs the intrinsic camera coordinates to transform the estimated depth image into 3D. In this, the 30 images from RoadObstacle21 that have segmentations are depth-estimated with AdaBins and then the depth estimated 3D point cloud is analyzed for plausibility. The anomaly objects are checked to see if they have been mapped well in 3D. For this, the point cloud is color coded in two ways. On the one hand, a color coding is used which codes the height so that one can see whether an anomaly stands out from the road, for example. On the other hand, a color coding is used that marks in orange which areas are anomalies and the rest is then color coded according to the depth. One is the use of color coding that encodes elevation so that you can see if an anomaly stands out from the road, for example. For the transformation of the estimated depth image into a 3D point cloud, the intrinsic camera matrix of the iPhone12 mini is used. This was determined from the focal length in mm and the pixel width in micrometers. Furthermore, Fishyscapes is analyzed qualitatively as an augmented dataset. Therefore, the depth for Fishyscapes is estimated, and the depth map is transformed into 3D. It is then also checked for plausibility. The qualitative results are then compared to the ones for the Obstacle21 dataset.

3.3 RQ3: Is It Possible With a Flow Estimation Approach, Based on Pseudo-Lidar Data, to Find Anomalies of Dynamic Classes?

The idea behind our theoretical flow-based anomaly detection approach is whether it is possible to use a contradiction between a panoptic segmentation model in 2D and a flow-based model in 3D to find anomalies. In order to find a contradiction between 3D points and 2D pixels, we need a 1:1 mapping from pixels to points. This is made possible by a pseudo-lidar.

![Diagram](image)

**Figure 3.4:** Theoretical approach to anomaly detection using a contradiction between motion segmentation in 3D and panoptic segmentation in 2D. For this purpose, an image is mapped in 3D by a pseudo-lidar. The dynamic points are then selected with the help of motion segmentation. These are then clustered by flow into moving objects. Then it is compared whether the pixels belonging to a moving object are segmented by the panoptic segmentation as something that can move. If not there is a contradiction and an anomaly is predicted.

The following approach is illustrated in figure 3.4. First, AdaBins is used to obtain a 3D point cloud for a corresponding image. The input for the flow estimation are two consecutive point clouds. Therefore, in our case, two consecutive images \( image_t \) and \( image_{t+1} \) of timepoints \( t \) and \( t+1 \) are used to estimate the scene flow. The scene flow is then used to select dynamic points. These dynamic points are then clustered by the flow vector. The resulting clusters are then compared to the panoptic segmentation to see if they are moving objects. If not, an anomaly is predicted.
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$t + 1$ are mapped into two point clouds $Pseudo_t$ and $Pseudo_{t+1}$ in 3D by a pseudo-lidar. These two generated point clouds serve as input into a flow estimation and motion segmentation model. The motion segmentation predicts for each point in $Pseudo_t$ if it is static or dynamic. Dynamic means that the point moves, static means that it does not move. The flow estimation indicates how each point in $Pseudo_t$ moves from $t$ to time $t + 1$. One can either use a motion segmentation model to classify the points as static or dynamic, or one can classify a point as dynamic if the closest point in the following point cloud exceeds a certain distance, and otherwise classify the point as static. The dynamic points are then clustered by flow. Finally, the clusters are compared to an instance segmentation prediction.

The contradiction that can be used for anomaly detection looks as follows. If the pixels belonging to a dynamic cluster in 3D are segmented as a non-movable class by the instance segmentation, then the pixels in the image are output as anomalies. In this area, on the one hand the instance segmentation network says there is an immobile class there and on the other hand the motion segmentation model says something is moving there. That is a contradiction.

Current flow estimation models use nearest neighbor distances to predict flow [73] [83]. Therefore, a flow-based approach on pseudo-lidar point clouds is only suitable if they are consistently predicted through time. That is, if the pseudo-lidar predicts successive point clouds inconsistent through time, no flow-based anomaly detection approach is appropriate for pseudo-lidar point clouds.

3.3.1 Dataset Requirements

For flow based anomaly detection on the data of a pseudo-lidar we need a dataset that has both images and instance masks for them. In addition, this data must be available for successive points in time. Without the instance masks, we cannot judge how consistent the depth estimation is through time and therefore whether a flow based approach is suitable. In addition, as already described in section 3.1, instance masks allow us to obtain anomaly ground truth. In order to assess the consistency of two consecutive pseudo-lidar point clouds, we also need a way to remove the ego motion. Transformation matrices are suitable for this purpose. Furthermore, it is of great importance to be able to judge independently how the consistency through time behaves for static and dynamic objects. If the pseudo-lidar gives larger changes through time for dynamic instances than for static ones, it seems suitable to use distance based flow estimation models on the data. Therefore, we need a dataset with motion labels that classify each instance as static or dynamic. In summary, the dataset must include: images with 2D instance labels, corresponding movement labels and data for ego motion removal. In the following, various datasets are examined to see whether they are suitable for this research question.

3.3.2 Dataset Selection

The Fishyscapes [22] anomaly detection benchmark is based on Cityscapes [25] and consequently includes pixel-wise instance labels. However, the instances as well as the inserted anomalies from Fishyscapes are not motion segmented. Therefore, one does not know whether an instance
is static or dynamic. Although ego-motion data is available from the vehicle to remove ego-motion between consecutive pseudo-lidar point clouds in Cityscapes, Fishyscapes does not provide anomalies for subsequent images. Hence, one cannot examine two consecutive point clouds for consistency in the pseudo-lidar and flow estimation.

RoadObstacle21 and Lost and Found are not suitable because neither have motion segmentation labels. The anomalies they show are from static objects. Therefore, the flow-based approach presented here cannot find any anomalies on them. Furthermore, there are no instance labels to analyze the consistency of the pseudo-lidar through time.

The KITTI-Scene Flow Evaluation 2015 dataset contains motion segmentation labels and scene flow labels [84] [85]. The labeling was semi-automatic. The 200 training images from the dataset correspond to the 200 training images from the KITTI Semantic Instance Segmentation Benchmark [86]. Transformation matrices to eliminate the ego-motion are also available. Thus, the combined use of both datasets fulfills our requirements for 2D instance labels, corresponding movement labels and data for ego motion removal.

The second candidate is KITTI-360. It contains recovered panoptic 2D labels, which also contain instance labels. Motion labels are not available for 2D, but for the 3D points. Since the 3D points have the same instance labels as the 2D panoptic labels, we can use the 3D motion labels to have a motion segmentation ground truth for each instance in 2D. KITTI-360 also provides transformation matrices for the removal of the ego-motion. Therefore, KITTI-360 meets all the requirements for this research question.

In the following, RQ3 was analyzed on KITTI-360 because it comprises over 60,000 time points in contrast to Kitti-Scene Flow with 200 time points, which comprises significantly fewer time points. This means that with KITTI-360, a more valid statement can be made about flow-based anomaly detection.

3.3.3 How to Evaluate Pseudo-Lidar Consistency Through Time

To evaluate how consistent the pseudo-lidar is through time, we need to bring each pair of two consecutive pseudo-lidar point clouds into the same coordinate system. Then we can compare the two point clouds for consistency by comparing the pseudo-lidar and lidar point cloud by the chamfer distance for each instance. For static instances the chamfer distance should be small and for dynamic instances the distance should reflect the motion that each instance has moved between \( t \) and \( t + 1 \). The pseudo-lidar is therefore not consistent through time if the chamfer distance is high for instances that are static. Instances that appear in the first point cloud and have disappeared in the second one are not considered in the following. For these, no consistency comparison is possible.

The following explanation of the transformation of the pseudo-lidar point cloud \( \text{Pseudo}_t \) to the camera coordinates at \( t + 1 \) is visualized in figure 3.5. \( \text{Pseudo}_t \) is the estimated point cloud from the image of camera at time \( t \). Therefore, this point cloud is in the camera coordinate system at time \( t \). The goal is now to compare this point cloud to the \( \text{Pseudo}_{t+1} \) point cloud. \( \text{Pseudo}_{t+1} \) is in the camera coordinate system at time \( t + 1 \). So we transform \( \text{Pseudo}_t \) in the camera coordinate
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Figure 3.5: Visualization of the transformation of the pseudo-lidar point cloud $Pseudo_t$ from camera coordinate system of $t$ in the camera coordinate system of $t + 1$. Additional visualization of the pseudo-lidar point cloud from timepoint $t + 1$.

To achieve this, $Pseudo_t$ is transformed to world coordinates and then back to the camera coordinate system of camera at time $t + 1$. The mathematical formulation of this transformation is given in equation (3.2). Since we only have transformations given from the world coordinates to the camera coordinates in KITTI-360, we need to invert the transformations from camera to world in order to obtain a transformation from the world to the camera coordinate system at each point in time.

\[(CamToWorld_{T+1})^{-1} \ast CamToWorld_T \ast Pseudo_t\]  \[3.2\]

3.3.4 Ground Removal

We remove the ground first because self-supervised scene flow models like SLIM [73] and Flow-Step3D [83] require a point cloud as input without ground.

Figure 3.6: Visualization of the areas that GndNet segmented as the ground on the pseudo-lidar point cloud. Segmented ground is colored as purple. Considered is KITTI-360 [82] sequence 0005 and time point 752.

For ground removal, you can use GndNet [87], a neural network. GndNet was chosen because
a good reference implementation of this model was available. GndNet, however, is trained on lidar and does not work as well on pseudo-lidar as can be seen in figure 3.6. When viewing the PseudoLiDAR point clouds in 3D, it became clear that the PseudoLiDAR depicts the road as somewhat uneven, even though it is actually flat. We suspect that this is the reason why GndNet has difficulties to remove the ground in PseudoLiDAR point clouds. A different approach towards ground removal would be to cut off everything below a certain height \[73\]. Since the KITTI-360 cameras are tilted downward, cutting anything below a threshold is not practical because either you cut away too much at the front or the ground is not removed at the back. Instead, one could cut off below a height depending on the distance. Since this is not optimal for the evaluation, we consider another way that is possible on KITTI-360. Ground removal can be carried out using the semantic road mask in 2D of KITTI-360. Since pseudo-lidar has a 1:1 reference between pixel and point, the corresponding points representing a road can be cut out.
4 Evaluation

For RQ1, we will first evaluate if pseudo-lidar performance correlates with instance segmentation performance and whether a deviation between lidar and pseudo-lidar is an indicator for an anomaly. Since the KITTI-360 dataset is not a specific anomaly dataset, we will consider anomalies which are not novelties. According to our anomaly definition, not only unseen patterns count as anomalies, but also new unknown classes. Therefore, we investigate in RQ2, using specific anomaly datasets that contain novelties, whether a pseudo-lidar can map anomalies to 3D. For this purpose, a quantitative and qualitative data analysis is performed. Lastly, RQ3 analyzes whether scene flow based anomaly detection based on a pseudo-lidar is possible. For this, we evaluate if it is possible with today’s approaches to do flow estimation on pseudo-lidar data instead of the commonly used lidar data.

4.1 RQ1: Is There a Dissimilarity Between Point Clouds Generated by Pseudo-Lidar and Those Captured by Lidar for Anomalies, and Are These Dissimilarities an Indicator of an Anomaly?

In the following, we will evaluate how the dissimilarity between point clouds generated by pseudo-lidar and those captured by lidar is related to anomalies due to unknown patterns. For this, an instance in 2D was defined as an anomaly if the $cIoU$ does not exceed a threshold. This instance segmentation performance should be put in relation to the pseudo-lidar performance. The pseudo-lidar performance was defined as the instance-wise chamfer distance, equation (2.2), at a timepoint for each instance between pseudo-lidar and lidar. This means that the smaller the distance for an instance the better the pseudo-lidar performance and vice versa.

4.1.1 Configuration

The following experiments were carried out on the KITTI-360 dataset [82]. For the reasons described in section 2.8 we use AdaBins as the pseudo-lidar. As described in section 3.1.3.2 and, section 3.1.3.2 the confidence threshold was set to 80% and the $cIoU$ threshold to 50%.

4.1.2 Answering the Research Question

For the evaluation, the values of the chamfer distance for anomaly instances and non-anomaly instances are considered. If the chamfer distance is usually higher for anomalies than for non-anomalies, then one can see a correlation between anomalies and the pseudo-lidar performance. If the chamfer distances look very similar, no correlation can be found.
The boxplot of figure 4.1 shows in which areas the chamfer distance is situated for instances that are no anomalies and for instances that are anomalies. We see that the chamfer distance is larger for non-anomalies. The median chamfer distance for anomalies is 3.21 and for non-anomalies 3.77. The upper quantile is 5.97 for non-anomalies and 4.78 for anomalies, which is a significantly larger difference than both the median and the lower quantile. Therefore, there is a correlation that the chamfer distance is slightly lower for anomalies than for non-anomalies in KITTI-360. We expected the pseudo-lidar performance to be poor when the instance segmentation performance is poor. This did not prove to be true. It is shown that a dissimilarity between lidar and pseudo-lidar is not an indicator for an anomaly.

It should be taken into account that a pseudo-lidar has greater error at greater distances to the camera [55]. Therefore, we now additionally consider the distances of anomaly and non-anomaly instances. Figure 4.2 shows that on average, anomaly instances are further away from the camera than non-anomaly instances. The median of non-anomalies towards the distance to the camera is below the lower quantile of anomalies. This shows how substantially different the distances of anomaly and non-anomaly instances are in relation to the distance to the camera. It becomes apparent that the panoptic segmentation model has greater difficulties in segmenting more distant objects. However, it also shows that although pseudo-lidar has more difficulty estimating depth at greater distances [55], in our case anomaly instances are better mapped in 3D than non-anomaly instances.

The distance to the camera can not explain why anomalies are better mapped by pseudo-lidar than non-anomalies. The difference could be that different classes can be mapped differently well in 3D. But classes that can be mapped well in 3D are not the same classes that can be segmented well by the panoptic segmentation model. In order to analyze this, one can show the chamfer
4.2 RQ2: Is a Pseudo-Lidar Capable of Mapping Anomalies of Type Novelties in 3D?

Distance per class and the frequency of occurrence of that classes, both for anomalies and non-anomalies. The more frequently a class appears, the greater its influence on the outcome of the evaluation of this question is. Figure 4.3 illustrates this very point: the frequency of occurrence of instances and the chamfer distance for anomaly and non-anomaly instances. It can be seen that the class distribution is not equally distributed. There are many cars and many buildings and garages. This was to be expected, since KITTI-360 is captured on streets where there are many parked cars and houses with garages. On the one hand, one can see that the panoptic segmentation model has great difficulties with buildings and garages. On the other hand, cars are detected with a high cIoU by the panoptic segmentation model. Therefore, there are many cars that are non anomalies and many anomalies under buildings and garages. However, the chamfer distance of buildings and garages is lower from anomalies than the chamfer distance of cars from non-anomalies. This strongly influences the overall result that indicates anomalies are similar to slightly better mapped in 3D than non-anomalies. For anomalies and non-anomalies, the distances between pseudo-lidar and lidar are similar. This means that the dissimilarity between lidar and pseudo-lidar point clouds is not an indicator of anomalies.

4.2 RQ2: Is a Pseudo-Lidar Capable of Mapping Anomalies of Type Novelties in 3D?

RQ1 assessed the relationship between panoptic segmentation performance and pseudo-lidar performance. Since this was evaluated on the KITTI-360 dataset, it considered anomalies according to Heidecker [6] but not novelties, which are included in our anomaly term. This is because KITTI-360 is not a special anomaly dataset. Therefore, we now consider the pseudo-lidar performance on anomaly datasets that deal with novelties of our anomaly taxonomy. Since our panoptic seg-
Figure 4.3: Number of instances for each class and corresponding average chamfer distance for both anomalies and no anomalies. The box plot shows the frequency of occurrence and the line plot shows the average chamfer distance. The classes are sorted according to the frequency of occurrence.
mentation model is trained on Cityscapes classes, all instances that belong to classes that are not part of Cityscapes are novelties. The presented anomaly datasets contain toys, animals like dogs, as well as boxes that could have fallen from a truck onto a road. All these elements are not part of Cityscapes classes.

First, we consider whether a pseudo-lidar can map augmented instances in 3D. For this purpose, we perform a quantitative and qualitative analysis on the augmented anomaly dataset Fishyscapes \cite{22}.

In order to consider the performance on novelties and the performance on augmented datasets separately, we analyze a novelty-based dataset based on real data. When examining Fishyscapes on its own, we can’t be sure if there is uncertainty in mapping anomalies in 3D because of the augmentation of the data or because the instances are novelties. For this purpose, the two datasets Lost and Found and RoadObstacle21 are considered.

4.2.1 Augmented Dataset

The Fishyscapes Static dataset is considered first. It contains segmentation masks for anomalies for 20 images.

4.2.1.1 Quantitative Analysis

Fishyscapes is based on Cityscapes and for the datasets anomalies were augmented into Cityscapes scenes, there is no ground truth of depth data available for both datasets. Therefore, it is challenging to perform a quantitative analysis on it. As described in the methodology, it was decided to use Monte Carlo Dropout to consider the uncertainty for both the class anomaly and non anomaly. The measure we use for uncertainty is the average uncertainty over all uncertainties of a class. This means that we consider the uncertainty for each pixel of a class. For Monte Carlo Dropout, this is the variance of the different outputs of the forward passes at each pixel of the class. From all pixels of a class, we now take the average of these uncertainties and thus obtain an indicator for the uncertainty.

Figure 4.4 shows that the uncertainty is the lowest for anomalies. This is counterintuitive. We actually expected that the uncertainty is higher for anomalies because these were often not present in the training data of the pseudo-lidar. However, the average uncertainty does not show the distribution of uncertainties. It is possible that the median uncertainty is the highest for anomalies even though the arithmetic mean is lower for anomalies. If outliers in in-distribution and out-distribution classes make the uncertainty higher, then the mean could be higher for these classes than for anomalies. Therefore, we consider the distribution of the uncertainties for each class.

In figure 4.5 one sees that the distribution of uncertainties is very different between the different classes. For anomaly the lower-, upper quantile as well as the median is the lowest. This indicates that the anomaly class has the lowest uncertainties. The assumption that the average uncertainty of anomalies is higher than that of non-anomalies due to outliers has therefore not proved to be true. It confirms what the average uncertainty has shown, that the pseudo-lidar is most certain for anomalies compared to in-distribution and void. It is suspected that the model is overconfident for the anomaly regions and therefore makes an incorrect uncertainty estimate.
Figure 4.4: Average uncertainty of different classes on Fishyscapes Static.

Figure 4.5: Distribution of uncertainty from pseudo-lidar on Fishyscapes Static for in-distribution, anomaly and void regions.
4.2.1.2 Qualitative Analysis

For the qualitative analysis we have to consider each of the three spatial dimensions. At first we will evaluate how the pseudo-lidar mapped the anomalies in 3D from birds eye view. Figure 4.6 shows that the pseudo-lidar has difficulties in mapping the anomalies. It shows results for all publicly available Fishyscapes Static images. The instances are distributed very widely in the z-axis, although they should not have such a great depth. The first evaluation image, for example, has two inserted horses that should not extend so far along the z-axis. The third image contains three birds and the mapped anomalies cover several meters in depth. It is clear that the pseudo-lidar cannot map these augmented anomalies well in depth. In the following we will evaluate particular images of Fishyscapes and their corresponding point clouds.

![Figure 4.6: All Pseudo-Lidar point clouds of Fishyscapes evaluation images from birds eye view. Anomalies in orange. Color gradient for z-axis for non-anomaly points.](image-url)
The first finding is that in certain cases the pseudo-lidar is not able to predict the depth at all. This means that instead of mapping an object in 3D, what is presumably behind the object is mapped in 3D, here a street. We categorize anomalies mapped like this in 3D with background-mapped. This means that one cannot see the plasticity of the anomaly objects at all. For this insight, we will look at two examples from Fishyscapes Static, specifically images 11 and 18. As one can see in figure 4.7 the bird that is augmented into the dataset is not mapped in 3D at all. The reason for that could be that the bird that has to be mapped was augmented with color shifts before inserting and thereby the colors look quite similar to the color scheme of the ground. In general, it is quite an unrealistic insertion and barely visible at all. Another reason could be that the bird was not in the training samples of KITTI, on which AdaBins was trained. The network could not generalize enough to predict birds for two reasons. Either the dataset is not large enough, or the network does not have enough capacity to generalize sufficiently.

Fishyscapes Static image 18 shows another bird in another setting. It is also not mapped in 3D, as one can see in figure 4.8. Since the bird from the 18th image of Fishyscapes Static is more distinct in color from the background than the bird from the 11th image and yet it was not mapped in 3D, it is suspected, like stated before, that birds were not or not enough in the training data of AdaBins.

In the second step, we now look at another aspect that the qualitative analysis has brought to
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Figure 4.8: Qualitative analysis of Fishyscapes Static image 18.

(a) Fishyscapes Static image 18 [25][22].

(b) Pseudo-Lidar Fishyscapes Static image 18. Orange for anomaly.

(c) Pseudo-Lidar Fishyscapes Static image 18. Color gradient for visualizing height.

The anomalies of image 12 and 13 of Fishyscapes Static consist of dogs. Dogs are not part of a class of Cityscapes [25]. Thereby they are novelties in our sense and thus anomalies. One can see in figure 4.9c that the dog is way better mapped in 3D than the birds. The dog is plastic three-dimensional. In contrast to the birds where one does not see birds in any sense figure 4.8c.

To confirm this, we consider the 13th image of Fishyscapes Static. The dog inserted in this image is platically well visible in figure 4.10c. By human standards, he is a smaller dog than the dog in image 12. The dog is also mapped smaller in 3D by AdaBins. AdaBins was trained on KITTI. Dogs are an anomaly for Cityscapes because they are not labeled as a class. However, in the KITTI dataset used for training AdaBins they are found, for example, in sequence 0 at time 814. Therefore, they are not a novelty and thus not an anomaly for AdaBins but an anomaly for the panoptic segmentation model. Therefore it is assumed that novelties like birds can be mapped worse by AdaBins in 3D than dogs. We classify anomalies mapped like the 12th and 13th images as correctly mapped.

It must be said that for a pseudo-lidar the depth images on which it is trained do not have to be labeled manually. However, the instance masks and panoptic masks have to be laboriously labeled. Therefore, it can still be advantageous to use an AdaBins with pseudo-lidar to detect objects compared to a Panoptic Segmentation Model like SWideRNet, since the pseudo-lidar does not require manual labeling.

Lastly, we look at ambiguously mapped images where AdaBins has neither mapped nothing of the instance in 3D nor mapped an instance properly in 3D. For this, we look at image 1 from Fishyscapes Static. Figure 4.11a shows two augmented horses inserted into a Cityscapes image.
Figure 4.9: Qualitative analysis of Fishyscapes Static image 12.

Figure 4.10: Qualitative analysis of Fishyscapes Static image 13.
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One can see quite well in the image that the horses are blended into the image with alpha blending. The background is still visible through the horses. If you now look at the pseudo-lidar point cloud, you see that the legs of the horses are mapped in a place that is roughly correct, but towards the head the mapping goes far back. We think the horses are badly mapped in 3D because of the strong blending. The bus for example shines through the horse. Furthermore, horses seem to be unknown to the network. We refer to anomalies mapped as image 1 as ambiguously-mapped.

It has been shown that pseudo-lidar estimates of augmented anomalies can be divided into three categories. The first category is well-mapped for plausible mappings in 3D. The second category is background-mapped for objects that are not visible in 3D, but the model estimates what is behind the object in 3D. The third category is called ambiguously-mapped and means that the anomaly is partially plausible and partially poorly mapped in 3D which occurs for anomalies that are highly augmented. In order to estimate the influence of augmentation on depth estimation, two true anomaly datasets are considered in the following.
4.2.2 Non Augmented Anomaly Datasets

In the following, we will evaluate two real anomaly datasets quantitatively, namely RoadObstacle21 and Lost and Found. For RoadObstacle21 we further evaluate the depth predictions qualitatively. With this, we aim to find out why AdaBins is not able to predict the depth of several anomaly objects. Thereby, we want to find if augmentation caused the bad mapping or if it is because the instances are anomalies that are mapped.

4.2.2.1 Quantitative Analysis

One can see in figure 4.12 that the uncertainty of the depth for Lost and Found [23] is the highest for in-distribution pixels. Anomaly has the second highest uncertainty and void the lowest uncertainty. This means that even on the non-augmented Lost and Found dataset the uncertainty for anomalies is not the highest of the classes.

In RoadObstacle21 the uncertainty for street is higher than for anomaly as can be seen in figure 4.13. Thus, it is now shown on all three datasets that the AdaBins depth estimation network is not most uncertain for anomalies. For RoadObstacle21, interestingly, the road is the most unsafe region in the deep estimate. This is unexpected since roads have appeared a lot in the training of AdaBins. Perhaps it is due to a domain shift, since the topology of RoadObstacle21 was taken in Switzerland, which is very different from the environment in Karlsruhe. It can also be due to the different road surfaces or the different quality of the road in RoadObstacle21. There are also gravel roads in contrast to KITTI, where there are tarred roads.
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4.2.2.2 Qualitative Analysis

In qualitative analysis, we look at different things. We analyze if the three different aspects found in Fishyscapes are present in the depth estimation of RoadObstacle21. These are background-mapped, well-mapped and ambiguously-mapped.

First we determine if there are well-mapped anomalies in RoadObstacle21. As in Fishyscapes, there are also dogs as anomalies in RoadObstacle21. In figure 4.14a there is a dog sitting on the street. You can see in the pseudo-lidar generated point cloud in figure 4.11b that the dog is well mapped in 3D. Interestingly, there are ears sticking out of its head, although the dog in the image does not have ears sticking out. The presumption suggests that the pseudo-lidar has seen dogs with ears sticking out in KITTI and therefore is trained to map a dog into a dog with sticking out ears. Umbrellas, which also occur as anomalies, can sometimes be mapped well in 3D.

Now the background-mapped category of mapped anomalies is analyzed on RoadObstacle21. In figure 4.15a you can see a soccer ball which represents the anomaly of the image. In the point cloud, one can see that the soccer ball does not appear at all. The neural network simply continues the mapping of what is near the ball in the image, in this case the street. This means that the pseudo-lidar predicts in 3D what is probably behind the anomaly on the image. In all the pictures where the soccer ball appeared in RoadObstacle21 not the soccer ball but what was behind the ball was mapped in 3D. The soccer ball serves as an example for background-mapped anomalies in RoadObstacle21. Toys are mostly background-mapped in 3D. In rare cases something sticks out a little where the toy should be. The same is true for watering cans and trash cans.
4 Evaluation

(a) Image of RoadObstacle21 with dog as anomaly [30].

(b) Pseudo-Lidar of RoadObstacle21 with dog as anomaly. Orange for anomaly.

(c) Pseudo-Lidar of RoadObstacle21 with dog as anomaly. Color gradient for visualizing height.

Figure 4.14: Qualitative analysis of RoadObstacle21 image with dog as anomaly.
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Figure 4.15: Qualitative analysis of RoadObstacle21 image with a soccer ball as anomaly.

(a) Image of RoadObstacle21 with soccer ball as anomaly.

(b) Pseudo-Lidar of RoadObstacle21 with a soccer ball as anomaly. Orange for anomaly.

(c) Pseudo-Lidar of RoadObstacle21 with a soccer ball as anomaly. Color gradient for visualizing height.
The last category in which we categorized the mapping quality of anomalies are the ambiguously-mapped instances. In all 30 images of RoadObstacle21 that are available for evaluation, not a single anomaly was mapped ambiguously. An anomaly was either well mapped or not mapped at all. Whereas with background-mapped anomalies, the network simply mapped in 3D what is probably behind the anomaly. So if there is ground behind an anomaly from the camera’s perspective, the network has predicted the ground at the location of the anomaly.

In summary, both RoadObstacle21 and Fishyscapes cannot map unknown classes to 3D in the vast majority of cases. This means that an anomaly detection approach that works on point clouds generated from pseudo-lidar tend to fail for objects that are unknown to the pseudo-lidar. In Fishyscapes, the horses were predicted ambiguously and they are strongly augmented with alpha blending. It is assumed that the blending was responsible for the ambiguous prediction, since no instances were ambiguously mapped in RoadObstacle21. The quantitative analysis has shown that the network is very confident for areas where anomalies occur. The assumption is that the network is very overconfident. As shown in the qualitative analysis of fishyscapes, many instances are not well-mapped in 3D. Therefore, we assume that the uncertainty estimation for reasons of overconfidence did not show any significant deviations from anomalies to other classes.

4.3 RQ3: Is It Possible With a Flow Estimation Approach, Based on Pseudo-Lidar Data, to Find Anomalies of Dynamic Classes?

To evaluate if flow based anomaly detection is possible on pseudo-lidar point clouds, it has to be evaluated if flow estimation works on pseudo-lidar point clouds.

Modern approaches towards flow estimation are self-supervised. This allows you to benefit from large unlabeled datasets and saves expensive labeling. These state-of-the-art unsupervised approaches incorporate the k-Nearest Neighbor (kNN) loss as one of their main losses. The kNN loss work as follows. A model estimates the scene flow between two points in time. As input the model gets two consecutive point clouds between which it is to estimate the scene flow. The estimated flow is applied to the first point cloud, and then for each of these points, the nearest neighbor in the second point cloud is searched. The nearest neighbor distances of all these points now make up the loss. Thus, today’s flow estimation models can only be re-trained with pseudo-lidar data if the pseudo-lidar outputs consistent point clouds through time. This means that if one adjusts the own motion between two points in time then a model should give the same distances for the same points of an object. If the noise of the pseudo-lidar is too large, it is not possible to distinguish between static and dynamic instances using distance-based methods.

To compare the point clouds taken from camera coordinates at different times, the transformation from section 3.3.3 is applied. We remove the ground first as in section 3.3.4. First, we consider the deviations of the total point clouds after removal of the ground. Figure 4.16 shows that most of the deviations of the point clouds are in the range of less than one meter. More than 99.7% of time points have a deviation of less than 2 meters.

To facilitate the interpretation, one should additionally consider the time. The time between two recordings moves predominantly between 0.1043 and 0.1047 seconds. Therefore, in the following,
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the time interval is simplified with 0.1. With this time interval, one can now interpret this distance as the distance of the instance and thereby convert it into km/h. For this you must first halve the distance because it is the average distance from each point in point cloud A to the closest point in point cloud B and back. Then we convert this distance into km/h.

The figure 4.17 shows the distribution of average speeds of all timepoints in km/h. This means that for each point in time, the average speed of all points is determined. This is only an approximation because it is based on the kNN towards the next pseudo-lidar point cloud but with egomotion removed. It can be seen that the point cloud is very inconsistent through time, especially when considering that a large portion of the pixels in the image belong to static classes/instances.

Up to this point, we have considered only one distance per pair of consecutive point clouds to evaluate consistency over time. The problem is that outliers can make this value very large. Therefore, the next step is to determine the distances and velocities per instance. To do this, we cut out the corresponding parts of an instance from each point cloud. Only the chamfer distance between the instance point clouds are calculated. Additionally we show two plots: one for the distance of dynamic instances and one for the distance of static instances. In figure 4.18, you can see that the pseudo-lidar is also not consistent per instance through time. Interestingly, the dynamic instances have fewer deviations than the static ones. Although actually the static instances should be consistent and the dynamic instances should reflect their motion.

In figure 4.19, one sees that the static instances have a very high velocity according to the pseudo-lidar. Static and dynamic instances on pseudo-lidar point clouds cannot be distinguished from each other based on distance as one can see. Almost every static instance can be considered
Figure 4.17: Distribution of average speeds of instances km/h.

Figure 4.18: Evaluation of the movement of KITTI-360 instances through time with the chamfer distance.
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![Graph](image.png)

Figure 4.19: Evaluation of the movement of KITTI-360 instances through time in km/h.

dynamic with it. Whether the measured speed for static instances is too high is not decisive for whether flow estimation can be performed. Important is whether the measured velocity of static instances caused by the inconsistency is lower and well separable from that of dynamic instances. Since this is not the case, flow estimation based on the pseudo-lidar AdaBins cannot be made. The goal of RQ3 was to find out whether it is possible to do anomaly detection with a flow based approach on pseudo-lidar estimated point clouds. For this purpose we wanted to find out if pseudo-lidar estimated point clouds are suitable for flow estimation. Because the pseudo-lidar does not provide consistent enough point clouds through time, we cannot distinguish static and dynamic instances, so it is not possible to perform flow estimation on it.
4 Evaluation
5 Summary and Outlook

The focus of this contribution is to test if anomaly detection can be performed using pseudo-lidar point clouds and subsequent flow estimation. An anomaly can result primarily from the fact that an object is a novelty or that the pattern of the object has not been learned yet. Both cases were considered.

First, in RQ1, we analyzed if anomalies had higher deviations from lidar to pseudo-lidar than non-anomalies. Since there is no multimodal anomaly dataset, we had to work with another type of dataset. KITTI-360 was used, which has corresponding 3D point clouds and 2D images as well as corresponding instance labels. In KITTI-360, we defined anomalies as those instances that were not properly segmented in 2D. Then, for all instances in KITTI-360, the distance between pseudo-lidar and lidar was determined using the chamfer distance. Subsequently, it was analyzed whether this dissimilarity in the form of the chamfer distance is greater for anomalies than non-anomalies. In RQ1, it could be shown that the dissimilarity between the pseudo-lidar and the lidar data is quantitatively comparable for anomalies and non anomalies. As a result, we determined that the pseudo-lidar is capable to map anomalies that originate from an unknown pattern in 3D with similar performance as non-anomalies. Thus, the dissimilarity between lidar and pseudo-lidar is not suitable for detecting anomalies. It is important to note that for RQ1 the anomaly was defined by the instance segmentation performance. Only anomalies based on unseen patterns were found, and not novelties of unknown class. The challenge here is that an anomaly was defined over the IoU threshold and thus, depending on the threshold, more or fewer objects are considered an anomaly. One important caveat is that the pseudo-lidar was trained on KITTI while the instance segmentation model, in our case a panoptic segmentation model, was trained on Cityscapes. Therefore certain patterns may be unseen for the pseudo-lidar but seen for the panoptic segmentation model and vice versa. This may have influenced the result of RQ1.

For RQ2 it was analyzed whether anomalies of type novelty can be mapped in 3D. Since no multimodal anomaly dataset is available, this question could not be evaluated with ground truth. Therefore, Monte Carlo Dropout was used as uncertainty estimation method and the pseudo-lidar estimated point clouds were qualitatively analyzed. The result was that for Fishyscapes, RoadObstacle21 and Lost and Found the network is not most uncertain on anomaly regions. For Fishyscapes and Lost and Found, the network is more uncertain for areas that correspond to Cityscapes classes than for areas that are anomalies. On RoadObstacle21, the used network was more uncertain for road than for anomaly. Therefore, one can conclude that the quantitative analysis does not give any reliable information about anomalies. In the qualitative analysis, it was possible to divide the depth prediction results into three categories. Anomalies that were available in KITTI as depth maps were mostly well-mapped. Due to blending, some anomalies from Fishyscapes were mapped ambiguously in 3D. It is therefore likely that participation in the Fishyscapes benchmark will not
be successful with an approach based on pseudo-lidar predicted point clouds. Most interesting were the predictions of the net for classes that the net has never seen. Those anomalies were mostly not mapped in 3D at all, and the neural network simply predicted the background of the anomaly in those places. This was true for the augmented dataset Fishyscapes as well as for the real dataset RoadObstacle21. Therefore, it is also suspected that participation with a pseudo-lidar approach to anomaly detection will not be successful in the SegmentMeIfYouCan benchmark, which includes the RoadObstacle21 dataset. One might test the hypotheses that finding anomalies via pseudo-lidar is only possible if either the network has enough data to generalize or the anomaly classes are present in the training data from pseudo-lidar. Therefore, it can be concluded that the network is overconfident and therefore anomalies cannot be detected using the uncertainty estimation approach with Bayesian Neural Networks. Finally, the qualitative analysis showed that the results of the quantitative analysis were dominated by overconfidence. The network mostly did not get the anomaly mapped in 3D and still the uncertainty for anomaly was not higher than for the other regions that were mapped correctly in 3D.

In RQ3, it was analyzed whether the depth estimation is consistent through time so that dynamic and static objects can be distinguished from each other via flow estimation. It has been shown that AdaBins delivers too noisy results and the noise will have such a big influence on the flow estimation that it will not enhance the capability in pseudo-lidar to improve the quality of anomaly detection.

In summary, we conclude that current pseudo-lidar models trained on public depth estimation datasets are not capable of helping to improve anomaly detection. However, it could be shown that anomaly detection using pseudo-lidar may work if sufficient data were available.

Therefore, future work could provide larger datasets so that the networks reach higher levels of generalization. Thereby, it is hoped that also unseen anomalies of type novelty can be mapped in 3D. The KITTI depth estimation dataset with its nearly 80,000 images is apparently not sufficiently suitable for this purpose. Furthermore, one could also evaluate whether neural networks that work on video data [91] are suspected to be capable of predicting depth more consistent and thereby enable their use for anomaly detection through flow. An alternative approach would be to remain in 2D and predict scene flow on images. This way, one could also look for contradictions with the panoptic segmentation model. Thereby, one could predict an anomaly if the flow estimation says a pixel is moving while the panoptic segmentation model says the pixel is of an unmoving class like street. The advantage of the pseudo-lidar over scene flow approaches is that the pseudo-lidar does not require hand-labeled datasets. On the other hand, the intermediate step via the pseudo-lidar could cause information loss, as has been shown in this contribution with the current approaches. Thus, the pseudo-lidar, when trained on very large datasets, could possibly provide better results with a self-supervised flow estimation model than a 2D based approach.
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