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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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process boundaries. Based on these patterns, anomaly detection and further classification are performed. A special feature is the integration of 
user knowledge, so that classification is possible even with a small amount of data. This approach is validated on an assembly line for electric 
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1. Introduction 

The failure of machines as unscheduled machine downtime 
is still one of the largest cost factors in production [1]. A 
machine failure can lead to a standstill in production and thus 
the loss of supplies. Furthermore, defects in machine 
components can also lead to quality problems of the finished 
products [3]. Monitoring systems are therefore used to detect 
faults in the machine or in the process [2,4]. Monitoring 
systems for process monitoring, for example, and the associated 
increase in plant availability and quality have become 
established in production in recent years [5]. In addition to 
conventional monitoring systems, which are based on user-
defined intervention limits, new machine learning applications 
are also being introduced [5]. The best known representative of 
monitoring systems is anomaly detection [6,7], which can be 
executed both unsupervised [8] and supervised. Anomaly 
detection, which makes anomalies visible, is the precursor to 

condition monitoring. The goal of these applications is the 
detection of abnormal behavior of the machine and the feedback 
of this information to the user. Instance maintenance strategies, 
such as predictive maintenance [9], can then be connected to 
this process. Supervised anomaly detection, which is based on 
classification methods, usually requires a large amount of data 
for training. For this reason, these methods are often used in 
large series or on rigid production lines where only small 
process deviations can be tolerated [10]. Especially in small 
series production, down to single part production, often only a 
few data points exist which can be used for training. In addition, 
there is a great heterogeneity of the data, due to the constantly 
changing requirements of the components [11]. In general, 
measurement data is recorded via additional implemented 
sensors at the corresponding effective point in the machine. 
Additional acceleration or force sensors are often used [12,15].  

The mentioned heterogeneity of processes for small batches 
or in highly flexible production machines is one of the biggest 
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In the first step, the raw unlabeled data from the production 
line is read into the so-called Offline Pattern Recognition 
(OPR) [17]. There, the relevant processes in the production 
machine are represented by splitting them into subsequences 
and a density-based clustering procedure using mean shift 
clustering. The core of the clustering method is the optimal 
selection of the cluster settings or the step size parameter 
bandwidth. An optimization procedure is used to determine the 
optimal parameter selection of the cluster algorithm. Based on 
the coverage of similar sequences, the calculation of a 
parameter is done with formula (1). This parameter represents 
the deviation: 
 

        (1) 
 

 
With 𝑑𝑑(Ɵ𝑅𝑅,𝑗𝑗, Ɵ𝑖𝑖,𝑗𝑗)    as the distance between the cluster 

representative Ɵ𝑅𝑅,𝑗𝑗,the associated cluster participants Ɵ𝑅𝑅,𝑗𝑗  , 𝑚𝑚 
as the number of clusters and 𝑛𝑛 for the number of cycles in the 
associated cluster. This is initially determined for each cluster 
and computed in a subsequent optimization procedure. The 
optimal clustering is then calculated according to formula (2): 
 

   (2) 
 

With 𝑚𝑚  as the number of patterns, 𝑛𝑛𝐶𝐶  for the number of 
clusters, 𝑛𝑛𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟as the number of reference patterns which are 
computed in a commissioning step. Therefore 𝑛𝑛𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟  equals 𝑚𝑚 
initially. After the various processes from the flexible 
production plant have been calculated using offline pattern 
recognition, the actual anomaly detection is performed on the 
basis of these patterns. The first step is the retrieval of the 
process occurring in the online signal via a score value [17,25]. 
The score value describes the deviation of the windowed area 
in the online signal to the patterns found in the clustering. After 
the correct process clusters have been selected, anomaly 
detection is performed. This is mainly based on the alignment 
of two signals by a relative comparison [14]. In this process, the 
online signals of the drive parameters, such as motor current, 
force and torque are compared with the multivariate signals 
already found from the clustering. Depending on the variance 
of the process, anomalies are output by frequency and absolute 
error and made available to the user via a Graphical User 
Interface (GUI). Subsequently, the unsupervised anomalies are 
classified and trained using a hybrid approach consisting of a 
support vector machine and an autoencoder. With this 
approach, anomalies found unsupervised can be classified and 
an anomaly label can be issued to the user. This can be used for 
troubleshooting as well as a feedback loop into the machine. 
Classification is only possible after a few anomalies have been 
found. 

4. Experimental Validation on a Handling Robot 

In the context of the validation of the described approach, an 
experimental setup with a handling robot is realized. The aim 
of the validation is to prove the functionality of the approach 
consisting of segmentation of the process and detection of an 
anomaly. Figure 2 shows the schematic setup of the handling 
robot including an end effector with part fixture. On the right 
side the movements of different tasks are shown. 

Figure 2: (left) handling robot for experimental validation, (right) position 
movements of the handling robots in X, Y, Z 

In the experiment, 10 different movements with different 
velocities in X, Y and Z direction were performed. After 
performing 10 x 10 movements without part loss, arbitrarily 
selected processes were performed again but with part loss at 
an undefined position. The loss of the component was realized 
by a manual interaction at the end effector. The weight of the 
component (2 kg) was significantly less than the maximum load 
(6 kg) of the robot. Data acquisition was done via an OPC UA 
interface on the robot. It was possible to record 50 parameters 
from the respective drive motors with a sampling rate of 50 Hz. 
The position set values from axes 1-3 were used to determine 
the process via offline pattern recognition. Anomaly detection 
was performed on all remaining parameters, using the motor 
current and the calculated values of force and torque of the axes.  
Results 

In this validation, the functionality of the algorithm was 
successfully demonstrated. All parts of the algorithm were 
successfully executed and the component loss could be detected 
by the anomaly detection in the signals. 

Figure 3 shows the motor torque measuring of different 
processes. It can be seen, that there are different signal 
tolerances based on different tasks of the robot. There is a part 
drop, which is detected by the intelligent anomaly detection 
automatically.   
 

 

Figure 3: measured motor torque without anomaly (blue) and with part loss 
anomaly (red signal in green rectangle) 
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problems when using anomaly detection [13,23]. Usually, the 
amount of available data from one process is not sufficient for 
robust training of the algorithms. When using conventional 
rule-based approaches for anomaly detection, fixed defined 
rules can become very complex for highly flexible production 
machines and are not applicable for fast and efficient response 
[14]. Furthermore, industrial anomaly detections require the use 
of external sensors in the machines [15]. Especially in brown 
field applications, the use of expensive additional sensor 
technology is often not economical. Also, the heterogeneous 
machine architecture and the lack of standardization of data 
formats and control access in the brown field is a major 
challenge in the application of anomaly detection in flexible 
production systems [16].  

In this paper, a novel approach is presented to apply anomaly 
detection in flexible manufacturing plants. The core of this 
work is the upstream segmentation of processes and their 
characteristics in an entire data stream [14,17]. Based on this 
segmentation, anomaly detection is performed to find faults in 
various production plants. The anomaly detection is based on 
already existing data of the plant. The functionality of the 
approach was demonstrated within the scope of an experimental 
validation on a highly flexible handling robot and an assembly 
process in electric motor production. 

2. State of the Art and Research Deficit 

In the field of intelligent anomaly detection, many publications 
are released [9]. In research papers, a distinction is usually 
made between Brown Field and Green Field applications. The 
biggest challenge regarding Brown Field anomaly detection is 
the data acquisition and data provision from different types of 
machines and controllers [16]. Especially the high-frequency 
data supply of e.g. motor currents of the axes or process forces 
and torques has not been standardized so far. In addition, a 
heterogeneous machine park has different wear levels of 
machines and their components, which results in a significant 
increase in signal variance [18].  
Pattern Recognition & Anomaly Detection 
Pattern recognition as a means of identifying identical 
machining segments represents a young field of research and 
has only received attention in literature 
since the turn of the millennium. 
However, the interest and intensity of 
research activities have been 
exceptionally high since then [19].  

Approaches for extracting and 
recognizing patterns of a fixed pattern 
length and a variable pattern length must 
be additionally subdivided. Exact 
algorithms possess the disadvantage of 
being designed for a fixed pattern length 
and due to high computational 
complexity, are not considered applicable 
for variable pattern lengths [20]. In 
addition to pattern prediction approaches, 
deep learning methods have also been 

proposed for time series classification based on approaches 
such as Long Short Term Memory (LSTM) or Convolutional 
Neural Networks (CNN) [21].  

The consideration of multivariate time series, as they are 
usually found in production machines, is required. This aspect 
is considered in some works, but has not been the focus of 
pattern recognition research so far. 

Many different approaches to anomaly detection in time 
series can be found in literature. Both k-Nearest-Neighbor--
based methods and neural network approaches are used in 
recent research [21]. However, the approaches considered there 
do not fulfil the requirements in the context of online anomaly 
detection on highly flexible production systems like machine 
tools or robotic kinematics. Major deficits are:  
 

 Streaming data: A concept is needed that can process 
the streamed sensor data. 

 Real-time capability: It must be possible to process the 
streamed data in real time and online 

 Multivariability: it must be possible to analyze not 
only univariate but also multivariate time series in the 
form of sensor data. 

 Transient and continuous anomalies: The approach 
must be able to detect both transient and continuous 
anomalies. 

3. Approach of Intelligent Anomaly Detection 

The aim of the intelligent anomaly detection approach is to 
develop an online-capable algorithm which identifies recurring 
machining segments and classifies them as a reference. This 
means there are at least two recurring signal courses. In this 
way, the algorithm should detect faults during machining or a 
component loss in the robot handling application. These faults 
are reported back to the user. The algorithm presented in this 
section is composed of four steps. Figure 1 shows the structure 
of the intelligent anomaly detection. 
 
 
 
 

Figure 1: Structure of the intelligent anomaly detection (cf. [17]) 
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In the first step, the raw unlabeled data from the production 
line is read into the so-called Offline Pattern Recognition 
(OPR) [17]. There, the relevant processes in the production 
machine are represented by splitting them into subsequences 
and a density-based clustering procedure using mean shift 
clustering. The core of the clustering method is the optimal 
selection of the cluster settings or the step size parameter 
bandwidth. An optimization procedure is used to determine the 
optimal parameter selection of the cluster algorithm. Based on 
the coverage of similar sequences, the calculation of a 
parameter is done with formula (1). This parameter represents 
the deviation: 
 

        (1) 
 

 
With 𝑑𝑑(Ɵ𝑅𝑅,𝑗𝑗, Ɵ𝑖𝑖,𝑗𝑗)    as the distance between the cluster 

representative Ɵ𝑅𝑅,𝑗𝑗,the associated cluster participants Ɵ𝑅𝑅,𝑗𝑗  , 𝑚𝑚 
as the number of clusters and 𝑛𝑛 for the number of cycles in the 
associated cluster. This is initially determined for each cluster 
and computed in a subsequent optimization procedure. The 
optimal clustering is then calculated according to formula (2): 
 

   (2) 
 

With 𝑚𝑚  as the number of patterns, 𝑛𝑛𝐶𝐶  for the number of 
clusters, 𝑛𝑛𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟as the number of reference patterns which are 
computed in a commissioning step. Therefore 𝑛𝑛𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟  equals 𝑚𝑚 
initially. After the various processes from the flexible 
production plant have been calculated using offline pattern 
recognition, the actual anomaly detection is performed on the 
basis of these patterns. The first step is the retrieval of the 
process occurring in the online signal via a score value [17,25]. 
The score value describes the deviation of the windowed area 
in the online signal to the patterns found in the clustering. After 
the correct process clusters have been selected, anomaly 
detection is performed. This is mainly based on the alignment 
of two signals by a relative comparison [14]. In this process, the 
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error and made available to the user via a Graphical User 
Interface (GUI). Subsequently, the unsupervised anomalies are 
classified and trained using a hybrid approach consisting of a 
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In the context of the validation of the described approach, an 
experimental setup with a handling robot is realized. The aim 
of the validation is to prove the functionality of the approach 
consisting of segmentation of the process and detection of an 
anomaly. Figure 2 shows the schematic setup of the handling 
robot including an end effector with part fixture. On the right 
side the movements of different tasks are shown. 

Figure 2: (left) handling robot for experimental validation, (right) position 
movements of the handling robots in X, Y, Z 

In the experiment, 10 different movements with different 
velocities in X, Y and Z direction were performed. After 
performing 10 x 10 movements without part loss, arbitrarily 
selected processes were performed again but with part loss at 
an undefined position. The loss of the component was realized 
by a manual interaction at the end effector. The weight of the 
component (2 kg) was significantly less than the maximum load 
(6 kg) of the robot. Data acquisition was done via an OPC UA 
interface on the robot. It was possible to record 50 parameters 
from the respective drive motors with a sampling rate of 50 Hz. 
The position set values from axes 1-3 were used to determine 
the process via offline pattern recognition. Anomaly detection 
was performed on all remaining parameters, using the motor 
current and the calculated values of force and torque of the axes.  
Results 

In this validation, the functionality of the algorithm was 
successfully demonstrated. All parts of the algorithm were 
successfully executed and the component loss could be detected 
by the anomaly detection in the signals. 

Figure 3 shows the motor torque measuring of different 
processes. It can be seen, that there are different signal 
tolerances based on different tasks of the robot. There is a part 
drop, which is detected by the intelligent anomaly detection 
automatically.   
 

 

Figure 3: measured motor torque without anomaly (blue) and with part loss 
anomaly (red signal in green rectangle) 
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problems when using anomaly detection [13,23]. Usually, the 
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section is composed of four steps. Figure 1 shows the structure 
of the intelligent anomaly detection. 
 
 
 
 

Figure 1: Structure of the intelligent anomaly detection (cf. [17]) 
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critical part in the time series exactly and correctly. It can be 
concluded that the algorithm can be used flexibly in different 
production environments. 

6. Outlook & Conclusion 

The research field of anomaly detection is a much studied 
area with many new publications currently appearing. 
However, research is focused on green field applications and 
generally on medium to large scale production. The deficit in 
Brown Field applications as well as in heterogeneous 
machinery is hardly explored.  

This paper presents the validation of an approach 
[14,17,18,23,24,25] to realize intelligent process segmentation 
with subsequent anomaly detection in Brown Field 
applications. 

Major challenges for an industrial application in this 
approach were identified. One is calculating multivariate 
signals in real-time, where specialized databases are needed as 
the basis for a real-time capable data pipeline, which must be 
developed first. Another one is the determination of the 
sensitivity of the anomaly detection a-priory, which is highly 
dependent on the noise of the signals.  

Further investigations are planned to increase the 
computational performance as well as the latency in real-time 
applications. Further validation experiments on handling robots 
as well as machine tools are planned to ensure the 
generalization of the system. This will focus on finding 
collective anomaly types of different machines and assigning 
them to each other. Furthermore, classification of detected 
anomalies, to give recommendations for actions in the context 
of condition monitoring, is a field of ongoing study. 
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It can be seen that the anomalies are only very local and due 
to the high variance of the processes, fixed intervention limits 
could not be derived. The anomalies can be detected in the drive 
signals. The algorithm is able to investigate multivariate drive 
signals after matching the online data with the references from 
the cluster process [14]. The part drop was found independently 
at two points in the process and output to the user via the GUI. 

The experiment shows that the approach is able to detect 
anomalies in highly flexible systems without complex training.  

5. Experimental Validation on an Assembly Line for 
Electric Motor Production 

To ensure generalizability and also the applicability to 
transfer the approach to other machines, a further validation is 
described. The novel approach is implemented in an electric 
motor production process. The machine is essentially 
characterized by the assembly of subcomponents in an 
interlinked system. The critical process step is the pressing of 
the magnets into the stator. Here, a joining unit from Fa. 
Promess [24] presses several permanent magnets into the 
stator. Up to now, this system has only been monitored via 
fixed threshold values, which a user has to set individually. The 
novel approach is able to ensure high availability of the system 
as well as to detect faults in the pressing process and to inform 
the user regarding quality issues. Figure 4 shows the setup of 
the joining unit. Synchronous position and force time series are 
available for monitoring the system.  

 
 
 
 
 
 
 

 
 
 

 
 

 
 
 
 
 
 
 
 

Figure 4: (left) Fa. Promess pressing unit, (right) construction figure of the 
magnet pressing station [24]. 

The offline pattern recognition used the position time series 
to determine the process. Anomaly detection was performed on 
the force time series. 
Results 

The functionality of the algorithm was also demonstrated in 
this validation successfully. All parts of the algorithm were 

executed successfully and the fault during the machining was 
detected by the anomaly detection in the force time series. 
Figure 5 shows the process of offline pattern recognition. A 
section of the position time series that was used for the offline 
pattern recognition is shown on the left. The relevant segments 
of the time series found by the algorithm are highlighted in 
grey. On the right the calculated representative of these 
segments is shown. 
 

 

Figure 5: offline training position time series (red), relevant segments (grey), 
calculated representative (blue)  

For each representative the algorithm calculated the process 
specific system limits for the force data intelligently. The 
system limits are enhanced by user knowledge. This led to sharp 
system limits even with a very small set of training data.  

The online anomaly detection analysed the test data 
correctly. It found the calculated representatives in the position 
time series and checked for the force exceeding the system 
limits. Figure 6 shows two force time series that were mapped 
to the representative of Figure 5. The grey envelope shows the 
calculated system limits, whereas the blue line indicates the run 
in the force time series that was used for the anomaly detection. 
On the left a regular run is shown where the force signal always 
stays inside the envelope of the system limits. On the right the 
force signal of the detected anomaly is shown. The anomaly 
occurred in the real machine data. It was not produced by a 
manual interaction. In the anomaly shown, it can be clearly seen 
that the force signal leaves the envelope of the system limits. 
 

 

Figure 6: anomaly detection: regular run (left) and detected anomaly (right) 

The results show that the algorithm is capable of detecting 
the occurring anomalies in the force data. The anomaly was 
detected and output to the user through the GUI. 

This verifies the approach on real machine data. The 
algorithm detected the anomaly and was able to analyse the 
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critical part in the time series exactly and correctly. It can be 
concluded that the algorithm can be used flexibly in different 
production environments. 

6. Outlook & Conclusion 

The research field of anomaly detection is a much studied 
area with many new publications currently appearing. 
However, research is focused on green field applications and 
generally on medium to large scale production. The deficit in 
Brown Field applications as well as in heterogeneous 
machinery is hardly explored.  

This paper presents the validation of an approach 
[14,17,18,23,24,25] to realize intelligent process segmentation 
with subsequent anomaly detection in Brown Field 
applications. 

Major challenges for an industrial application in this 
approach were identified. One is calculating multivariate 
signals in real-time, where specialized databases are needed as 
the basis for a real-time capable data pipeline, which must be 
developed first. Another one is the determination of the 
sensitivity of the anomaly detection a-priory, which is highly 
dependent on the noise of the signals.  

Further investigations are planned to increase the 
computational performance as well as the latency in real-time 
applications. Further validation experiments on handling robots 
as well as machine tools are planned to ensure the 
generalization of the system. This will focus on finding 
collective anomaly types of different machines and assigning 
them to each other. Furthermore, classification of detected 
anomalies, to give recommendations for actions in the context 
of condition monitoring, is a field of ongoing study. 
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It can be seen that the anomalies are only very local and due 
to the high variance of the processes, fixed intervention limits 
could not be derived. The anomalies can be detected in the drive 
signals. The algorithm is able to investigate multivariate drive 
signals after matching the online data with the references from 
the cluster process [14]. The part drop was found independently 
at two points in the process and output to the user via the GUI. 

The experiment shows that the approach is able to detect 
anomalies in highly flexible systems without complex training.  

5. Experimental Validation on an Assembly Line for 
Electric Motor Production 

To ensure generalizability and also the applicability to 
transfer the approach to other machines, a further validation is 
described. The novel approach is implemented in an electric 
motor production process. The machine is essentially 
characterized by the assembly of subcomponents in an 
interlinked system. The critical process step is the pressing of 
the magnets into the stator. Here, a joining unit from Fa. 
Promess [24] presses several permanent magnets into the 
stator. Up to now, this system has only been monitored via 
fixed threshold values, which a user has to set individually. The 
novel approach is able to ensure high availability of the system 
as well as to detect faults in the pressing process and to inform 
the user regarding quality issues. Figure 4 shows the setup of 
the joining unit. Synchronous position and force time series are 
available for monitoring the system.  

 
 
 
 
 
 
 

 
 
 

 
 

 
 
 
 
 
 
 
 

Figure 4: (left) Fa. Promess pressing unit, (right) construction figure of the 
magnet pressing station [24]. 

The offline pattern recognition used the position time series 
to determine the process. Anomaly detection was performed on 
the force time series. 
Results 

The functionality of the algorithm was also demonstrated in 
this validation successfully. All parts of the algorithm were 

executed successfully and the fault during the machining was 
detected by the anomaly detection in the force time series. 
Figure 5 shows the process of offline pattern recognition. A 
section of the position time series that was used for the offline 
pattern recognition is shown on the left. The relevant segments 
of the time series found by the algorithm are highlighted in 
grey. On the right the calculated representative of these 
segments is shown. 
 

 

Figure 5: offline training position time series (red), relevant segments (grey), 
calculated representative (blue)  

For each representative the algorithm calculated the process 
specific system limits for the force data intelligently. The 
system limits are enhanced by user knowledge. This led to sharp 
system limits even with a very small set of training data.  

The online anomaly detection analysed the test data 
correctly. It found the calculated representatives in the position 
time series and checked for the force exceeding the system 
limits. Figure 6 shows two force time series that were mapped 
to the representative of Figure 5. The grey envelope shows the 
calculated system limits, whereas the blue line indicates the run 
in the force time series that was used for the anomaly detection. 
On the left a regular run is shown where the force signal always 
stays inside the envelope of the system limits. On the right the 
force signal of the detected anomaly is shown. The anomaly 
occurred in the real machine data. It was not produced by a 
manual interaction. In the anomaly shown, it can be clearly seen 
that the force signal leaves the envelope of the system limits. 
 

 

Figure 6: anomaly detection: regular run (left) and detected anomaly (right) 

The results show that the algorithm is capable of detecting 
the occurring anomalies in the force data. The anomaly was 
detected and output to the user through the GUI. 

This verifies the approach on real machine data. The 
algorithm detected the anomaly and was able to analyse the 
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