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Secondary frequency control stabilizing voltage dynamics
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The ongoing energy transition challenges the stability of the electrical power system. Stable
operation of the electrical power grid requires both the voltage (amplitude) and the frequency to stay
within operational bounds. While much research has focused on frequency dynamics and stability,
the voltage dynamics has been neglected. Here, we study frequency and voltage stability in the case
of simple networks via linear stability and bulk analysis. In particular, our linear stability analysis
of the network shows that the frequency secondary control guarantees the stability of a particular
electric network. Even more interesting, while we only consider secondary frequency control, we
observe a stabilizing effect on the voltage dynamics, especially in our numerical bulk analysis.

I. INTRODUCTION

The need for good and stable electricity is a current
and urgent quest in our society [Il 2]. Electricity is gen-
erated by the conversion of a primary source of energy
such are mechanical, chemical, nuclear or thermal to elec-
trical energy. To power small devices, energy harvesting
systems are commonly used [3, 4], while for powering
cities or countries synchronous generators and renewable
energy sources are needed [5H7]. The infrastructure con-
necting such generators and consumers of electricity is
called the electric power grid. The traditional power sys-
tem stability remains an important task to be achieved by
electric utilities in order to ensure a good electric quality
and supply security for the consumers [B] [6l [8H12]. Power
imbalances are one of the principal causes of grid insta-
bilities, which can lead the network to blackouts. In fact,
any power imbalance induces a variation of the frequency
and the voltage (amplitude) of the electric grid.

In the literature, much work has been devoted to pro-
pose controllers that stabilize the grid when facing any
power imbalance. Many such controllers mainly focused
on either controlling the frequency [5, [7, 11l [13] of the
grid or the voltage [I4] of the power grid. For the fre-
quency control, the governor of the power plant is often
used through the load frequency control and the auto-
matic generation control, mostly known as the primary,
secondary and tertiary frequency controls [7, [I5HI7]. The
voltage on the other hand is controlled through the auto-
matic voltage regulator, which ensures that the voltage is
kept within an admissible range. Therefore, many stud-
ies only focused on either the control of the frequency or

the control of the voltage and rarely both.
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There are three leading models [18] to mathematically
describe the power grid, which are: the effective network;
the structure-preserving model and the synchronous mo-
tor model. In this paper, we are using the synchronous
motor model, where each node in the network ("the mo-
tor") can be considered as an aggregate of generators
or consumers (e.g. a small region or large city). The
voltage sources of these machines are usually considered
constant, such that the dynamic of the power system is
reduced to its frequency, hence phase dynamics [5l 18-
20].

Within this article, we investigate the stability of
the high-voltage transmission system while including the
voltage dynamics. This model has been studied in the
electric network research community e.g. by Katrin
Schmietendorf et al. in [2I], Sabine Auer et al. [22] and
Florian Défler et al. [23], all stressing the need to include
voltage dynamics even on transmission level. However,
these works do not consider any type of control applied
to the variables of the network (phase, frequencies and
voltages). But this control is essential for the global un-
derstanding of the power system dynamics and stability.
For example, it has been shown that applying secondary
frequency control to the well-known second order elec-
tric network model, can deeply modify the dynamics of a
network [I], 5, 15]. Thus, we aim to couple the frequency
secondary control to the electric network considering the
voltage dynamics. The results obtained including the
voltage dynamics will be compared with the ones ob-
tained with the classical uncontrolled model.

The rest of this paper is organized as follows: Section
2 provides a mathematical model of the power grid con-
sidered in this work as networks of synchronous machines
controlled each by frequency controllers. Based on linear
stability analysis and bulk dynamics, we also quantify
the stability of the power grid. Numerical analyses are
presented in Section 3 for small (N=2) and larger (N>2)
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networks. Finally, the paper is concluded in Section 4.

II. MATHEMATICAL MODEL AND STABILITY
ANALYSIS

A. Mathematical model

The electric network is modeled as coupled syn-
chronous machines combined with their respective fre-
quency controllers (secondary) and by considering the
voltage dynamics, as follows:
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where ¢ € 1,..., N denotes the node index in the net-
work, 0 the voltage phase angle, w the frequency, F the
voltage amplitude and u the control. « is a damping con-
stant, P* the power consumed/generated at a node, B
the susceptibility matrix, while 7" and 7, are time con-
stants, E; is the rotor’s field voltage, and X4 and X; are
voltage dynamic parameters [2I]. The nodes (islanded
power grids or synchronous machines), which compose
the network, are assumed to be all to all connected. For
simplicity we assume that the frequency controller acts
instantaneously (7,=0), such that it is described as the
proportional derivative control given by: )

u; = —y;t; — PBiw;. The derivative term f;0; can be
absorbed into the damping term «;6; of the swing equa-
tion. One can then also rewrite the set of equation [{] by
Eq. 2 substltutmg (Xa: — Xd ;) by X, Td i and E ; by
respectively Ty ; and E; without loss of generahty
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B. Linear stability analysis

The stable operation of the electric network requires
that the frequency, voltage and difference of phases
between connected nodes is constant, meaning that the
network is operating in a synchronous regime. Such
system is said to be linearly stable if, subjected to a
small perturbation, it regains its stable operation, in the
case of a power grid its synchronous state. Konstantin
Sharafutdinov et al. have extensively studied the
stability of such electric network model considering the

voltage dynamics as described in Eq. (2)), but without
secondary control. Thus, based on their work and
mainly on the necessary and sufficient conditions of the
uncontrolled system to be linearly stable, the effects of
the secondary control on the stability of the network
will be investigated.

Thus, to analyze the stability of the system with re-
spect to small perturbation, we linearize Eq. |[2| around a
steady state (0F,w?, Ef). We denote small perturbation
around the steady state as 6; = 6 + §6;, w; = w; + dw;,
E; = E +6E;. The linearization of the equation [2|leads
to the Eq. [3, where X7, X2 and X3 are n-dimensional
vectors of §6;, dw; and JF;.

X, = Xa,
X, =—(P+D)X; — AXy — AX3 (3)
X, = T 'yAX; + T} (xC — 1)X3,
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where T~1, I‘ A and x are diagonal matrices with ele-
ments Tuf 7 L= Vi A= o, and x;;=X; respectively,
representing the relaxation time of the transient volt-
age dynamics matrix,the control, the damping and the
transient reactance matrix of the synchronous machine.
Matrices P, A, C, T' € R™*™ whose the elements are
respectively defined as follows:
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This later set of equations can be rewritten into the fol-
lowing compact form
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(7)
The evaluation of the Jacobian matrix J around an ex-
isting fixed point (07, w}, E) determines the stability of
the system around this fixed point. That is done by com-
puting the eigenvalues p; associated to this fixed point.
The system is then linearly stable if the maximal real part
of the eigenvalues is negative. In this case, perturbed,
the system will regain its fixed point. But, if at least
one eigenvalue has a positive real part, then, the system
is said to be linearly unstable. This previous analysis is
possible once we can determine the steady state of the
system and therefore compute the eigenvalues.



In most of the cases, the fixed points can be difficult
to determine, hence complicating the determination of
eigenvalues. In such cases, the determination of condi-
tion of existence of the fixed point is necessary and the
stability conditions of the system can be derived through
some mathematical formulations.
Sharafutdinov et al in [24] have provided for the uncon-
trolled system two sufficient and necessary stability con-
ditions grouped into two propositions (proposition I and
IT in [24]), which both have to hold to have a linearly
stable fixed point. In fact, it is worth noting that the Ja-
cobian matrix J has one eigenvector (1,0,0) with eigen-
value p1 = 0, which corresponds to a global phase shift of
the synchronous machine [24], 25]. This particular case,
which does not have any physical implications for the
stability, is excluded from the stability analysis. Thereby
we reduce the space of possible states to S , which is the
space perpendicular to the solution 07+c(1,0,0)/c € R
and defined by

Sy ={(X1,X2,X3) € R*"/1X; =0} . (8)
The Proposition I in [24] states that a given steady state
(07, w?, EY) is linearly stable if and only if

e given the space St
{(X1,X3) € R?V/1X; = 0}, the matrix P + I‘ is
positive definite on S}, furthermore,

e the matrix C — x~! + AP*AT is negative definite.

Where T denotes the transpose of a matrix, which is
identical to its inverse if it is an orthogonal matrix. In
addition, the matrix P, represents the Moore-Penrose
pseudo-inverse of P. From this proposition I, the only
difference appearing in comparison to the study made
in Sharafutdinov et al in [24] is the matrix T in the sum
P +T. Thus, from the proposition I, it is clear that
the secondary control represented by the matrix I' can
improve the stability of the network with the necessary
condition to be positive definite. In our case, where the
nodes are assumed to have the same system parameters
such are oy = o, v = v, Ty; = Tq and Fy; = Ey.
The matrix I' is a diagonal matrix, which elements ~
are always positive. Thus, all the eigenvalues of the
symmetric matrix I' are positive, hence, the matrix I" is
positive definite (See Appendix A).

C. Bulk dynamics

In order to analyze the stability of the network, we sim-
plify the analysis by focusing on the ensemble dynamics,
i.e. we consider the bulk or average dynamics of the net-
work. As in the previous stability analysis, we wish to
evaluate the impact of the secondary control through its
parameter 7y on the dynamics of the system. Thus, we
first consider a system with a constant voltage, which is a

well known and studied case. Next, we include the volt-
age dynamics and analyze the effects of the secondary
control on the voltage.

1. Constant voltage

Let’ s consider Eq. and assume the voltage to be
constant. The resulting equation is the simple Kuramoto
model with secondary control, discussed for example in

I51:
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Now, we take the average of the variables of Eq. @ over
the number of nodes n that form the network. We further
assume that the node parameters o; = «, y; = v are
identical for all the nodes. Thus, we obtain the following
differential equations:

(,Ui:—a
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(10)
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Eq. can easily be solved and the average value of the
principal variable are obtained as follows:

N
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0(t) = Crexprit + Coexprat + @,

N~
where C; and C5 are constants which are determined
by the initial conditions and r; and 7o are expressed as
follows:

rn = —

(11)
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Thus, it is clear that for time tending to infinity and for
any value of the secondary control parameter v (y > 0),
the average value of the angle of rotation of each node
in the network is constant and the average value of the
frequency is zero:

e
0(t) === ©=0.
(1) = =

As we can see, the average of the angle  for the controlled
system depends on the control parameter v, the balance
of the network as well as the size of the network. For
a balanced network, i.e. with Zf\il P = 0, the mean
value of the angles is zero. For an imbalanced and fixed
network, the mean angle is inversely proportional to the
secondary control parameter, thus for a large control, the



average of the angles tends to zero.

For an uncontrolled electric network (v = 0), the average
of the angles is time varying and given by the following
expression:

N
_ N px
0(t) = D1 + Dy exp (—at) + %t,

where D1 = —Dy = —Zi]\il P?/Na? are constants de-
termined by the initial conditions. Thus, the mean value
of the frequency of the network as a function of time ¢ is

given by the Eq. :

Y Py
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(12)
this basically corresponds to the frequency deviation for
an uncontrolled and imbalanced network.

This imbalance can be easily absorbed in large net-
works (large N) and those with large primary control
(given by the « parameter).

We have so far shown that, when the voltage is con-
stant, any imbalance in the network induces the deviation
of the mean frequency, which is constant and non-zero for
a network without control. This implies that the average
value of the angle is linearly increasing with the time.
For the same network, but in presence of secondary con-
trol in all the nodes, one notices that the average fre-
quency in the network is always zero after a long period
of time and the average angular in the network is a con-
stant value proportional to the disturbance and inversely
proportional to the size of the network and the secondary
control parameter. We have therefore seen the effects of
the secondary control in such an electric network in which
the voltage dynamics is not considered. But how does the
voltage dynamics change these results?

2. Dynamical voltage

In this part, we investigate the effects of the secondary
control on the dynamics of the voltage in an electric net-
work. Thus, we consider the full equation , summing
up all three equations and dividing them by the total
number of nodes. Again, we assume that the parameters
of the nodes are constant and identical for all the nodes,
obtaining the following equations:

-
W=—af — 0 + %Zf;lPi*
- _ N
TyE=E; —E+ XN S BijE;jcos(d; — 6;)
j=1
(13)
As shown in Eq. , the equations describing the dy-
namics of the mean voltage (the third equation) contain

the difference of phases of connected nodes as argument
of a cosine function. The presence of this term makes the

determination of the mean voltage fixed point very diffi-
cult. Nevertheless, one can find the range of variation of
E considering the following relations:

By ifi=j
By else
—1<cos(§; —6;) <1

Bij = Bj; =

Thus, the term with cosine in Eq. is approximated
by the following relation:

_ N
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J
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(14)
The range of variation of the mean value can then be
determined, solving the following inequalities:

{HE+EEf§XH&H(NU&ﬂE, 15)
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Thus, the average of the voltage is bounded as follows:

{la(t) § EO exp(i(lgjl)t) + Td(fiol)( 1- exXp (7(1%:1)26))

B(t) > Boexp (U722 + s (11— exp (Z0572))

Ta
16)
t =

_(
where Ej is the initial value of the mean voltage: E(
0) = Eyp, and o9 and o7 are given by:

o1 = X[ (Bo+ (N —1)By)],
oy = =X[(Bo+ (N —1)By)].

Evaluating all previous inequalities, we observe that the
dynamics of the mean voltage is strictly related to the
size of the network. Thus, according to Eq. , the
mean voltage will be bounded between real values if and
only if:

l—0o1=1-X[(Bo+(N—-1)By)] >0, (17)
1—0y=1+X[(By—(N—-1)B;)] >0

Thus the stability of the electric voltage is achieved if the
network size and the network coupling are chosen in the
range given by the following inequality:

1-B 1-B
0 < N<I+X 0
1 1

1-X

(18)

In the present study, the values of the system’s parame-
ters are set as: X =1, By = —0.8 and By = 1, following
literature values [21, 22]. Thus, the mean voltage of the
network of size N will be bounded if and only if:

N=2 (19)

Indeed, let’s consider an electric network with the same
parameters as the studied case and composed of n nodes,



where each node represents a small region or a city. The
result above states that an extension of the current net-
work composed of N = 2 nodes by connecting it with
additional nodes leads to the instability of the new ex-
tended network in terms of voltage.

Thus, from this bulk analysis, it appears that the sec-
ondary frequency control has explicitly no effects on the
stabilization of the mean voltage, but does have an effect
when it comes to stabilizing the mean frequency of the
network. This implies therefore the necessity of having
another form of control for the mean voltage in larger
electric networks.

III. NUMERICAL ANALYSIS

In the previous section, we analysed the linear stability
as well as the bulk dynamics analytically. In this part,
we present a numerical analysis for N=2 and N > 2
nodes with the objective to evaluate the effects of the
frequency secondary control (y) on the network, thereby
complementing the analytical results.

A. 2-node system

The two node system considered here consists of a gen-
erator node of power P; > 0 and a consumer node of
power P> < 0. The two nodes represent simply two in-
terconnected power grids (or synchronous machines) with
equal control parameters 7; = 2 = v and are described
by the Eq. and parameters, such as T}, inspired by
literature values [21] 22]. Initially, without disturbance,
the two systems evolve till reaching a stable final state,
in which the variables of each node tend to a steady state
as shown in Fig[T] without control (first column in black)
and with control (second column in red). One observes
that in both cases the network is synchronized, meaning
that the frequency at each node is equal to wsy, = 50 Hz
and the difference of phases between the connected node
tends to a constant value. The final states reached by the
voltages in the controlled case are sightly greater than the
the ones of the uncontrolled case. This slight increase re-
sults from the effects of the secondary control parameter
at each node, which affects the dynamics of the voltage
through the angles. In fact, at a constant voltage, the sec-
ondary control is basically the governor which activates
the online or offline substations, thereby increasing or re-
ducing the power generated in order to balance the power
in the system (w = 0) [5[7, 26]. Thus, once the frequency
is brought back to its nominal value, the phases in each
node tend to constant values, which basically implies a
constant difference of phases between connected nodes,
hence constant voltage. Without control, the two nodes
of the system evolve until sharing a constant amount of
power and reach a power balanced state. Next, we con-
sider a perturbation to the power system: We assume
that from time ¢t = 40 s to t = 42 s , the power P; at
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Figure 1. An unperturbed system converges to a steady state
with and without control. [Description of figure| parameters
of simulation are the following: a1 = a2 =0.2, Ty1 =Tg2 =
2,Ef71 = Efyg =1. 5 El(O) = EQ(O) = 1.14, w1(0) = wg(O) =
50 , 61 (O) = 02(0) =0, Piist=0,v1 =72 =0 (ﬁI'St Column),
71 =72 = 1 (second column)

node 1 experiences a gradual increase of power from 0
to Pyist = 1, resulting in a sudden increase of its corre-
sponding frequency, as shown in Fig. [2| (dashed lines) in
the controlled (red) and uncontrolled (black) case. This
perturbation leads to an instability of the uncontrolled
case, visible by the emergence of periodic oscillation in
the frequency and the voltages around states far away
from their original states,while the corresponding phases
are rising in opposite directions. On the other hand, the
variables in the controlled system (plot in red in Fig
converge to new steady states for the voltages and phases,
while the corresponding frequencies return to their syn-
chronous states as before the perturbation. Thus, the
secondary control not only stabilized the frequencies but
also stabilized the voltage, thereby avoiding the system
to drop into an unstable regime. Thus, the secondary fre-
quency control acts as a damping for the voltages. This is
a very similar behavior as the primary frequency control
has on the frequency through the damping coefficient «
on the frequency of the uncontrolled (v = 0) network.
Hence, we can consider secondary frequency control acts
somehow as a primary control for the voltage.
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Figure 2. Secondary control stabilizes a 2 node system. [De-
scription of figure|] parameters of simulation are the follow-
ing: a] = g = 0.2, Td,l = Td,Q = 2,Ef71 = Ef72 = ]..7
El(O) = EQ(O) = 1.14, wl(()) = UJQ(O) = 50, 91(0) = 62(0) =
0, Pgist=1, 71 = 2 = 0 (first column), v1 = 72 = 1 (second
column)

B. Bulk dynamics

Moving towards the N > 2, case, we now present
the numerical results complementing the analytical bulk
analysis. Thus, the question to be answered is the
following: how does the secondary control affect the
mean voltage dynamics in networks? Thus, we consider
the electric network, whose dynamics is governed by the
Eq. and we analyse the dynamics of the mean voltage
and frequency for different network sizes. We consider
for these purposes that we have an interconnected
network constituted of m nodes, which can represent
n interconnected isolated power grids or synchronous
machines. So far, we assumed that the nodes are all-to-
all-coupled, each node having equal power P; in absolute
value, and the network without perturbation is power
balanced (), P; = 0). Such all-to-all-coupled networks
naturally emerge after Kron reduction of any network
topology [27]. In all the studied scenarios, the system is
perturbed from the time ¢t = 40 s to ¢ = 42 s by gradu-
ally increasing the power at a single node from 0 to Pgy;s;-

First, we consider the uncontrolled (v = 0) case and
plot the deviation of the mean phase, frequency and volt-
age as function of time for different network size, and
without secondary control in Fig. |3} We observe a clear

agreement with the analytical predictions given by the
expression of the frequency deviation in Eq. , mean-
ing that the mean frequency for a long time tends to
a constant. Since we assumed that the primary control
parameter/the inertia of each power plant is constant,
we observe that the mean of the frequency deviation de-
creases when the size of the network increases. The cor-
responding curve of the average voltage is plotted at the
third column of the first row. Complementing the ana-
lytical results, we observe large transient voltage dynam-
ics, which increase in amplitude with network size. To
better observe the dynamics of the mean value of the
voltage towards the end of our simulation window, we
provide zooms in the lower row of Fig. [3] for each size n
of the network. For the two nodes system, the average
frequency tends to a constant value. The mean voltage
conversely is oscillating around a stable value E ~ 0.55
Volt. For larger values of n on the other hand, the mean
voltage is fluctuating and displays large periodic peaks.
These regular peaks persist throughout the running time
of our simulation and are observed for N = 10 and N
= 20. For N = 50, after the transient, the mean volt-
age mostly fluctuates around a constant value and only
displays one peak, likely pointing to a longer periodic-
ity of these peaks due to the larger network. The small
fluctuations observed are probably due to the difference
of phases existing between the connected nodes. In this
uncontrolled studied case, the system is clearly not a syn-
chronous stable electric network.

Now, we include secondary control (y > 0) and re-
peat the same simulations as before. Fig. [4] (top) shows
the time evolution of the mean frequency and the mean
voltage of the considered network in presence of the sec-
ondary control. First, we notice that the mean frequency
deviation tend to zero for every network size, as we pre-
dicted in our linear stability analysis. Hence, we focus
on the mean voltage dynamics, for which we could not
derive an equality from the Eq. but only constrained
its range of fluctuations. Thus, only these numerical sim-
ulation can tell us how the voltage evolves with time.
Similar to the frequency, after an initial transient phase,
the mean voltage tends to a constant value for all the
considered sizes of the network.

Again, to highlight the voltage dynamics towards the
end of our simulation window, we provide a zoom of the
voltages in the second row of figure [d For the two node
system, we observe that the mean voltage tends to steady
state, and it is not oscillating as in the corresponding un-
controlled case. Thus, the secondary control clearly sta-
bilizes the voltage. In fact, without secondary control,
the phase of each node is increasing continuously with
the time (see Fig. , leading to the oscillation of the
voltage. The secondary frequency control on other hand
stabilizes the phases, hence the cosine function in the
expression of each voltage becomes a constant, leading
to constant voltage at each node. For larger networks,
it may happen that due to the power flow between con-
nected nodes, the phases slightly vary, leading at some
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Figure 3. Uncontrolled networks display frequency instability and large voltage oscillations. Illustration of average of the phase
(a), frequency deviation (b) and the voltage (c) as a function of the time for different size of the network, with the corresponding
zoom of the voltage dynamics given at the bottom of the figure. Parameter values: v =0, « = 0.2, Pdist =1, X =1, By =1,

Ef(t=0)=1.14,T; =1, By=—08 and By = 1.

times to the fluctuations of the voltage. This justifies
some rare peaks observed in the mean voltage. Never-
theless, the magnitude of the voltage and its peaks in the
controlled network mostly remains lower than the one in
the uncontrolled network. In addition, we observe that
the steady state reached in the end decreases when the
network size increases.

C. Relaxation time

We have shown in the previous analysis how the dy-
namics of the phase, the frequency, the voltage as well
as their corresponding mean values evolve with the sec-
ondary parameter -y, once the network is perturbed. In
fact, once perturbed from its stable state, the variables
of the system vary until they reach new steady states,
often different from their original steady states without
perturbation. Now, we investigate how long it takes the
system to relax to its (new) steady state, by computing
the return time or relaxation time. According to the bulk
dynamics of the network, the return time of the frequency
and phase average depends strongly on the damping of
the system, and slightly on the secondary control param-
eter, which impacts mostly the oscillatory regime of these

variables. If the return time of the mean frequency and
phase can be obtained explicitly, this cannot so easily be
achieved for the mean value of the voltage. Hence, we
again use numerical computations to obtain the return
time for different control parameters.

In particular, we consider the previously described 2
nodes system, including voltage dynamics. For this sys-
tem, we aim to determine the evolution of the return
time as a function of the secondary control parameter ~.
The network is perturbed as previously, by gradually de-
creasing the power at the node 1 from P; to Py + Pyt
(Pgist = —1) from time t=40s to t=42s and all other
parameters also remain unchanged. The relaxation time
or return time is numerically computed by recording the
time taken by the voltage at a node to regain a steady
state after perturbation. Thus, we define by E(t) the
mean voltage at the time ¢ and E(t — T') the mean at the
time t = t—T, where T is a characteristic time. We define
also by ¢ the numerical tolerance. The mean voltage is
considered stable after perturbation of the network if and
only if [E(t) — E(t —T)| < £. Note that we focus here on
the relaxation and therefore of the voltage, not the fre-
quency, as we are interested in quantifying the impact of
frequency control on voltage stability. The so computed
return times decrease with increasing secondary control
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Figure 4. Secondary control stabilizes the frequency and voltage following initial oscillations. Illustration of average of the
phase (a), frequency deviation (b) and the voltage (c) as a function of the time for different size of the network, with the
corresponding zoom of the voltage dynamics given at the bottom of the figure. Parameter values: v =1, « = 0.2, Pdist =1

parameter v, see Fig.[5] First, we note that for any non-
zero value of the secondary control parameter ~y, the sys-
tem after perturbation always regains a steady state, i.e.
the secondary frequency control guarantees stability and
return. Secondly, we observe that the return time is re-
duced by increasing the control amplitude, approaching
zero for sufficiently large control «. This means that the
secondary frequency control is strong enough to imme-
diately compensate the introduced disturbance and the
system never leaves its original fixed point.

D. Case study: Heterogeneous parameters and
network influence

So far we have assumed networks that are all-to-all-
coupled and have homogeneous parameters, i.e. identical
loads, generation and control values. We used this simpli-
fication to derive analytical results. To demonstrate that
our results are in principle also applicable to more gen-
eral systems we consider one non-all-to-all-coupled sys-
tem with heterogeneous parameters, see Fig. [6h. In par-
ticular, we simulate the dynamical behavior of 20 nodes
connected to a common bus with power values P ran-
domly drawn between -0.7 and 0.7. We assume nodes
with large absolute value of P to provide more control
power and hence set the control values proportional to

25¢

15¢

0.5

Relaxation time [s]

05 ‘ | ‘ |
0 0.5 1 1.5 2 2.5 3
~ [Wirad]

Figure 5. Secondary control stabilizes the system by reducing
the return time. We plot the return time of the mean voltage
when the control parameter increases in the two node system.
The parameters of simulation are the following: a3 = a2 =
0,2, Td,l = Td72 = 2, Ef’l = Ef72 = 1, Pdist =1 N = 2 nodes.

the absolute power value: «; = 0.2|P;|, secondary con-
trol 7; = | P;|, where |...| denotes the absolute value. Ana-
logue to the earlier analysis, we observe that the average
frequency can only be restored once secondary control is
used, see Fig. [fpb. Meanwhile, the voltage dynamics is
not controlled and oscillates (Fig. @) since we have more
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Figure 6. Exploring  heterogeneous parameters and non-all-to-all-coupling. Illustration of  the
topology (a), the average of the frequency deviation (b) and the voltage (c) as a function of
the time for the controlled (black) and controlled (red) network. Parameter  values: P =
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primary control a; = 0.2|P;|, secondary control v; = | P;|, while Py;s¢, X and B are chosen as in the other simulations.

than two nodes, consistent with our analytical results.
How exactly non-homogeneous parameters and network
topology affect the dynamics and controlability of both
frequency and voltage is beyond the scope of this study.

IV. CONCLUSION

This article has investigated the effects of the sec-
ondary frequency control on the voltage dynamics of elec-
tric networks of different sizes. We considered an simple
networks, both all-to-all-coupled as well as a bus topol-
ogy. Our analytical linear stability analysis of the net-
work has shown that the secondary control can guarantee
the stability of the network. In addition, considering the
network as a simplified bulk, we have demonstrated that
the stability of the mean phase and frequency are in-
dependent of the mean voltage of the network. On the
other hand, the mean voltage does depend on the nodes’
phases. The different numerical simulations computed
for the perturbed network and in presence of the sec-
ondary control have shown that, the secondary control
actually plays the role of a primary control for the volt-
age. The frequency secondary control after perturbation
stops the variation of the voltage and stabilizes it to a
new steady value different to the original one.

Our results showcase how voltage stability and sec-
ondary frequency control should be considered in other
power system stability analyses: Including only primary
frequency control might stabilize the frequency but does
not guarantee any voltage stability. Hence, the volt-
age should then explicitly be considered when assess-
ing stability in power systems. Meanwhile, if secondary
frequency control is applied, the voltage stability is no
longer an immediate concern and might be neglected, es-
pecially if only the short-term stability is of interest.

In the future, it would be interesting to complement
the secondary frequency control, which acts as an ef-
fective "primary voltage control" by a "secondary volt-
age control" to bring the voltage back within its opera-

tional boundaries. Furthermore, how precisely network
topology and heterogeneous parameters affect the voltage
and frequency stability and return times still remains a
mostly open question for now. Similarly, the choice of
specific parameters, such as Ty and X; should be inves-
tigated further. Finally, our linear stability and return
time analysis could be supplemented by a detailed anal-
ysis of the basin of attraction [2§].
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Appendix A: Eigenvalues of sum of matrices

To compute the eigenvalues of the sum of two matrices,
as used in this paper, we follow this simple line of reason-
ing: The eigenvalue equation of matrix A are obtained
by:

det (A —XI) =0, (A1)
with identity matrix I and where A1, Ag,..., Ay are the
eigenvalues of A. Now suppose we add a diagonal matrix
to A, i.e. B = A+~I, then the eigenvalue equation reads

det (B . M) _—

det (A Lyl =)= o, a2)
det (A— (X77> I) _—
det (A — M) = 0,

i.e. the eigenvalues A of B = A + ~I are given as A\, =
Ak + . So if the eigenvalues are ordered as \; < Ay < ...
and Ay < 0 is the smallest eigenvalue, we can choose any
~v > A1 so that B = A+ I has only positive eigenvalues,
i.e. it the matrix B is positive definite.

The interested reader might consult more general re-
sults on the eigenvalues of two Hermitian matrices [29].
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