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Abstract

The threat posed by quantum computers against public-key schemes has been known for a long time. However, symmetric-key schemes were believed to be relatively safe against quantum adversaries. Recent works have shown the existence of efficient quantum attacks against a large number of message authentication codes (MAC) in spite of their security proof in the classical setting. In response to the new quantum cryptanalysis efforts, research has been conducted on the security proofs in the quantum setting. Some existing schemes have been proven secure in the quantum setting. In addition, new algorithms have been designed to meet the requirements of quantum security.

This master thesis examines the use of nonces in the design of quantum-secure protocols. In a previous work, a generic transformation that makes a classically-secure MAC scheme quantum-secure was introduced. We show that this transform is not secure in general. However, we then argue that the transform does its intended purpose for many specific cases. To illustrate this, we apply it to the CBC-MAC scheme and prove its security. We do this by directly proving its existential unforgeability under quantum chosen message attack security. This allows us to avoid technical complications, and produces a short security proof in the standard model. Additionally, we formalize some design strategies for quantum secure protocols.
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1. Introduction

Shor’s 1994 seminal paper [Sho97] proved to the cryptography world that quantum computers would break the most widely used public-key protocols, such as RSA [RSA78] and the Diffie-Hellman key exchange [DH06]. To our knowledge, no large-scale quantum computers capable of executing such an attack currently exists. Still, the development and standardisation of new protocols is a long enterprise. The quantum-secure algorithms that will be needed in the future must be designed now. This led the rise of the field of post-quantum cryptography in recent years. In 2016, the National Institute for Standards and Technology (NIST) started the process of finding a post-quantum secure standard for public-key encryption as well as digital signatures algorithms.

Notably, this effort did not include any work on symmetric-key protocols. Indeed, for a long time no better algorithm than the Grover search algorithm [Gro96] was known for such schemes. As this only provided a quadratic speed-up in the exhaustive key-search, it was believed that a simple re-scaling of the security parameters would be sufficient for these algorithms. In 2010 Kuwakado and Hidenori [KM10] presented a new kind of quantum attack on symmetric-key algorithms. In addition to local quantum computations, their attack assumes access to an encryption oracle that accepts queries in quantum superposition. In this stronger model, their attack breaks the 3-round Feistel cipher in polynomial time. Since then, many similar superposition attacks have been found, even on schemes that were proven secure in the classical setting.

On the other hand, some schemes have been proven secure in this model. Towards this, new proving techniques had to be developed, since many classical theoretical tools do not translate well to the quantum setting. This opens up the question of which current protocols are already quantum secure and motivates the design of new classical quantum-secure schemes. In this line of thought, Haas proposed a general transform that takes a message authentication code (MAC) and makes it quantum secure using nonces [Haa20]. The idea being that with a minor design change, it would be possible to make any MAC scheme quantum secure in exchange for a small execution-time increase.

This master thesis examines the use of nonces in the design of quantum-secure protocols. More generally, it aims at identifying the design strategies that make protocols quantum secure. We focus our approach on lightweight protocols based on quantum secure block ciphers. By definition, these are schemes that have a sparing structure for efficiency reasons. They often use bitwise operation that can be efficiently implemented on low-resource devices.
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We start by considering Haas’ transform. It essentially XORs an encrypted nonce on the first message block before passing it to the MAC algorithm. We show that the transform is not quantum-secure in general, even when the MAC is based on a quantum-secure block cipher. Indeed, we are able to build a pathological construction and give an efficient quantum attack against it.

We then argue that the transform works in specific cases. We show this by applying it to the CBC-MAC, depicted in Figure 1.1. We prove the quantum security of the transformed version, shown in Figure 1.2.

Main Theorem (Informal). If $E$ is a quantum-secure pseudorandom permutation, then the transformed CBC-MAC is a quantum-secure MAC against nonce-respecting adversaries.

The existentially unforgeable under quantum chosen-message attack (EUF-qCMA) security notion requires a successful adversary to output $q + 1$ distinct classical message-tag pairs. Hence, we chose to directly prove the EUF-qCMA security of the scheme instead of first proving its pseudorandomness as is usually the case in the classical setting proofs. This allows us to work on a set of classical values for our reduction. This leads to a compact proof that does not require highly technical techniques such as Zhandry’s compressed oracle [Zha18].
1.2. Related Works

After their first paper on the quantum attack against the 3-round Feistel [KM10], Kuwakado and Hidenori published in 2012 a superposition attack on the Evan-Mansour block cipher [KM12]. In 2016, Kaplan et al. [Kap+16] give attacks on the LRW tweakable block cipher, block cipher based authentication protocols such as the OCB, GCM, or the CBC-MAC, as well as multiple CAESAR candidates. Furthermore, they show that slide attacks obtain an exponential speed-up in the quantum-setting.

In order to start proving the security of schemes, the appropriate attacker models had to be formalized first. Towards this, Boneh and Zhandry define the indistinguishable under quantum chosen-message attacks (IND-qCPA) model in [BZ13b]. This is meant to be a quantum equivalent to the indistinguishable under chosen-message attacks (IND-CPA) security definition for encryption schemes. When defining security models, a fine balance has to be met between giving a strong model that will indeed guarantee good security in practice, and a model so strong that no scheme could possibly achieve it. Bhaumik et al. further discuss this model in [Bha+20], and give an impossibility result for an alternative, stronger definition. In 2013, Boneh and Zhandry define the EUF-qCMA security for MACs in [BZ13a]. This security notion has been widely used in the subsequent papers, such as the one by Kaplan et al. we mentioned above. However, in 2017 Garg et al. propose a different model in [GYZ17]. They show that certain MACs that are secure in Boneh and Zhandry’s model suffer from unwanted attacks. For the same reasons, a third model has been published in 2018 by Alagic et al. [Ala+20]. However, Boneh and Zhandry’s original EUF-qCMA definition remains the most widely used in spite of its flaws. Indeed, it is technically less demanding to prove security in this model.

Many of the reduction technique used in the classical setting cannot be used directly in the quantum setting. In particular, we cannot easily record quantum queries, as this would mean measuring them which perturbs the adversary’s state. Zhandry’s groundbreaking compressed oracle technique [Zha18] is meant to bridge this gap. It allows to record the queries to a random oracle under certain conditions. When using this tool, we can use lazy-sampling ideas for the quantum random oracle. This means that some classical intuition can be applied to quantum security proofs. This technique has given rise to many subsequent works. Hosoyamada and Iwata have given an alternative formalization of the technique called recording standard oracle with error (RstOE). The compressed oracle is a highly technical tool, the RstOE is designed to be simpler to use. The “Bad-flag” analysis is another common classical technique that cannot be used directly in the quantum setting. In [Unr15], Unruh presents the one-way to hiding lemma. This is the quantum equivalent to the classical “Bad-flag” analysis. Czajkowski et al. show how to apply the compressed oracle technique in conjunction with the one-way to hiding lemma [Cza+19]. They use this to define a game-playing proof framework.

Alagic and Russel have presented a generic transformation against superposition attacks [AR17]. Their idea is to replace additions in \((\mathbb{Z}/2)^n\), i.e the XOR, with an operation over alternative finite groups such as \((\mathbb{Z}/2^n)\). Indeed they observe that the group \((\mathbb{Z}/2)^n\) has too much structure, which is exploited in the attacks through Simon’s algorithm. They applied their transformation on the Evan-Mansour construction and the CBC-MAC. They
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are then able to give a reduction from the security of these schemes to the general hidden shift problem, which is considered a good quantum hardness assumption. A follow-up to this work has been published by Bonnetain and Naya-Plasencia in 2018 [BN18]. They claim that while Alagic and Russel’s construction does indeed increase the security of the schemes, it comes at the price of efficiency. They show that the construction requires a significant increase in the size of the internal states of the schemes. This makes the transformation ill suited in resource-constrained settings.

1.3. Structure of the Work

Chapter 2 describes notation and gives the basic definitions used in the rest of the paper. Chapter 3 contains a discussion on the issues that arise when conducting security proofs in the Q2 setting. We then address the quantum security of the generic transform by Haas in Chapter 4 and prove the quantum-security of the transformed CBC-MAC. Finally, in Chapter 5 we relate the security of the Haas transformation with earlier security proofs in the Q2 setting to give some heuristics on designing quantum-secure protocols.
1.3. Structure of the Work

Theorem 6: nonce-CBC is EUF-qCMA

Theorem 1: Simon's Algorithm

Theorem 2: Simon Algorithm Approximate Promise

Proposition 3: Nonce-Reuse Attack 1

Proposition 4: Nonce-Reuse Attack 2

Figure 1.3.: Theorem Dependencies Overview
2. Preliminaries

We start this chapter by defining the notations used in the rest of the work. We then give the definitions for the primitives and security notions that we will encounter. Furthermore, we give a formal description of the quantum-setting. In particular, we describe the quantum oracle access. For the basics of quantum computation, we refer the reader to [NC00].

Notations. In the whole thesis, we define $n \in \mathbb{N}$ to be the security parameter. We write in uppercase cursive letters $\mathcal{K}, \mathcal{X}, \mathcal{Y}$ to denote sets. We usually use families of sets parametrized by the security parameter such as $(\mathcal{X}_n)_n$, but we will omit explicitly writing it when it is clear from context. It is then understood that $\mathcal{X}$ stands for $(\mathcal{X}_n)_n$.

We say that a function $f$ is polynomially-bounded if and only if there exists a polynomial function $p$ and an $x^* \in \mathbb{R}$, such that for every $|x| \geq |x^*|$, we have $|f(x)| \leq |p(x)|$. We write poly$(n)$ to denote an unspecified polynomially-bounded function. We say that a function $g$ is negligible if and only if, for any polynomial $p$, there exists an $x^* \in \mathbb{R}$, such that for every $|x| \geq |x^*|$, we have $|g(x)| \leq \frac{1}{|p(x)|}$. We write negl$(n)$ to denote an unspecified negligible function in the security parameter. We sometimes omit the security parameter $n$.

We use cursive letters $\mathcal{A}, \mathcal{B}$ or $\mathcal{D}$ to denote algorithms. We sometimes call them adversary or distinguisher. They can be defined to be deterministic polynomial-time (DPT), probabilistic polynomial-time (PPT) or quantum polynomial-time (QPT). For an algorithm $\mathcal{A}$, and an oracle $O$, we write $\alpha \leftarrow \mathcal{A}^O$ the event that $\mathcal{A}$ runs relative to the oracle $O$ and outputs $\alpha$. If the adversary has quantum access to its oracle, we denote that by putting the oracle in a ket, e.g $\alpha \leftarrow \mathcal{A}^{(O)}$. The integer $q$ will always denote the numbers of queries an algorithm $\mathcal{A}$ makes to an oracle $O$. If not specified otherwise, $q$ will be a polynomial number in $n$.

We use the letter $E$ to denote a block cipher. Let $k \in \mathcal{K}$ be an element of the key space of $E$. We may write $E(k, \cdot)$ or $E_k(\cdot)$ interchangeably to denote a call to $E$ with key $k$. Likewise, for any keyed algorithm, e.g a signing algorithm Sign, we may write interchangeably Sign$(k, \cdot)$ or Sign$_k(\cdot)$. If an algorithm $S$ takes a nonce $N$ as an additional input, we may write $S_N(\cdot)$ or $S(\cdot; N)$.

2.1. Security Definitions

This section defines the primitives we use in this paper. We give their classical security definition for context, before giving their quantum security definitions in Section 2.2.3.

Oracle distinguishing advantage For two oracles $O_1$ and $O_2$, we define the distinguishing advantage of an oracle aided algorithm $\mathcal{A}$ by,
\[
\text{Adv}_{O_1, O_2}^{\text{dist}}(\mathcal{A}) := \Pr[b \leftarrow \mathcal{A}^{O_1} : b = 1] - \Pr[b \leftarrow \mathcal{A}^{O_2} : b = 1]
\]

where the probabilities are over the randomness of the oracles \(O_1, O_2\) and adversary \(\mathcal{A}\).

If for any polynomial-time algorithm \(\mathcal{A}\), the distinguishing advantage \(\text{Adv}_{O_1, O_2}^{\text{dist}}(\mathcal{A})\) is negligible in the security parameter, we call \(O_1\) and \(O_2\) computationally indistinguishable.

If for any unbounded algorithm \(\mathcal{A}\), the distinguishing advantage \(\text{Adv}_{O_1, O_2}^{\text{dist}}(\mathcal{A})\) is negligible in the security parameter, we call \(O_1\) and \(O_2\) statistically or information theoretically indistinguishable.

The following definitions are based on [Gag17, Section 3.1]. A (family of) pseudorandom functions (PRF) is a family indexed by \(k \in K\) of efficiently computable functions \(F : K \times X \to Y\) such that, without knowledge of \(k\), it is classically computationally indistinguishable from the collection of all function from \(X\) to \(Y\) (denoted by \(Y^X\)). We write \(F_k : X \to Y\) to denote the member of the family indexed by \(k\).

**Definition 2.1.1** (Pseudorandom Function (PRF)). A (family of) pseudorandom functions (PRF) from \(X\) to \(Y\) with key space \(K\) is a DPT algorithm \(F : K \times X \to Y\) such that for any classical PPT algorithm \(D\) it holds that,

\[
\text{Adv}^{\text{PRF}}_{F, RF}(D) := \left| \Pr_{k \leftarrow K} [1 \leftarrow F_k] - \Pr_{k \leftarrow K} [1 \leftarrow RF] \right| \leq \text{negl}
\]

where \(RF\) is a random oracle, and the probabilities are over the choice of \(k\), the randomness of \(RF\) and of \(D\).

A (family of) pseudorandom permutations (PRP) is a (family of) pseudorandom functions that is also an invertible permutation on some space \(X\). We write \(P_k : X \to X\) to denote the member of the family indexed by \(k\).

**Definition 2.1.2** (Pseudorandom Permutation (PRP)). A (family of) pseudorandom permutations (PRP) on \(X\) with key space \(K\) is a pair of DPT algorithm \(P, P^{-1} : K \times X \to X\) such that:

- For all keys \(k \in K\), we have that \(P_k, P_k^{-1}\) are permutations on \(X\);
- For all keys \(k \in K\), we have that \((P_k)^{-1} = (P_k^{-1})\); and
- for any classical PPT algorithm \(D\) it holds:

\[
\text{Adv}^{\text{PRF}}_{F, RP}(D) := \left| \Pr_{k \leftarrow K} [1 \leftarrow F_k] - \Pr_{k \leftarrow K} [1 \leftarrow RP] \right| \leq \text{negl}
\]

where \(RP\) is a random permutation oracle, and the probabilities are over the choice of \(k\), the randomness of \(RP\) and of \(D\).
In this work, we will interchangeably use the term block cipher for a pseudorandom permutation. We now give the well known random permutation/random function switching lemma. Block ciphers are defined to behave as pseudorandom permutations, but oftentimes, it is easier to handle pseudorandom functions in security proofs. This lemma bridges this gap.

**Lemma 1** (RF/RP Switching Lemma [BR04]). Let RP : X → X be a random permutation oracle, and let RF : X → X be a random function oracle. Let A be a classical adversary that makes at most q oracle queries. Then,

\[ \Pr[A_{RP} = 1] - \Pr[A_{RF} = 1] \leq \frac{q^2}{2|X|} \]

We will also encounter tweakable block ciphers. This is a concept introduced by Liskov, Rivest and Wagner in [LRW02]. This can be seen as a block cipher that receives an additional input called tweak. Conceptually, this tweak should be “cheaper” to change than the key, and should have no requirement to stay secret for the safety of the scheme.

**Definition 2.1.3** (Tweakable Block Cipher). A tweakable block cipher with message space M, key space K, and tweak space T, is a pair of DPT algorithm \( \tilde{E}, \tilde{E}^{-1} : K \times T \times M \rightarrow M \) such that:

- For all key-tweak pairs \((k, t) \in K \times T\), we have that \( \tilde{E}_k(t, \cdot), \tilde{E}_k^{-1}(t, \cdot) \) are permutations on X;
- For all key-tweak pairs \((k, t) \in K \times T\) we have that \((\tilde{E}_k)^{-1}(t, \cdot) = (\tilde{E}_k^{-1})(t, \cdot)\); and
- for any classic PPT algorithm D it holds:

\[ \text{Adv}_{\tilde{E}, \tilde{E}^{-1}}^{\text{QPRP}}(D) := \text{Adv}_{\tilde{E}, \tilde{E}^{-1}}^{\text{dist}}(D) = \left| \Pr_{k \leftarrow K} \left[ 1 \leftarrow \tilde{A}_{\tilde{E}} \right] - \Pr_{k \leftarrow K} \left[ 1 \leftarrow \tilde{A}_{\tilde{E}^{-1}} \right] \right] \right| \leq \text{negl} \]

where \( \tilde{R}^T \) is a family of independently drawn random permutation indexed by the tweak t. We may write \( \tilde{E}_k^T(\cdot) \) instead of \( \tilde{E}_k(t, \cdot) \).

This master thesis concerns itself with message authentication codes (MAC). These are schemes that allow authentication in the symmetric-key setting, by pairing any sent message with an authentication tag.

**Definition 2.1.4** (Message Authentication Code (MAC)). A message authentication code (MAC), with keyspace K, message space M, and tag space T, is a tuple of PPT algorithms \( \Pi = (\text{Gen}, \text{Sign}, \text{Verify}) \) such that,

- \( \text{Gen}^{(1^n)} \rightarrow k \) generates a secret key \( k \in K \)
- \( \text{Sign}(k, m) \rightarrow t \) for any \( m \in M \) outputs a tag \( t \in T \)
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- Verify\((k, m, t) \rightarrow b\) is a deterministic algorithm that either outputs \(b = 1\) to accept the message-tag pair or \(b = 0\) to reject it.

In the classical setting, we consider MACs that are secure under chosen message attack (CMA). Here the attacker has access to a tag oracle. The usual adversary goal is to find a valid forgery for any message in the message space. We call this goal existential unforgeability (EUF).

**Definition 2.1.5** \((\text{Exp}_{\Pi, A}^{\text{EUF-CMA}}(n))\). Let \(\Pi = (\text{Gen}, \text{Sign}, \text{Verify})\) be a MAC scheme. Let \(n \in \mathbb{N}\) be the security parameter and let \(A\) be a PPT adversary. We define the EUF-CMA security experiment by,

<table>
<thead>
<tr>
<th>(\text{Exp}_{\Pi, A}^{\text{EUF-CMA}}(n))</th>
<th>(\text{Sign}_k(m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q := \emptyset)</td>
<td>(t \leftarrow \text{Sign}(k, m))</td>
</tr>
<tr>
<td>(k \leftarrow \text{Gen}(1^n))</td>
<td>(Q := Q \cup m)</td>
</tr>
<tr>
<td>((m^<em>, t^</em>) \leftarrow A^{\text{Sign}_k})</td>
<td>(\text{return } t)</td>
</tr>
<tr>
<td>(\text{return } \text{Verify}(k, m^<em>, t^</em>) \land (m^* \not\in Q))</td>
<td></td>
</tr>
</tbody>
</table>

We say that the MAC \(\Pi\) is EUF-CMA secure if for any PPT adversary \(A\),

\[
\text{Adv}_{\Pi}^{\text{EUF-CMA}}(A) := \Pr[\text{Exp}_{\Pi, A}^{\text{EUF-CMA}}(n) = 1] \leq \text{negl}(n)
\]

2.2. The Quantum Setting

The term "quantum security" has been sometimes used inconsistently in the literature. To avoid any confusion, we use the classification of quantum models introduced by Gargliardoni in [Gag17].

**Q0: The classical setting**
This is the classical setting, where the adversary has no access to any kind of quantum computation. This encompasses all the definitions given above in Section 2.1.

**Q1: Local quantum computations, classical queries**
In this setting, an adversary may have access to a quantum computer and do local quantum computations. On the other hand, any queries to an oracle have to be made classically. Security in this model is called post-quantum security or sometimes standard security.

**Q2: Local quantum computations, quantum queries**
In this setting, an adversary is given quantum superposition access to its oracles. Speaking loosely, this means that an adversary may query a superposition of inputs, and the oracle will respond with the corresponding superposition of outputs. We define this formally in section 2.2.1. We call security in this model quantum security.

Notice that in the Q2 model, the adversary is allowed to make quantum queries to a classical algorithm. This may seem like an unlikely situation at first. But consider a
hypothesized future situation where a quantum computer runs an encryption algorithm. It could be possible that the scheme runs a classical protocol as a subroutine. In that case, you would require the use of Q2 secure schemes.

A further motivating example for the relevance of the Q2 setting is given in [GHS16, "frozen smart-card" example]. Consider a small device, such as an RFID tag or a smart-card, running a purely classical encryption scheme (such as AES) on classical inputs, and outputting classical values. A potential future adversary could attempt a new kind of side-channel attack on the device, by putting it in conditions that would make it "take on" a quantum behavior, i.e answering queries in superposition with answers in superposition. This would be akin to fault-injection side-channel attacks we see nowadays, where an adversary might freeze a smart-card to make it take on some faulty behavior.

A quantum-secure algorithm could be implemented in a black-box manner, and remain secure long into the future with no additional hardware requirements. On the contrary, quantum-insecure schemes could only be used in cases where no such side-channel attacks would be realistic (e.g queries must go through a classical network).

### 2.2.1. Quantum Oracle and Quantum Adversary

In this section, we define our model for quantum adversaries. Moreover, we give the quantum oracle access model used in thesis. We base this section on [Bha+20, Section 2.2].

In this thesis, a quantum adversary \( \mathcal{A} \) that makes \( q \) queries to its oracle is modelled as a sequence of unitary operators \((U_0, \ldots, U_q)\), where each \( U_i \) is a unitary operator on an \( s \)-qubit quantum system. We will see \( U_0 \) and \( U_q \) as an initialization and finalization processes respectively. For \( 1 \leq i \leq q - 1 \), \( U_i \) is the work after the \( i \)-th query. We assume that \( \mathcal{A} \)'s quantum state is a vector of a Hilbert space

\[ \mathcal{H}_\mathcal{A} = \mathcal{H}_{\text{query}} \otimes \mathcal{H}_{\text{answer}} \otimes \mathcal{H}_{\text{work}} \]

where \( \mathcal{H}_{\text{query}}, \mathcal{H}_{\text{answer}}, \mathcal{H}_{\text{work}} \) correspond to \( \mathcal{A} \)'s query, answer, and offline work registers respectively.

A quantum oracle is a unitary operator that acts on the adversary’s \( \mathcal{H}_{\text{query}} \otimes \mathcal{H}_{\text{answer}} \) register. In this thesis, we use the standard oracle definition.

**Definition 2.2.1 (Quantum oracle).** Let \( f : \{0,1\}^m \rightarrow \{0,1\}^n \) be a function. Then, the quantum oracle of \( f \) is defined as the unitary operator

\[ O_f : |x, y) \rightarrow |x, y \oplus f(x)\]

where \( |x) \) \( |y) \) are registers provided by the adversary and correspond to its query and answer registers respectively.

Note that if \( f \) is a random function, the same randomness is used to answer every message in the superposition. The oracle only draws a new random value between subsequent queries.
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Assume we run \( \mathcal{A} \) relative to the oracle \( O_f \). Then the unitary operators \( U_i \) and oracle calls \( O_f \) act sequentially on the initial state \( |0^i\rangle \). The final state is then,

\[
U_q O_f U_{q-1} \ldots O_f U_0 |0^i\rangle \tag{2.1}
\]

This final state is then measured and \( \mathcal{A} \) returns the result as its output. In this thesis, we will always use the adversary as a black-box algorithm. In particular, we do not consider the state of the work register \( H_{\text{work}} \). We only care about the adversary’s final output. Note that this is always a classical value. Hence, we omit writing the \( H_{\text{work}} \) register from now on.

2.2.2. Simon’s Algorithm

Many of the published attacks in the Q2 setting use Simon’s algorithm [Sim94] to solve the following problem in polynomial-time.

**Definition 2.2.2** (Simon problem). Let \( f : \{0, 1\}^n \rightarrow \{0, 1\}^n \) be a function such that for an \( s \in \{0, 1\}^n \), for all \( x, y \in \{0, 1\}^n \), \( f(x) = f(y) \) if and only if \( x \oplus y \in \{0^n, s\} \). The aim of the problem is to find \( s \).

**Theorem 1** ([Sim94]). After \( n + \alpha \) iterations, Simon’s algorithm solves Simon’s problem with probability \( 1 - 2^{-\alpha} \).

In each round, Simon’s algorithm recovers a vector orthogonal to the period \( s \). Hence, in \( O(N) \) queries, the algorithm provides a full rank system of linear equations. This allows to compute the period \( s \) using linear algebra techniques such as Gaussian elimination.

The attacks based on Simon’s algorithm build a periodic function from their oracle. They then run Simon’s algorithm to recover the period. This can then either directly leads to a distinguishing attack, or the period contains sensitive information that allows a forgery attack.

In some cases, the function \( f \) is not perfectly periodic and has unwanted ”parasitic” collisions. In that case, Kaplan et. al [Kap+16] have shown that Simon’s algorithm may still be able to find the period, provided the number of additional collisions is not too high.

For \( f : \{0, 1\}^n \rightarrow \{0, 1\}^n \) such that \( f(x) = f(x \oplus s) \) for all \( x \), consider,

\[
\epsilon(f, s) := \max_{t \in \{0, 1\}^n \setminus \{0^i\}} \Pr_x[f(x) = f(x \oplus t)] \tag{2.2}
\]

**Theorem 2** (Simon’s algorithm with approximate promise [Kap+16]). If \( \epsilon(f, s) \leq p_0 \), then Simon’s algorithm returns \( s \) in \( c \cdot n \) queries, with probability at least \( 1 - \left( 2^{\frac{1+p_0}{2}} \right)^n \).

Kaplan et al. further note that choosing \( c \geq 3/(1 - p_0) \) makes the error probability decrease exponentially.
2.2.3. Quantum Security Definitions

We now give the security definitions adapted to the Q2 setting. This mostly follows [Gag17, section 5.2]. For most definitions it is only a matter of allowing quantum adversaries, and giving them quantum access to the oracles. However, we will see that some primitives demand a more subtle approach.

**Definition 2.2.3** (Quantum-Secure Pseudorandom Function (qPRF)). A (family of) quantum-secure pseudorandom functions (qPRF) from \( X \) to \( Y \) with key space \( K \) is a DPT algorithm \( F : K \times X \rightarrow Y \) such that for any QPT algorithm \( A \) it holds:

\[
\text{Adv}^\text{qPRF}_{F,RF}(A) := \text{Adv}^\text{dist}_{F,RF}(A) = \left| \Pr_{k \leftarrow K} \left[ 1 \leftarrow A[F_k] \right] - \Pr_{1 \leftarrow K} \left[ 1 \leftarrow A[RF] \right] \right] \leq \negl
\]

where \(|RF\) is a quantum random oracle, and the probabilities are over the choice of \( k \), the randomness of \( RF \) and of \( A \).

**Definition 2.2.4** (Quantum-Secure Pseudorandom Permutation (qPRP)). A (family of) quantum-secure pseudorandom permutations (qPRP) on \( X \) with key space \( K \) is a pair of DPT algorithm \( P, P^{-1} : X \rightarrow X \) such that:

1. For all keys \( k \in K \), we have that \( P_k, P_k^{-1} \) are permutations on \( X \);
2. For all keys \( k \in K \), we have that \((P_k)^{-1} = (P_k)^{-1}\); and
3. for any QPT algorithm \( A \) it holds:

\[
\text{Adv}^\text{qPRP}_{P,RP}(A) := \text{Adv}^\text{dist}_{P,RP}(A) = \left| \Pr_{k \leftarrow K} \left[ 1 \leftarrow A[P_k] \right] - \Pr_{1 \leftarrow K} \left[ 1 \leftarrow A[RP] \right] \right] \leq \negl
\]

where \(|RP\) is a quantum random permutation oracle, and the probabilities are over the choice of \( k \) and the randomness of \( RP \) and of \( A \).

**Definition 2.2.5** (Quantum-secure Tweakable Block Cipher). A Quantum-secure tweakable block cipher (qTBC) with message space \( M \), key space \( K \), and tweak space \( T \), is a pair of DPT algorithm \( \tilde{E}, \tilde{E}^{-1} : K \times T \times M \rightarrow M \) such that:

1. For all key-tweak pair \((k, t) \in K \times T\), we have that \( \tilde{E}_k(t, \cdot), \tilde{E}_k^{-1}(t, \cdot) \) are permutations on \( X \);
2. For all key-tweak pair \((k, t) \in K \times T\), we have that \((\tilde{E}_k)^{-1}(t, \cdot) = (\tilde{E}_k^{-1})(t, \cdot)\); and
### 3. for any classic QPT algorithm $\mathcal{D}$ it holds:

$$\text{Adv}^\text{PRF}_{\tilde{E}, \tilde{RP}}(\mathcal{D}) := \text{Adv}^\text{dist}_{\tilde{E}, \tilde{RP}}(\mathcal{D}) = \left| \Pr_{k \leftarrow \mathcal{K}} \left[ 1 \leftarrow \mathcal{A}[\tilde{E}] \right] - \Pr_{1 \leftarrow \mathcal{A}[^{\text{RP}}]} \right| \leq \text{negl}$$

where $\tilde{RP}$ is a family of independently drawn random permutations indexed by the tweak $t$. The probabilities are over the choice of $k$ and the randomness of $\tilde{RP}$ and $\mathcal{D}$.

While the definition of a MAC does not change compared to Definition 2.1.4, we need to carefully approach translating EUF-CMA security to the Q2 setting. In the classical setting, we require the forgery to be made for a fresh message. In the quantum case, any query to the tag oracle can be a superposition of all the messages in the message space. As such, an adversary could submit different queries in superposition designed to have a high probability of collapsing to the same message. Boneh and Zhandry define the EUF-qCMA model in [BZ13b, Definition 2.1]. They require an adversary that makes $q$ queries, to provide $q + 1$ distinct and valid classical message-tag pairs to win the experiment. Notice that for a classical adversary, this corresponds to the EUF-CMA security.

**Definition 2.2.6** ($\text{Exp}_{\Pi, \mathcal{A}}^{\text{EUF-qCMA}}(n)$). Let $\Pi = (\text{Gen, Sign, Verify})$ be a MAC scheme. Let $n \in \mathbb{N}$ be the security parameter and $q$ a polynomial number in $n$. Let $\mathcal{A}$ be a QPT adversary that makes $q$ quantum queries to its oracle. Then we define the EUF-qCMA security experiment by:

<table>
<thead>
<tr>
<th>$\text{Exp}_{\Pi, \mathcal{A}}^{\text{EUF-qCMA}}(n, q)$</th>
<th>$\text{Sign}_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k \leftarrow \text{Gen}(1^n)$</td>
<td>$</td>
</tr>
<tr>
<td>$S = {(m_1, t_1), (m_2, t_2), \ldots, (m_{q+1}, t_{q+1})} \leftarrow \mathcal{A}[^{\text{Sign}}_k]$</td>
<td></td>
</tr>
<tr>
<td>\text{return isForgeSet}(S)</td>
<td></td>
</tr>
</tbody>
</table>

$\text{isForgeSet}(S)$

| Valid := 1 |
| Distinct := 1 |
| for $i = 1$ to $q + 1$:
| Valid := Valid $\land$ Verify($k, m_i, t_i$) |
| Distinct := Distinct $\land$ ($\exists j \neq i, (m_i, t_i) = (m_j, t_j)$) |
| \text{return Valid $\land$ Distinct} |

We say that the MAC $\Pi$ is **existentially unforgeable under quantum chosen-message attack** (EUF-qCMA) if for any QPT adversaries $\mathcal{A}$ that makes $q$ queries to its oracle,

$$\text{Adv}_{\Pi}^{\text{EUF-qCMA}}(\mathcal{A}) := \Pr[\text{Exp}_{\Pi, \mathcal{A}}^{\text{EUF-qCMA}}(n, q) = 1] \leq \text{negl}(n)$$
2.3. Nonces

In the classical setting, the use of nonces is a well known concept. A nonce is an additional input to the primitive that is meant to be used only once (hence the name). It is used in deterministic algorithms to give variance to successive runs of a primitive on the same input. The nonce does usually not need to be kept secret for the security of a scheme. Moreover, we even let the adversary choose the nonces in the security games.

The nonce version of any classical experiment proceeds similarly to the regular version of it. If in the regular experiment, the PPT adversary $A$ sends a query $m$, then in the nonce experiment, $A$ additionally chooses a nonce $N$ and queries the tuple $(N, m)$. The oracle verifies if the nonce is new before sending the corresponding answer. If the nonce is repeated, then the experiment is aborted and the adversary loses.

The use of nonces is trickier in the quantum setting. As discussed previously for MACs, it is not clear how to define freshness for nonces when the adversary is allowed to make queries in superposition. An attempt at giving an appropriate model has been made in [Haa20]. Haas introduces the no quantum nonce reuse (NQNR) model. It allows nonces to be queried in superposition, but they have to be measured at the latest, at the end of the interaction. If the same nonce is measured twice, then the experiment is lost.

We argue that this model is too artificial for our purposes. We will instead require the nonces to be classical and distinct i.e we assume the adversary to be nonce-respecting in the classical sense. This is the model used by Bhaumik et al. in [Bha+20]. If an oracle implements a scheme $f$ that admits a nonce, we model this as a family of unitary operators $(O_{f,N})_N$ indexed by the nonce. We now define the nonce version of the EUF-qCMA security experiment.

**Definition 2.3.1** $(\text{Exp}_{\Pi, \mathcal{A}}^\text{nonce-EUF-qCMA}(n))$. Let $\Pi = (\text{Gen}, \text{Sign}, \text{Verify})$ be a MAC scheme that uses nonces. Let $\mathcal{A}$ be a QPT adversary that makes $q$ quantum queries to its oracle. The nonce-EUF-qCMA security game proceeds in two phases.

1. For the $i$’th query, the adversary $\mathcal{A}$ chooses a fresh classic value $N_i$ as a nonce. The oracle then answers with the unitary operator $\text{Sign}_{N_i}$ that is defined by

$$\ket{x} \ket{y} \rightarrow \ket{x} \ket{y \oplus \text{Sign}(k, x; N_i)}$$

2. $\mathcal{A}$ produces $q + 1$ classic tuple $(N, M, T)$ with any $N$ of its choice and wins the game if they are all valid and distinct.

We say that the MAC $\Pi$ is **nonce existentially unforgeable under quantum chosen-message attack** (nonce-EUF-qCMA) if for any QPT adversaries $\mathcal{A}$ that makes $q$ queries to its oracle,

$$\text{Adv}_{\Pi}^\text{nonce-EUF-qCMA}(\mathcal{A}) := \Pr[\text{Exp}_{\Pi, \mathcal{A}}^\text{nonce-EUF-qCMA}(n, q) = 1] \leq \text{negl}(n)$$
2. Preliminaries

2.4. Derivatives of Binary Functions

**Definition 2.4.1.** For a function \( f : \{0, 1\}^n \rightarrow \{0, 1\}^n \), we define the derivative of \( f \) at point \( a \in \{0, 1\}^n \) as

\[
\Delta_a f(x) = f(x \oplus a) \oplus f(x)
\]

As the derivative of \( f \) is also a function from \( \{0, 1\}^n \) to \( \{0, 1\}^n \), we can define the \( i \)'th \((i > 1)\) derivative of \( f \) at points \((a_1, a_2 ... a_i)\) as

\[
\Delta_{a_1, a_2 ... a_i} f(x) = \Delta_{a_i} (\Delta_{a_1, a_2 ... a_{i-1}} f(x))
\]

where the 0'th derivative is \( f \) itself. The following proposition from [Lai94, Proposition 3] gives the general form of the derivative of a binary function.

**Proposition 1.** Let \( L[a_1, \ldots, a_i] \) be the set of all \( 2^i \) possible linear combinations of \( a_1, \ldots a_i \). Then,

\[
\Delta_{a_1, \ldots, a_i} f(x) = \sum_{c \in L[a_1, \ldots, a_i]} f(x \oplus c)
\]
3. Security Proofs in the Quantum Setting

In this chapter, we discuss some of the specific issues to proving security in the Q2 setting. Security proofs are a combination of two elements: a hardness assumption and a reduction. This also holds in the quantum setting, although we now need a quantum hardness assumption and a reduction that takes into account the abilities of a quantum adversary. We discuss these in Section 3.1 and in Section 3.2 respectively. In Section 3.3, we give the quantum tools that will be used in our proof in Chapter 4.

3.1. Hardness Assumptions

Concrete hardness assumptions are computational problems that are believed to be very difficult to solve. For our purposes a "hard" problem is one that is exponential in time (sometimes also in space) complexity. Identifying these problems as hard is a communal process. The confidence in a hard problem is build through years of research in which no significant contradiction to the hardness of the problem has been found (e.g. a polynomial-time solution).

Quantum computers come as a new variable in this conversation. Since they behave in fundamentally different ways to a classical computer, every previously used hardness assumption has to be reassessed. Famously, Shor’s algorithm [Sho97] is able to solve both the integer factorization problem as well as the discrete logarithm problem in polynomial time. On the other hand, problems such as the learning with error problem [Reg05] or the general decoding of linear codes problem [BMT78] both, for now, stand up to the quantum cryptanalysis efforts.

A shocking example relevant to our work is the case of the one-time pad. Famously, this scheme provides statistical security in the classical setting, and is the underlying idea behind stream ciphers. However, a quantum adversary can distinguish a one-time pad from a random function in a single query.

Lemma 2 ([Bon19]). Let \( f : \{0, 1\}^n \rightarrow \{0, 1\}^n \) be a function that implements a one-time pad, i.e

\[
f(x) = x \oplus r, \quad r \leftarrow \{0, 1\}^n\]

There exists a quantum algorithm that makes a single query, that can distinguish between \( f \) and random function with probability \( 1 - \frac{1}{2^{n-1}} \).

It is common for classical proofs to reduce the security of a scheme to a one-time pad. In the quantum setting, this is not an option. This a case where the classical intuition is very misleading when trying to prove quantum-security.
3. Security Proofs in the Quantum Setting

In this thesis, we often work with *generic* hardness assumptions. These are the building blocks for theoretical cryptography such as one-way functions (OWF), pseudorandom functions (PRF) or secret-key encryption schemes (SKE). We directly define these objects as having certain properties. This allows for a more general approach to security proofs.

As opposed to the *concrete* hardness assumption, these can be simply translated to the Q2 setting. We only need to tweak the definitions. As we have seen in Section 2.2.3, this is usually only a matter of allowing quantum adversaries and providing them with quantum oracle access.

### 3.2. Reduction

A reduction is an algorithm that transforms a problem into another one. In the context of cryptography, it is used to transform an adversary that breaks the security of a scheme into an algorithm that solves a hardness assumption.

In the Q1 setting, most classical reductions are still valid. If the reduction treats the adversary as a black-box, then it does not matter if the adversary is quantum or classical. More specifically, if the reduction algorithm only interacts with the adversary through classical queries and answers, then the reduction can be fully classical. This means that as long as the hardness assumption is adapted to the Q1 setting appropriately, a classical proof will also hold in the Q1 setting. Note that this does not hold true if the reduction algorithm tries more sophisticated interactions with the adversary such as rewinding. The rewinding technique essentially corresponds to the cloning of the adversary’s state. In the quantum setting, this would mean cloning a quantum state. However, the well known "no-cloning theorem" [WZ82] forbids this. As such the rewinding technique is not directly applicable in the quantum setting, and proofs that require it do not translate well. As we will not need this technique in this work, we refer the reader to [ARU14] for an in-depth discussion on this subject.

In the Q2 setting, the reduction algorithm, by definition, has to treat quantum queries. This means that its interaction with the adversary is inherently quantum. This affects some of the most used classical reduction techniques such as the "bad flag analysis" or the "lazy sampling" of a random oracle.

#### 3.2.1. Lazy Sampling and Bad Flag Analysis

Lazy sampling is a powerful classical proof technique. It allows for the efficient implementation of random oracles. The idea is as follows. Whenever a query is submitted, the oracle checks if the value has already been queried previously. If the query is fresh, it outputs a random value. If the query is not fresh, the oracle outputs the same value as it did before.

Lazy sampling allows for many useful reduction techniques. When a reduction algorithm implements a random oracle using lazy sampling, it can learn the inputs the adversary queries and their corresponding outputs or even program the output of the oracle. Furthermore, it is often used for bad flag analysis.
The bad flag analysis is another commonly used classical proof technique. It is used to show indistinguishability between two oracles. The technique works in three steps. We define a bad event, which is typically conditioned on the queries the oracle receive, e.g., the adversary queries two different inputs that cause a collision at the output. We then show that as long as the event does not happen, the oracles behave identically. Finally, we show that the event has a negligible probability of happening.

In the Q2 setting, both techniques suffer from similar problems. Let $F : X \rightarrow Y$ be a random function. A quantum adversary can submit a query that is a superposition of the whole message space $X$. In that case, it is unclear how to do lazy sampling. Should the oracle answer by sampling $|X|$ values? This solution is obviously not efficient for an exponentially sized $X$. A further problem comes when the adversary makes a second query. Indeed, to assure the consistency between subsequent queries, the oracle has to "remember" the previous query/answer pairs. However, the only way to learn anything about a quantum query is to measure it. Measuring the query register can be detected by the adversary. In this case, the adversary may abort its run as it notices that it is interacting with a reduction algorithm instead of the normal protocol. Both these issues also make it difficult to know whether a problematic value has been queried triggering a bad event in the bad flag analysis.

**Example.** Let $RF : X \rightarrow X$ be a random function and let $RP : X \rightarrow X$ be a random permutation. A common application of both lazy sampling and bad flag analysis is the proof of the well-known Switching Lemma 1. We want to show that an adversary cannot efficiently distinguish between $RF$ and $RP$. Against a classical adversary, the proof is straightforward. We implement both oracles with lazy sampling. If the randomly drawn value has already been drawn before, we set a "Bad" flag. For $RF$ this does nothing. For $RP$, a new value is drawn from the pool of values that have not been drawn yet. This is depicted in Figure 3.1. Now it is easy to see that, after $q$ queries, a collision happens with probability $Pr[Bad] \leq \frac{q^2}{2|X|}$. The claimed bound follows. A full proof of this lemma can be found in [BR04].

As discussed above, we cannot implement the oracles in this way in the quantum setting. Neither lazy sampling nor bad flag analysis is directly applicable here. Nevertheless, a generalisation of the switching lemma to the quantum setting has been proven, although it required different techniques. We give it in Section 3.3.

### 3.3. Other Quantum Tools

In this section we give the quantum proof tools that we will use. As mentioned above, a generalisation of the RF/RP switching lemma exists for the quantum setting. This was shown by Zhandry in [Zha13].

**Theorem 3** (Quantum RF/RP Switching Lemma as in [HI20, Theorem 1]). Let $RF$ and $RP$ denote quantum oracles of a random function from $X$ to $X$ and a random permutation on $X$
Let \( A \) be a QPT adversary that makes at most \( q \) quantum queries. Then,

\[
\text{Adv}_{\text{dist}}^{\text{RF,RP}}(A) \leq O\left(\frac{q^3}{|X|^d}\right)
\]

Let \( H : X \rightarrow Y \) be a random oracle. In the classical setting, an adversary can only guess the value of \( H(x) \) for a fresh value \( x \). Therefore, its success probability is at most \( \frac{1}{|Y|} \). In the quantum setting, this assertion is not as clear, since a single query can "touch" the whole domain. The following theorem by Boneh and Zhandry [BZ13a, Theorem 4.1] shows that a quantum adversary does not have a significant advantage over a classical one.

**Theorem 4.** Let \( A \) be a quantum algorithm that makes \( q \) queries to a random oracle \( H : X \rightarrow Y \). The probability that \( A \) is able to produce \( k > q \) distinct pairs \( (x_i, y_i) \) such that \( y_i = H(x_i) \) for all \( i \in [k] \) is at most

\[
\frac{1}{|Y|} \sum_{r=0}^{q} \binom{k}{r} (n - 1)^r
\]

For our purposes, we are interested in the case where \( |Y| \) is exponentially large and \( k = q + 1 \). This case is shown in [BZ13a, Equation (4.1)].

**Lemma 3.** Let \( |Y| = 2^n \) and \( k = q + 1 \). Then,

\[
\frac{1}{|Y|} \sum_{r=0}^{q} \binom{k}{r} (n - 1)^r \leq \frac{q + 1}{2^n}
\]

Boneh and Zhandry then use this to show that any secure qPRF is also an EUF-qCMA secure MAC. This is given by the following theorem [BZ13a, Theorem 5.1].
Theorem 5. If $\text{PRF} : \mathcal{K} \times X \rightarrow \mathcal{Y}$ is a quantum-secure pseudorandom function and $1/|\mathcal{Y}|$ is negligible, then $S(k, m) = \text{PRF}(k, m)$ is an EUF-qCMA-secure MAC, and,

$$\text{Adv}_S^{\text{EUF-qCMA}} \leq \text{Adv}_{\text{PRF}}^{\text{qPRF}} + \frac{q + 1}{|\mathcal{Y}|}$$
4. A Quantum Secure Nonce-based MAC

In his master thesis [Haa20], Haas proposes a generic transformation, making any EUF-CMA secure MAC scheme into a quantum secure nonce-EUF-qCMA MAC scheme [Haa20]. In this chapter, we first give a formalized description of this transformation. We then show that there exists a pathological case where this transformation does not make the MAC scheme quantum secure. We also underline the sensitive nature of nonce based schemes in the quantum setting by applying the transformation to a qPRP. We show that if the nonce is allowed to be reused, then the transformed qPRP suffers from a superposition attack. Finally, we argue that while the transformation is not secure in general, it still works for many practical use cases. We illustrate this by applying it to the CBC-MAC and proving the nonce-EUF-qCMA security of the transformed version.

4.1. Description

Haas describes in [Haa20, Theorem 2] a transformation for any tweakable block cipher based MAC. We give here a slightly modified version of it using block ciphers. In Haas’ original version, multiple different but fixed tweaks are used. We instead use different keys for the block cipher where a different tweak would have been used in the original version. In the original version, the tweaks are chosen internally, therefore, modifying the transformation to use differently keyed block ciphers is equivalent to the original scheme in terms of security. Any security proof for our version also applies to Haas’ version. This is strictly a generalization, as the transformation still applies to tweakable block cipher based schemes.

**Definition 4.1.1 (Haas Transform).** Let \( \Pi = (\text{Gen}, \text{Sign}, \text{Verify}) \) be a deterministic EUF-CMA secure MAC over \( (K = \{0, 1\}^\text{poly}(n), M = \{0, 1\}^l n, T = \{0, 1\}^n) \). Assume that the signing algorithm is of the form,

\[
\text{Sign}'(k, m) = \Phi_{k, m}(E_k(\Psi(m_0)), m_1 \ldots m_{l-1})
\]

where \( m \) is an \( l \)-blocks message \( m = m_0 \ldots m_{l-1} \), \( E_k \) is a quantum-secure block cipher, \( \Psi \) is a public permutation, and \( \Phi_{k, m} \) is the rest of the structure of the algorithm. We further require \( \Psi^{-1} \) to be efficiently computable.

We denote the transformed MAC by \( \Pi_N = (\text{Gen}, \text{Sign}, \text{Verify}) \). The new generation algorithm \( \text{Gen} \) runs \( \text{Gen}' \) twice to obtain \( K = (k_0, k_1) \). The new signing algorithm takes a nonce \( N \in \{0, 1\}^n \) as an additional input. The signing algorithm is then,

\[
\text{Sign}(k_0, k_1, N, m) = \Phi_{k, m}(E_{k_1}(E_{k_0}(N) \oplus \Psi(m_0)), m_1 \ldots m_{l-1})
\]
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For ease of notation, we will omit to write the input to $\Psi$, the second input of $\Phi$ as well as its indices, and write

$$\text{Sign}_N(k_0, k_1, m) = \Phi(E_{k_1}(E_{k_0}(N) \oplus \Psi)$$

As we require the signing algorithm to be deterministic, we can use the canonical verification algorithm, i.e., we run the signing algorithm again and check if the submitted tag is equal to the output. The transform is depicted in Figure 4.1.

We show that the transform preserves the classical security of the transformed scheme in Appendix A.

**Example.** Consider the CBC-MAC for messages in $\{0, 1\}^{3n}$. The signing algorithm is:

$$\text{CBC}'(k, m_0||m_1||m_2) = E_k(E_k(m_0) \oplus m_1) \oplus m_2$$

where $E_k$ is a block cipher. In this case, $\Psi$ is the identity function, and $\Phi(x, m_0, m_1, m_2) = E_k(x \oplus m_1) \oplus m_2$. After the transformation, the new signing algorithm is:

$$\text{CBC}_N(k_0, k_1, m_0||m_1||m_2) = E_{k_1}(E_{k_1}(m_0 \oplus E_{k_0}(N)) \oplus m_1) \oplus m_2$$

where $K = (k_0, k_1)$

4.2. Pathological Case

Haas gave a generic transformation for any MAC without restriction on its structure. In this section, we give a pathological case, showing that this transformation does not achieve quantum security for any MAC in general.

**Proposition 2.** The Haas transform given in Definition 4.1.1 does not produce nonce-EUF-qCMA secure MACs in general.

**Proof.** Let $MAC' = (\text{Gen}', \text{Sign}'', \text{Verify}')$ be a deterministic EUF-CMA secure MAC that accepts inputs of variable length. Assume further that it suffers from a key recovery attack against quantum adversaries. We then define $MAC = (\text{Gen}', \text{Sign}', \text{Verify})$ to be a second MAC scheme with,
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\[ \text{Sign'}: \mathcal{K} \times \{0, 1\}^n \rightarrow \{0, 1\}^n \times \{0, 1\}^n \times \{0, 1\}^n \]
\[ (k, m_0||m_1\ldots||m_{l-1}) \mapsto ((m_0||m_1\ldots||m_{l-1}), \sigma_0', \sigma_1') \]

where \( \sigma_0' = \text{Sign}''(k, m_1\ldots||m_{l-1}) \) and \( \sigma_1' = \text{Sign}''(k, m_0||m_1\ldots||m_{l-1}) \). Verify is the canonical verifying algorithm.

It is clear that MAC is also an EUF-CMA secure MAC scheme. We now apply the transformation to it. MAC\(_N\), the transformed version of MAC has the following signing algorithm,

\[ \text{Sign}_N: \mathcal{K} \times \mathcal{K} \times \{0, 1\}^n \rightarrow \{0, 1\}^n \times \{0, 1\}^n \times \{0, 1\}^n \]
\[ (k_0, k_1, m_0||m_1\ldots||m_{l-1}) \mapsto ((m_0 \oplus E_{k_0}(N)||m_1\ldots||m_{l-1}), \sigma_0, \sigma_1) \]

where \( \sigma_0 = \text{Sign}''(k_1, m_1\ldots||m_{l-1}) \) and \( \sigma_1 = \text{Sign}''(k_1, m_0 \oplus E_{k_0}(N)||m_1\ldots||m_{l-1}) \).

We now show that MAC\(_N\) is not nonce-EUF-qCMA secure (definition 2.3.1). Let \( \mathcal{A} \) be a quantum adversary that makes \( q \) tag queries to MAC’ and recovers the secret key with non-negligible probability \( \epsilon \). Then there exists the following quantum adversary \( \mathcal{B} \) that wins the nonce-EUF-qCMA security game against MAC\(_N\).

1. Use \( \mathcal{A} \) to get the secret key \( k_1 \). Answer \( \mathcal{A}’ \)’s \( i \)th query \( m_i = m_{0,i}\ldots||m_{l-1,i} \) by choosing a random \( m_{0,i} \) and a fresh \( N_i \), and querying \( (N_i, m = m_{0,i}\ldots||m_{l-1,i}) \) to MAC\(_N\).

2. Get the first \( q \) tuples \((N, m_0||m_1\ldots||m_{l-1}), \text{Sign}_N(k_0, k_1, m_0||m_1\ldots||m_{l-1}) \) by measuring the \( q \) queries in the computational basis, as usual in the EUF-qCMA game.

3. Choose a pair \((m_{0,i}, N_i)\) from any of the \( q \) queries. Then choose \((m_1^*\ldots||m_{l-1}^*)\) such that \( m^* = (m_{0,i}\ldots||m_{l-1}^*) \) is a fresh message. Using the recovered key, we can sign \((m_1^*\ldots||m_{l-1}^*)\) and obtain,

\[ \sigma_0 = \text{Sign}''(k_1, m_1^*\ldots||m_{l-1}^*) \]

As we used \( m_{0,i} \) and \( N_i \) in a previous query, we know the value of \( m_{0,i} \oplus N \). Therefore we can sign \((m_{0,i} \oplus E_{k_0}(N_i)||m_1^*\ldots||m_{l-1}^*)\) and get,

\[ \sigma_1 = \text{Sign}''(k_1, m_{0,i} \oplus E_{k_0}(N_i)||m_1^*\ldots||m_{l-1}^*) \]

4. Finally submit \((N_i, m^*, \sigma_0, \sigma_1)\) as well as the \( q \) tuples from step 2.

Note that we do not violate the freshness condition of the nonces from the nonce-EUF-qCMA game. Freshness is only required when querying. A forgery is allowed to be issued for an old nonce. Therefore, \( \mathcal{B} \) wins with probability at least \( \epsilon \), and it follows that MAC\(_N\) is not nonce-EUF-qCMA secure. \( \square \)
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4.3. Nonce-Reuse Attacks

In this section, we consider a trivial application of the transformation. We do so to illustrate an attack that can occur when nonces are allowed to be reused. Let $S'$ be defined by,

$$S'(k, m) = E_k(m)$$

where $E$ is a qPRP. Then $\Pi = (\text{Gen}', S', \text{Verify}')$ is an EUF-CMA secure MAC. Since $E_k$ is assumed to be a qPRP, it follows from Theorem 3 and Theorem 5 that $\Pi$ is already an EUF-qCMA secure MAC. Yet, we will show that the transformed version is not quantum-secure against nonce-abusing adversaries.

Towards this, we now apply the transformation to $\Pi$. The signing algorithm for $\Pi_N = (\text{Gen}, S, \text{Verify})$ is given by:

$$S_N(K, m) = E_{k_1}(E_{k_0}(N) \oplus m) \quad (4.1)$$

We show that this scheme is not nonce-reuse resistant. Indeed, we give an efficient attack against both the qPRF and the EUF-qCMA security of $\Pi_N$. Consider our scheme $\Pi_N = (\text{Gen}, S, \text{Verify})$ in a setting where the adversary is freely allowed to reuse nonces. We show that there exists a quantum algorithm $A$ making $q$ queries to the oracle, that distinguishes $S$ from a random function. Therefore $\Pi_N$ is not a qPRF. Further, we show that $\Pi_N$ is not an EUF-qCMA secure MAC either. Indeed, there exists a quantum algorithm $B$ that makes $q + 1$ queries and is able to output $q + 2$ distinct and valid message-tag pairs.

**Proposition 3.** Let $\Pi_N = (\text{Gen}, S, \text{Verify})$ be defined as described above. Then $\Pi_N$ is not a qPRF. More precisely, there exists a nonce-abusing adversary $A$ that makes $q$ quantum queries and wins the qPRF game against $\Pi$ with non-negligible probability.

**Proof.** We define $A$ to be a quantum adversary that makes $q$ queries to an oracle. In the qPRF game (definition 2.2.3), the adversary gets access to an oracle $O$. At the beginning of the interaction, it is decided by coin flip if this oracle is the signing oracle $S$ or a random function. The algorithm then proceeds as follows.

- Chose $N, N' \in \{0, 1\}^n$, two different nonces. Then let $f$ be the following function.

$$f(M) = O(N, M) \oplus O(N', M)$$

This function can be efficiently implemented with two calls to the oracle. If the oracle implements $S$, then the function has a period $p = E_{k_0}(N) \oplus E_{k_0}(N')$. Indeed, for every $M \in \{0, 1\}^n$ we have,

$$f(M \oplus p)$$

$$= E_{k_1}\left(E_{k_0}(N) \oplus M \oplus E_{k_0}(N) \oplus E_{k_0}(N') + E_{k_1}\left(E_{k_0}(N') \oplus M \oplus E_{k_0}(N) \oplus E_{k_0}(N') \right)\right)$$

$$= E_{k_1}\left(M \oplus E_{k_0}(N') \right) \oplus E_{k_1}\left(M \oplus E_{k_0}(N) \right)$$

$$= f(M)$$
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- Use Simon’s algorithm (theorem 2) on \( f \). If the algorithm gives a period \( s \) then \( A \) returns that the oracle \( O \) is the signing oracle \( S \). Else, \( A \) returns that the oracle \( O \) is a random function.

A random function has a period only with negligible probability. So if Simon’s algorithm returns a period, then the distinguisher \( A \) is right with overwhelming probability. Theorem 2 requires that we bound the number of periods that \( f \) could have apart from \( p \). We show that \( \epsilon(f, p) = \max_{x \in \{0,1\}^n \setminus \{0, p\}} \Pr_x[f(x) = f(x \oplus t)] < \frac{1}{2} \), assuming \( E \) to behave as a random permutation. Assume towards contradiction that there exists a \( t \in \{0, 1\}^n \setminus \{0, p\} \) such that \( \Pr_x[f(x) = f(x \oplus t) \geq \frac{1}{2} \), i.e

\[
\Pr_x[Ek_1( Ek_0(N) \oplus x) \oplus Ek_1( Ek_0(N') \oplus x) \oplus Ek_1( Ek_0(N) \oplus x \oplus t) \oplus Ek_1( Ek_0(N') \oplus x \oplus t)] \geq \frac{1}{2}.
\]

We can then make a change of variables, replacing \( x \) with \( x' = x \oplus Ek_0(N) \). \( X \) is still distributed uniformly at random. Therefore we have,

\[
\Pr_x[Ek_1(X) \oplus Ek_1( X \oplus p) \oplus Ek_1( X \oplus t) \oplus Ek_1( X \oplus p \oplus t)] \geq \frac{1}{2}.
\]

It follows from Proposition 1 that this corresponds to a higher order differential for \( E_{k_1} \) with probability \( \frac{1}{2} \). This only happens with negligible probability for a random permutation, which leads to a contradiction. Therefore Simon’s algorithm returns \( p \) with non-negligible probability when \( O \) is the signing oracle \( S \). It follows that \( A \) distinguishes between a random oracle and \( S \) with non-negligible probability and \( \Pi_N \) is not a qPRF when we allow nonces to be reused.

\[ \square \]

Proposition 4. Let \( \Pi = (\text{Gen}, S, \text{Verify}) \) be defined as described above. Then \( \Pi \) is not an EUF-qCMA secure MAC. More precisely, there exists a nonce-abusing adversary \( A \) that makes \( q + 1 \) quantum queries and wins the EUF-qCMA game against \( \Pi \) with non-negligible probability.

Proof. We define \( B \) to be a quantum adversary that makes \( q + 1 \) queries to an oracle. In the EUF-qCMA game (definition 2.2.6), the adversary gets access to the signing oracle \( S \) and must output \( q + 2 \) distinct and valid message-tag pairs. The algorithm then proceeds as follows.

- Choose two arbitrary different values \( N, N' \in \{0, 1\}^n \). Then, retrieve \( p = Ek_0(N) \oplus Ek_0(N') \) using Simon’s algorithm as described in proposition 3.
- Query \( (N, M_0 \oplus p) \) to the tag oracle, with \( M_0 \) a fresh message, and receive answer \( \tau \). We have,

\[
\tau = S(N, M_0 \oplus p) = Ek_1( Ek_0(N) \oplus M_0 \oplus p ) = Ek_1( Ek_0(N) \oplus M_0 \oplus Ek_0(N) \oplus Ek_0(N')) = Ek_1( Ek_0(N') \oplus M_0 ) = S(N', M_0)
\]
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• Recover the first $q$ message-tag pairs by measuring every query made during the execution of Simon’s algorithm in the first step and submit them.

• Submit $((N', M_0), \tau)$ as well as $((N, M_0 \oplus p), \tau)$ as the remaining two message-tag pairs.

We showed in Proposition 3 that Simon’s algorithm revokers $p$ with non-negligible probability. It follows that $\mathcal{B}$ is able to output $q + 2$ distinct and valid message-query pairs with non-negligible probability. As such, $\Pi_N$ is not EUF-qCMA secure when we allow the nonces to be reused.

Both these attacks underline the sensitive nature of nonces for this transformation. Note that we started of with $S'(k, m) = E_k(m)$, an already secure qPRP. This already provided a secure EUF-qCMA MAC. The transformation opened it up to an avenue of attack that did not exist before.

### 4.4. Case Study: The Transformed CBC-MAC

Up until this point, we have only seen negative results for the Haas transform. However, we argue that for specific applications, and against nonce-respecting adversaries, the transformation does produce quantum-secure MACs. In this section, we apply it to the CBC-MAC. This scheme suffers from a superposition attack [SS16]. This seems to be a good candidate for the transform, as the sequential structure means that no attack such as the one from Section 4.2 can exist. In fact, we are able to prove the nonce-EUF-qCMA security of the transformed CBC-MAC.

Let $E$ be a pseudo-random permutation over $\{0, 1\}^n$ with key space $\mathcal{K}$. The CBC-MAC = $(Gen', CBC, Verify')$ for messages of length $l$ is defined by,

\[
CBC : \mathcal{K} \times \{0, 1\}^l \rightarrow \{0, 1\}^n
\]

\[
(k, M) \mapsto x_l
\]

where $x_0 = 0$, $x_i = E_k(x_{i-1} \oplus m_i)$ and $M = m_1 \parallel m_2 \parallel \ldots \parallel m_l$.

CBC-MAC is represented in Figure 1.1. It has been proven to be EUF-CMA secure in [BKR00]. Consider the transformed version of it, nonce-CBC = $(Gen, CBC_N, Verify)$ with $CBC_N$ given by,

\[
CBC_N : \mathcal{K} \times \{0, 1\}^l \times \{0, 1\}^n \rightarrow \{0, 1\}^n
\]

\[
(k_0, k_1, M; N) \mapsto x_l.
\]

where $x_0 = E_{k_0}(N)$, $x_i = E_{k_1}(x_{i-1} \oplus m_i)$, $CBC_N(k, M) = x_l$ and $M = m_1 \parallel m_2 \parallel \ldots \parallel m_l$. 


The transformed CBC-MAC is shown in Figure 1.2. We show that this is a nonce-EUF-qCMA secure MAC. The classical security proof for the CBC-MAC first shows the PRF security of the scheme [BKR00]. We do not take this approach as it would require some very technical proving techniques such as Zhandry’s compressed oracle [Zha18]. Instead we directly prove the nonce-EUF-qCMA security. The crux of the proof is that the nonce-EUF-qCMA game (definition 2.3.1) requires the adversary to output $q + 1$ classical message-tag pairs. Hence, we are able to use mostly classical arguments.

**Theorem 6.** If $E$ is a qPRP, then the transformed scheme nonce-CBC $= (\text{Gen}, \text{CBC}_N, \text{Verify})$ is nonce-EUF-qCMA secure MAC. More precisely, for any nonce-respecting quantum adversary $\mathcal{A}$ that makes at most $q$ tag queries,

$$\text{Adv}_{\text{CBC}_N}^{\text{nonce-EUF-qCMA}} \leq \frac{c \cdot l + 1}{2^n} + \text{negl}(n)$$

**Proof.** Let $\mathcal{A}$ be a nonce-respecting quantum adversary that makes at most $q$ queries. We consider games $G_0, G_1$. We write $W_i$ to denote the event that $\mathcal{A}$ wins the game $G_i$.

**Game $G_0$.** This is the nonce-EUF-qCMA game (definition 2.3.1) with nonce-CBC $= (\text{Gen}, \text{CBC}_N, \text{Verify})$. The oracle first draws keys $k_0, k_1$ and then answers any query $(M = m_1 \| m_2 \ldots \| m_l, N)$ with,

$$O(M; N) = \text{CBC}_N(k_0, k_1, M; N)E_{k_1}(E_{k_1}(\ldots E_{k_1}(m_1 \oplus E_{k_0}(N)) \oplus m_2)\ldots) \oplus m_l$$

where $N$ must be a fresh classical value. If the adversary queries a nonce twice, then the oracle aborts the game.

**Game $G_1$.** This game proceeds as $G_0$, only we slightly modify the oracle. Let $(\tilde{\Pi}_N)_{N \in \{0,1\}^n}$ be a family of independently drawn random permutations indexed by $N \in \{0,1\}^n$. At the beginning of the game, we draw a random value $t \xleftarrow{\$} [l]$. We replace the call to $E$ in the $t$’th round of the CBC-MAC with a call to $\tilde{\Pi}_N)$. More precisely, the oracle answers any query $(M = m_1 \| m_2 \ldots \| m_l, N)$ by performing the following steps,

- Compute the first $t - 1$ rounds of the signing algorithm. We denote this with,

$$h_t(M; N) := E_{k_1}(E_{k_1}(\ldots E_{k_1}(E_{k_1}(m_1 \oplus E_{k_0}(N)) \oplus m_2)\ldots) \oplus m_{t-1})$$

- Compute $\tilde{\Pi}_N(h_t(M; N) \oplus m_t)$

- Compute the remaining steps of the signing algorithm. The output of the oracle is given by

$$O(M; N) = E_{k_1}(E_{k_1}(\ldots E_{k_1}(\tilde{\Pi}_N(h_t(M; N) \oplus m_t)) \oplus m_{t+1})\ldots) \oplus m_l)$$
We denote this oracle by $CBC_t^{(\tilde{N})_N}$. It follows from Lemma 4 that,

$$|\Pr[W_0] - \Pr[W_1]| \leq \text{negl}(n) \quad (4.2)$$

We now bound $Pr[W_i]$. Let $B$ be a quantum algorithm that has oracle access to $(\tilde{N})_{N \in \{0,1\}^n}$. Algorithm $B$ simulates game $G_1$ for $A$. It does so by drawing keys $k_0$ and $k_1$. It then can perfectly answer the adversary’s query by computing the calls to $E$ and using its $\tilde{N}$ oracle. This is shown in figure 4.2. We define

$$S = \{(N^{(1)}, M^{(1)}, T^{(1)}), \ldots, (N^{(q)}, M^{(q)}, T^{(q)}), (N^{(q+1)}, M^{(q+1)}, T^{(q+1)})\}$$

to be the set containing the $q + 1$ classical nonce-message-tag tuples $A$ outputs as forgeries when playing in game $G_1$. Let further $I = \{N'_i | 1 \leq i \leq q\}$ denote the set of all nonces used during the $q$ queries. Notice that both set are completely classical. We define the following events.

- Event$_A$: There exists an $i$ such that $N^{(i)} \notin I$.
- Event$_B$: There exists $i \neq j$ such that $N^{(i)} = N^{(j)}$.

Notice that these events partition all possible valid sets $S$. Indeed, all tuples in $S$ are distinct, and $|S| = q + 1$ but $|I| = q$. It follows that,

$$Pr[W_2] \leq Pr[\text{Event}_A] + Pr[\text{Event}_B] \quad (4.3)$$

Consider a tuple $(N^{(i)}, M^{(i)}, T^{(i)}) \in S$. If the set is valid, $B$ can efficiently compute $h_t(M^{(i)}; N^{(i)})$ using only $E_{k_0}$ and $E_{k_1}$. It can also efficiently compute $\tilde{N}_i = (h_t(M^{(i)}; N^{(i)}) \oplus m_t^{(i)})$ without using its $\tilde{N}_N$ oracle, by using $E_{k_1}^{-1}$ on $T^{(i)}$. Using these facts, we now bound each event.

We first bound the probability that Event$_A$ happens. Assume that $A$ outputs a tuple $(N^{(i)}, M^{(i)}, T^{(i)})$ such that $N^{(i)} \notin I$. It follows from the above discussion that $B$ can use the tuple to compute the pair,
\( \left( X = h_t(M^{(i)}; N^{(i)}), \tilde{\Pi}_{N^{(i)}}(X) \right) \)

without any query to the permutation \( \tilde{\Pi}_{N^{(i)}} \). Notice that the permutation \( \tilde{\Pi}_{N^{(i)}} \) has not been queried to compute the tuple either, as \( N^{(i)} \notin I \). Since \( \tilde{\Pi}_{N^{(i)}} \) is an independently drawn random permutation, this happens with probability at most,

\[
\Pr[\text{Event}_A] \leq \frac{1}{2^n} \tag{4.4}
\]

We now bound the probability that Event_\(B\) happens. Assume that \( \mathcal{A} \) outputs two distinct tuples \( (N^{(i)}, M^{(i)}, T^{(i)}) \) and \( (N^{(j)}, M^{(j)}, T^{(j)}) \) such that \( N^{(i)} = N^{(j)} \). Since the tuples are distinct, there exists a \( u \) such that,

\[
h_u(M^{(i)}; N^{(i)}) \oplus m^{(i)}_u \neq h_u(M^{(j)}; N^{(j)}) \oplus m^{(j)}_u
\]

With probability 1/\(l\), we guessed \( u \) when drawing \( t \) and \( t = u \). This means that \( \mathcal{B} \) can build two distinct pairs

\[
\left( X_0 = (h_t(M^{(i)}; N^{(i)}) \oplus m^{(i)}_t), \tilde{\Pi}_{N^{(i)}}(X_0) \right) \quad \text{and} \quad \left( X_1 = (h_t(M^{(j)}; N^{(j)}) \oplus m^{(j)}_t), \tilde{\Pi}_{N^{(j)}}(X_1) \right)
\]

without any additional \( \tilde{\Pi}_{N^{(i)}} \) query. Remember that \( \tilde{\Pi}_{N^{(i)}} \) has been queried at most once, since it is indexed by the nonce. Since it is a random permutation, it follows from lemma 3 and from Theorem 3 that,

\[
\Pr[\text{Event}_B] \leq \frac{l \cdot c}{2^n} \tag{4.5}
\]

where \( c \) is a constant from Theorem 3 and \( l \) is the loss that comes from guessing \( u \). We can now use Equation (4.2), Equation (4.3), Equation (4.4) and Equation (4.5) to derive the claimed bound.

\[
\text{Adv}_{\text{CBCN}}^{\text{nonce-EUF-qCMA}} \leq |\Pr[W_0] - \Pr[W_1]| + \Pr[W_1] \tag{4.6} \\
\leq \text{negl}(n) + \Pr[\text{Event}_A] + \Pr[\text{Event}_B] \tag{4.7} \\
\leq \frac{l \cdot c + 1}{2^n} + \text{negl}(n) \tag{4.8}
\]

In the theorem, we used the fact that we can swap a call to \( E \) within the structure of the CBC-MAC with a family of random permutation indexed by the nonce.

**Lemma 4.** Using the same notation as in the proof of Theorem 6, for any quantum adversary \( \mathcal{A} \) that makes at most \( q \) queries, \( G_0 \) and \( G_1 \) are indistinguishable. More precisely,

\[
\Pr[W_0] - \Pr[W_1] \leq \text{negl}(n)
\]

This result is used without proof in [AR17, Theorem 4]. We will not show it here either. We leave this for a future work.
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In this chapter, we compare the architecture of protocols that suffer from quantum attacks with their quantum-secure counterparts. By doing so, we identify secure design strategies and pitfalls. We synthesize this into heuristics for the conception of quantum secure protocols. We focus our approach on the use of nonces in block cipher based schemes. Towards this, we first review some unsecure construction in Section 5.1, to expose the structural flaws of the algorithm. We then look at protocols that were designed to be their quantum-secure replacements in Section 5.2.

5.1. Unsecure Designs

In this section, we first take a look at some unsecure constructions. We divide these into deterministic protocols and nonce protocols. Note that the nonce protocols are in fact also deterministic, but they use nonces to introduce a part of pseudorandomness to each query. We analyze the published attacks against these schemes, and formalize the flaws they exploit.

5.1.1. Deterministic Protocols

We first consider the CBC-MAC. This MAC has many variants, as the original scheme is only secure for prefix-free messages. We work on the fixed-length version, which has been proven classically secure in [BKR00]. However, similar attacks exists for other variants [Kap+16].

The CBC-MAC is a MAC for messages of fixed length \( l \cdot n \), where \( n \) is the input size of the underlying block cipher \( E \). We give its definition again here. For any message message \( M = m_1 \| m_2 \| \ldots \| m_l \), the signing algorithm is given by,

\[
x_0 = 0, \quad x_i = E_k(x_{i-1} \oplus m_i), \quad \text{CBC-MAC}(k, M) = x_l
\]

The CBC-MAC signing algorithm is represented in Figure 1.1. Santoli and Schaffner have found the following attack [SS16] against the EUF-qCMA security of the scheme. Choose two distinct values \( \alpha_0, \alpha_1 \in \{0, 1\}^n \) and some integer \( j \) such that \( 1 \leq j \leq l - 1 \). Consider the following function,

\[
f(b\|x) = \text{CBC-MAC}(\alpha_b\|0^{(l-1)n}\|x\|0^{(l-j-1)n}) = E_k^{(l-j)}(E_k^j(\alpha_b) \oplus x)
\]
where CBC-MAC($M$) is the oracle provided in the EUF-qCMA security game. We can construct $f$ with two calls to the oracle. Notice that $f(b||x) = f(b'||y)$ if and only if $x = y \oplus 1 || (E^i_k(a_0) \oplus E^i_k(a_1))$.

It follows that we can recover $(E^i_k(a_0) \oplus E^i_k(a_1))$ in polynomial time using Simon’s algorithm. This is then enough to produce forgeries. We have,

$$E^{(l-j)}(E^i_k(a_0) \oplus x) = E^{(l-j)}(E^i_k(a_0) \oplus x \oplus (E^i_k(a_0) \oplus E^i_k(a_1)))$$

In their paper, Santoli and Schaffner extend this attack further, but we will not cover this, since this suffices to illustrate our point. CBC-MAC is a sequential construction, that uses a "Horner-type" structure for efficiency. This means that every round of the protocol has the form,

$$E_k(E_k(\cdot) \oplus m_i)$$  \hspace{1cm} (5.1)

We observe a similar structure when considering the LRW construction. This is a tweakable block cipher construction, introduced by Liskov, Rivest and Wagner [LRW02]. Let $h$ be an almost-universal hash function. Then the tweakable block cipher is given by

$$\tilde{E}^i_k(m) = E_k(m \oplus h(t)) \oplus h(t)$$  \hspace{1cm} (5.2)

The LRW algorithm is represented in Figure 5.1. We recognise that the underlined part has a similar structure to the one described in Equation (5.1). This leads to a very similar attack as on the CBC-MAC found by Kaplan et al. [Kap+16]. Choose two distinct tweaks $t, t'$. Consider the function $f$ given by,

$$f(x) = \tilde{E}^i_k(x) \oplus \tilde{E}^{i'}_k(x)$$  \hspace{1cm} (5.3)

$$= E_k(x \oplus h(t)) \oplus h(t) \oplus E_k(x \oplus h(t')) \oplus h(t')$$  \hspace{1cm} (5.4)
This function can be built with two calls to $E_t^k$. Notice that it admits a period $p = h(t) \oplus h(t')$. This allows to build an efficient distinguisher against the tweakable block cipher security of the LRW construction.

We have identified a design flaw. For efficiency reasons, the above problematic structure is commonly used. Going forward, we will call a structure of the following form a "Horner-structure:

$$E_k \left( y \oplus x \right) \quad (5.5)$$

where $y$ is any value and $x$ can be queried in quantum superposition. The crux of both of the previous attacks is that $y$ can be fixed to be two different values $y_0, y_1$. This then allows to build a function that has a period $p = y_0 \oplus y_1$. This is then used to continue the attack. Notice that $y$ may be a classical value.

### 5.1.2. Nonce Protocols

Consider the OCB3 protocol published by Rogaway [KR11]. It is an authenticated encryption scheme closely related to the LRW construction. Let $F_k$ be a qPRF. Let $\Delta_i$ be some value that depends on $i$ and define $\Delta_i^N = \Delta_i \oplus F_k(N)$. We do not detail the generation of $\Delta_i$ further as it is not relevant to the attack. For any message $M = m_1 \parallel m_2 \parallel \ldots \parallel m_l$ with associated data $A = a_1 \parallel a_2 \parallel \ldots \parallel a_r$, the protocol outputs a ciphertext $C = c_1 \parallel c_2 \parallel \ldots \parallel c_l$ and a tag $T$ such that,

$$c_i = E_k (m_i \oplus \Delta_i^N), \quad T = \bigoplus_k E_k (a_i \oplus \Delta_i) \oplus E_k \left( \bigoplus_i m_i \oplus \Delta_i^N \right) \quad (5.6)$$

OCB3’s structure is represented in Figure 5.2. Bhaumik et al. describe two attacks against the scheme [Bha+20]. The first one focuses on the authentication part. Let $f_N$ be a function that queries an empty message and two variable identical associated data blocks with a nonce $N$ to the OCB3 oracle and outputs the tag. We have,

$$f_N(x) = E_k(\Delta_{i+1}^N) \oplus E_k(x \oplus \Delta_1) \oplus E_k(x \oplus \Delta_2)$$

This function has a period $p = \Delta_1 \oplus \Delta_2$. The issue is that Simon’s algorithm requires multiple queries to the same $f_N$ to recover the period. Since $N$ must always be fresh for every query, this is not possible. However, notice that the period does not depend on the nonce. This means that a single round of Simon’s algorithm, which requires only one query to $f_N$, returns a vector orthogonal to $p$ for any $N$. Hence, we can run Simon’s algorithm and let it query a different $f_N$ in each round. This allows us to recover the period $p$ in polynomial time. Bhaumik et al. then use the period to produce forgeries.

Looking back at the structure of the authentication part of OCB3 described in Equation (5.6), we recognise multiple instances of the problematic Horner-structure we identified in Equation (5.5).
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The instance from part $\mathbf{B}$ contains the nonce. In the notation from Equation (5.5), $\gamma = \Delta^N_{l+1}$ cannot be fixed as it depends on the nonce. Hence, an attack on this part of the authentication scheme seems unlikely. The period would depend on the nonce. On the other hand, notice that the instances in part $\mathbf{A}$ do not depend on the nonce. This is the weakness the attack exploits. Indeed, while part $\mathbf{B}$ cannot be directly attacked, it does not modify the period of part $\mathbf{A}$. It essentially serves as a random permutation on part $\mathbf{A}$, and a permutation of a periodic function does not modify the period. We identify a second design flaw. The period of a function cannot be broken from outside of the structure of the function.

We now consider the attack on the encryption part of OCB3 given by Bhaumik et al. Let $g_N$ be a function that queries the same block twice in a single message for a nonce $N$ and XORs the corresponding encryption block, i.e

$$g_N(x) = E_k(x \oplus \Delta^N_i) \oplus E_k(x \oplus \Delta^N_j)$$

for some $1 \leq i, j \leq l$. Remember that $\Delta^N_i = \Delta_i \oplus F_k(N)$. It follows that,

$$g_N(x) = E_k(x \oplus \Delta_i \oplus F_k(N)) \oplus E_k(x \oplus \Delta_j \oplus F_k(N))$$

The function admits a period $p = \Delta_i \oplus \Delta_j$. Again, the period does not depend on the nonce. It follows that Simon’s algorithm can recover the period and the attack continues from there.

Looking at the structure of the encryption part of OCB3, each message block is individually encrypted using a Horner-structure,
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\[ c_i = E_k(m_i \oplus \Delta_i^N) \]  
\[ = E_k(m_i \oplus \Delta_i \oplus F_k(N)) \]  
\[ = E_k(m_i \oplus \Delta_i \oplus F_k(N)) \]

However, setting \( \gamma_i = \Delta_i^N \) does not allow to build a periodic function, since \( F_k(N) \) cannot be fixed. Instead, we can set \( \gamma_i = \Delta_i \). In that case, \( F_k(N) \) can simply be seen as a random permutation on \( m_i \oplus \Delta_i \). By itself, this is not a periodic function yet. We cannot use the same trick as in the attack one the CBC-MAC, that allows to build a periodic function out of one Horner-structure. Indeed, this requires the adversary to be able to query \( \gamma \) in quantum superposition. Now, notice that the parallel-encryption structure of the OCB3 protocol essentially means, that one query of OCB3 gives you \( l \) instances of Horner-structures with the same nonce. This is what allows the attack to go through.

5.1.3. Identified Design Flaws

The Horner-structure. All the attacks we have seen rely on the ability to build a periodic function out of the oracle. This then allows them to recover sensitive information by using Simon’s algorithm. We have identified a common structure within the protocols, that facilitates the construction of a periodic function. Any part of the algorithm with the following form is a potential weak point of the protocol,

\[ E_k(\gamma \oplus x) \]

We have seen two different strategies that allow to build a periodic function from a Horner-structure.

1. If \( \gamma \) if a function of the form \( \gamma(y) \), where \( y \) can be queried in quantum superposition, the adversary can choose two distinct \( y_0, y_1 \) and build a function of the form

\[ f(b\|x) = E_k(\gamma(y_b) \oplus x) \]  
where \( \gamma_b = \gamma(y_b) \). This function has a period \( p = 1\| (\gamma(y_0) \oplus \gamma(y_1)) \), and can be built from a single oracle call.

2. The second strategy requires two oracle calls to build the function, but has looser requirements on \( \gamma \). The adversary builds a function of the form,

\[ f(x) = E_k(\gamma \oplus x) \oplus E_k(\gamma' \oplus x) \]  
where \( \gamma \) and \( \gamma' \) are two distinct values. This function has a period \( p = \gamma \oplus \gamma' \). In this strategy, \( \gamma \) may be a classical value. We have seen in the case of LRW that the adversary uses two oracle queries to build the function. However, in the case of OCB, a single query already provides the two distinct Horner-structures. Notice that in that case, \( \gamma \) does not even depend on the input of the adversary.
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Nonces Outside the Periodic Function Using a nonce to break up the periodicity of a function cannot be done from outside that function. Let $f$ be a function that admits a period $p$. Let $g$ be any deterministic function such that the oracle $O$ given to the adversary is of the form

$$O(x_0, x_1; N) = g(f(x_0), x_1, N)$$

For a fixed $x_1$ and $N$, the oracle $O$ also admits a period $p$. Now the input $x_1$ can be fixed, but the nonce, by definition, cannot. However, as seen in the attack on the authentication part of OCB3, Simon’s algorithm can still recover $p$ by querying a different function $h_{N,x_1}$ in each round of the algorithm, with,

$$h_{N,x_1}(x) = g(f(x), x_1, N)$$

where $N$ gets randomly drawn for each $h_{N,x_1}$. The caveat being if $g$ produces more periods. In order for Simon’s algorithm to return $p$ with high probability, Theorem 2 states that the amount of parasitic periods must be bounded, i.e

$$\epsilon(h_{N,x_1}, p) := \max_{t \in \{0,1\}^n \setminus \{0,p\}} \Pr_{x}[f(x) = f(x \oplus t)] \leq p_0 \quad (5.12)$$

for some $p_0$ specified in the theorem.

Parallelization. Protocols may use the nonce to break the period of a part of the scheme, e.g between Horner-structures. However, parallelization can lead to a situation where message blocks are being treated individually with the same nonce. As we have seen in the attack on the encryption part of the OCB3 protocol, this can allow an adversary to build a periodic function in spite of its dependence on a nonce. Parallel designs can facilitate the second type of attack on Horner-structures described in Equation (5.11).

5.2. Secure Designs

In this section, we review protocols that have been proven secure in the quantum setting. We scrutinise these schemes for the structural weaknesses we identified in the last section and identify the design features used to avoid the associated attacks.

5.2.1. The LRWQ

We start with the LRWQ construction. This is a tweakable block cipher designed by Hosoyamada and Iwata [HI20]. It is meant to be a quantum secure replacement for the LRW construction. Let $k_0, k_1, k_2$ be three independently drawn keys for the underlying block cipher $E$. Then the LRWQ tweakable block cipher is given by

$$\text{LRWQ}_{k_1,k_2,k_3}(m) = E_{k_3}(E_{k_1}(m) \oplus E_{k_2}(t))$$

The structure of the LRWQ tweakable block cipher is shown in Figure 5.3. Hosoyamada and Iwata have shown this construction to be a qPRP. When we compare the structure of
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Figure 5.3.: The LRWQ Tweakable Block Cipher

the protocol to the structure of LRW from Equation (5.2), we note two corrections to its weaknesses.

The outer use of \( h(t) \) has been removed. As discussed in Section 5.1.3, this does cannot break the periodicity of a function, and therefore is not needed for the LRWQ protocol.

More importantly, the periodic nature of the Horner-structure has been broken. This is done by encrypting the message block \( m \) with \( E_k \). This "insulates" the variable part from the fixed \( γ \) part of the Horner-structure.

5.2.2. The Transformed CBC-MAC

We now look back at the CBC-MAC. This is a sequential design that has as a Horner-structure at every level. This is a core feature of the design as it allows the protocol to be very efficient. The protocol uses \( l \) calls to the block cipher \( E \) for an \( l \)-block message. Breaking the periodicity with the same means as for LRWQ would double that, as it would add \( l - 1 \) uses of \( E \) for every query. The transformed version from Section 4.4 instead uses nonces. We restate its definition. For any message message \( M = m_1 \parallel m_2 \parallel \ldots \parallel m_l \), the signing algorithm is given by,

\[
x_0 = E_{k_0}(N), \quad x_i = E_{k_1}(x_{i-1} \oplus m_i), \quad \text{CBC}_N(k, M) = x_l
\]

The transformed CBC-MAC is represented in Figure 1.2. We proved this design EUF-qCMA secure against nonce-respecting adversaries in Section 4.4. The transformation efficiently makes the CBC-MAC quantum secure, as it only requires a single additional use of the block cipher \( E \). This synergises well with the sequential nature of the algorithm. Indeed, every Horner-structure \( x_i \) depends on all the Horner-structures \( x_j \), with \( j < i \), from the previous rounds. Consider the first Horner-structure \( x_1 \),

\[
x_1 = E_{k_1}(E_{k_0}(N) \oplus m_1)
\]
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In the notation from equation (5.5), $\gamma = E_{k_0}(N)$ cannot be fixed. Hence, this level is not suitable for an attack. Additionally, $x_1$ depends on $N$ and can not be fixed either, as the nonce $N$ is encrypted. This means that the second Horner-structure $x_2$ is not suitable for an attack either. This propagates to every level making the transformed CBC-MAC quantum secure.

5.2.3. The QBC Authenticated Encryption

The QCB scheme is an authenticated encryption protocol designed by Bhaumik et al. [Bha+20]. It is meant to be a quantum-secure replacement for the OCB protocol. We give a slightly simplified version of the scheme to illustrate our point. It is based on a quantum-secure tweakable block cipher that accepts tweaks of the form $(d, N, i)$, where $d \in \{0, 1, 2\}$ is a domain separator, $N$ is a nonce, and $i \in [I]$ is the block index. Let $\Pi_{d,N,i}^{k}$ be a quantum-secure tweakable block cipher as described above. Then for any message $M = m_1 || m_2 || \ldots || m_l$ with associated data $A = a_1 || a_2 || \ldots || a_l$, the QCB algorithm outputs a ciphertext $C = c_1 || c_2 || \ldots || c_l$ and a tag $T$ such that,

$$c_i = \Pi_{k}^{0,N,1}(m_i), \quad T = \bigoplus_i \Pi_{k}^{1,N,i}(a_i) \oplus \Pi_{k}^{2,N,l+1}(m_1 \oplus \ldots \oplus m_l) \quad (5.14)$$

We represent the QCB protocol in Figure 5.4. The structure of the QCB protocol is essentially identical to the structure of the OCB protocol. The scheme encrypts each message block/associated data block with the tweakable block cipher $\Pi$ using the same
nonce. This directly patches the weakness of the OCB protocol. Indeed, every input from the adversary is individually "insulated" in the quantum-secure tweakable block cipher. The quantum attack is avoided by making the structure of QCB denser, similarly to the LRWQ scheme. The nonce and block index simply serve against the classical attacks as in the OCB protocol.

5.2.4. Secure Design Strategies

**Dense Structure.** A dense structure breaks the periodicity of the Horner-structures. This can be accomplished by encrypting the adversary’s quantum inputs individually.

When applied to the LRWQ tweakable block cipher, this strategy has a big efficiency drawback. Indeed, since both the message and the tweak can to be queried in quantum superposition, both need to be individually encrypted. On the other hand, Bhaumik et al. are able to efficiently apply this strategy with QCB. They show in [Bha+20, Section 4.3] how to instantiate the protocol with a tweakable block cipher that only requires one call to the underlying block cipher \( E \).

**Nonce in the Horner-Structure.** A second strategy consist in using nonces to break the periodicity of the Horner-structures. The protocol must be built in such a way that every Horner-structure of the protocol has the following form,

\[
E_k(y_N \oplus x)
\]

This strategy is particularly effective with sequential designs. We have seen an example of its efficiency with the transformed CBC-MAC. However, as discussed in Section 5.1.3, this strategy may be ill suited to parallel designs.
6. Conclusion

In this thesis, we have studied the use of nonces in the design of quantum-secure protocols. Towards this, we reviewed the Haas transform [Haa20]. We have shown that it is not quantum-secure in general. Still, we applied it to the CBC-MAC scheme. We have shown that the transformed CBC-MAC is EUF-qCMA secure against nonce-respecting adversaries. This demonstrates that while the Haas transform may not be a secure generic transformation, it is a relevant design strategy against quantum attacks.

In order to build an array of such design strategies, we have surveyed existing quantum attacks. From this, we have identified parallel-encryption and Horner-structures to be structural weak points that a quantum attack may exploit. Parallel-encryption and Horner-structures are both commonly employed in algorithms for efficiency reasons. By comparing attacked protocols with their proven quantum-secure counterparts, we have extracted the design strategies that frustrate the previously mentioned attacks.

Going forward, the structural weaknesses and design strategies identified in this paper may serve as heuristic while building quantum-secure protocols. Furthermore, they may also help in cryptanalysing protocols in the Q2 setting.

Our security proof for the transformed CBC-MAC directly shows the EUF-qCMA security of the scheme. The security bound given is not tight. A future work may improve this bound. An interesting approach may be to use Zhandry’s compressed oracle technique [Zha18] or one of its variant such as the recording standard oracle with error [HI19]. This could allow to prove the qPRF security of the scheme.
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A. Appendix

In this section, we show that the transformation preserves the classical security of the transformed scheme.

**Lemma 5.** Let $\Pi$ be a deterministic EUF-CMA secure MAC based on a block cipher $E_k : \{0, 1\}^n \rightarrow \{0, 1\}^n$ as described in definition 4.1.1. Then $\Pi_N$ is a nonce-EUF-CMA secure MAC.

In particular, for any adversary $A$ that makes at most $q$ queries, there exists $B_0$ and $B_1$, two adversaries against the PRP security of $E$ and EUF-CMA security of $\Pi$ respectively, such that,

$$\text{Adv}_{\Pi_N}^{\text{nonce-EUF-CMA}}(A) \leq \text{Adv}_E^{\text{PRP}}(B_0) + \text{Adv}_\Pi^{\text{EUF-CMA}}(B_1) + \frac{q^2}{2^{n+1}}$$

**Proof.** Let $A$ be an efficient nonce-EUF-CMA adversary against $\Pi_N$ that makes at most $q$ queries to its challenger. We consider a series of games from $G_0$ to $G_4$. Also, for $j = 0, \ldots, 4$, we define $W_j$ to be the event that $A$ wins in game $G_j$.

$G_0$: This is the nonce-EUF-CMA game between $A$ and its challenger $C$. We give description of the challenger’s behavior.

$C$ draws a random key $K = (k_0, k_1) \leftarrow \mathcal{K}^2$ and uses it to answer queries in the following way,

$$(N, m) \rightarrow \Phi(E_{k_1}(E_{k_0}(N) \oplus \Psi))$$

Note that for each query, $N$ must always be fresh or the challenger interrupts the game. By definition,

$$\Pr[W_0] = \text{Adv}_{\Pi_N}^{\text{nonce-EUF-CMA}}(A) \quad \text{(A.1)}$$

$G_1$: Let $P : \{0, 1\}^n \rightarrow \{0, 1\}^n$ be a random permutation. In this game, the challenger answers queries by using a call to $P(N)$ instead of $E_{k_0}(N)$. More precisely, tag queries are answered as follows,

$$(N, m) \rightarrow \Phi(E_{k_1}(P(N) \oplus \Psi))$$

Since $E_k$ is a bloc-cipher,

$$|\Pr[W_0] - \Pr[W_1]| = \text{Adv}_E^{\text{PRP}}(B_0) \quad \text{(A.2)}$$

$G_2$: Let $F : \{0, 1\}^n \rightarrow \{0, 1\}^n$ be a random function. In this game, the calls to the family of random permutations from $G_1$ are replaced by calls to $F$. The tag queries are answered as follows,

$$(N, m) \rightarrow \Phi(E_{k_1}(F(N) \oplus \Psi))$$
The following distinguishing advantage is given by the Switching Lemma [lemma 1].

\[ |\Pr[W_1] - \Pr[W_2]| \leq \frac{q^2}{2^{2n+1}} \]  

(A.3)

\[ G_3: \text{In this game, the challenger does not use the given nonce } N \text{ to answer queries. Instead, it directly draws a random value } r \leftarrow \mathcal{S} 2^n. \]

\[ (N, m) \rightarrow \Phi(E_k_1(r \oplus \Psi)) \mid r \leftarrow \{0, 1\}^n \]

Since the adversary can never query the same nonce more than once, the games \( G_2 \) and \( G_3 \) behave exactly in the same way. It follows that,

\[ \Pr[W_2] = \Pr[W_3] \]  

(A.4)

Let \( \Pi' \) be a MAC that answers queries as in game \( G_4 \). \( \Pi \) being EUF-CMA secure implies that \( \Pi' \) is also EUF-CMA secure. Indeed, it is possible to perfectly simulate \( \Pi' \) from an oracle for \( \Pi \). For any query \( (N, m = m_0, m_1, \ldots m_{l-1}) \), this is done by drawing a random value \( r \) and querying \( \Psi^{-1}(r \oplus \Psi(m_0), m_1, \ldots m_{l-1}) \) to \( \Pi \). It follows that,

\[ \Pr[W_3] = \text{Adv}^{\text{EUF-CMA}}_{\Pi}(B_1) \]  

(A.5)

It follows from (A.1), (A.2), (A.3), (A.4) and (A.5) that,

\[ \text{Adv}^{\text{nonce-EUF-CMA}}_{\Pi}(A) \leq \text{Adv}^{\text{PRP}}_{E}(B_0) + \text{Adv}^{\text{EUF-CMA}}_{\Pi}(B_1) + \frac{q^2}{2^{2n+1}} \]

Note. For our proof to go through with this general description, we require \( \Psi \) to be a public permutation and \( \Psi^{-1} \) to be efficiently computable. Indeed, allowing \( \Psi \) to be any function introduces some bad edge cases: the security of \( \Pi \) could depend upon specific properties of \( \Psi \) that would be lost with \( r \oplus \Psi(m_0) \). Now it seems that for any reasonable \( \Pi \) where this is not the case, you can allow \( \Psi \) to be any function. You could even have it take the secret key as input. You would then argue that \( r \oplus \Psi(m_0) \) with a random \( r \) is itself random, and the proof would then go from there.