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Abstract

In the present thesis, the spray transport of complex gasoline direct injection
(GDI) sprays was investigated by means of velocimetry-based pressure evaluation.
For this purpose, novel experimental, processing and evaluation strategies were
introduced to qualify pressure evaluation of spray-induced flow and expand its
capabilities. This includes a statistical approach based on the Unsteady Reynolds-
Averaged Navier-Stokes (URANS) equations and ensemble averaging that allows
for velocimetry-based pressure evaluation of unsteady, statistically stationary
flows by means of standard Particle Image Velocimetry (PIV). Further, a novel
technique referred to as Dual-Plane Stereo Astigmatism (DPSA) was developed
which enables the evaluation of instantaneous pressure fields and thus the analysis
of individual injection events using a stereoscopic setup and a single light source.
Lastly, the data-driven modelling technique of Physics-Informed Neural Networks
(PINNs) was successfully adopted from the field of deep learning to experimental
fluid mechanics and spray analysis. The technique of PINNs extends the limits
of current velocimetry-based pressure evaluation and enables the evaluation of
yet hidden flow regimes, both in space and time.
Using the developed methods, the interplay between spray and ambient gas
flow was studied for varying operating conditions and spray layouts. It was
shown that the momentum exchange increases with higher injection pressure,
gas density, fuel temperature, greater relative velocity, larger spray-gas interface,
spray expansion, stronger atomisation and flash-boiling. As a major finding, it
was revealed that the deflection of spray respectively the phenomena of jet-to-jet
interaction and spray contraction is traced back to a net momentum exerting on
individual spray plumes as a result of pressure forces that are induced by the
interplay between spray and ambient gas flow. In this context, the presence of
the so far hypothesised lower pressures in the centre area of multi-hole sprays was
experimentally confirmed. It was shown that the effect of jet-to-jet interaction
and spray contraction is facilitated by a narrow spray layout and targeting, strong
atomisation and enhanced droplet tracking behaviour.





Kurzfassung

In der vorliegenden Arbeit wurde der Spraytransport von komplexen Ben-
zindirekteinspritzungssprays (GDI) mittels auf Geschwindigkeitmessung
basierter Druckauswertung untersucht. Für diesen Zweck wurden neue
Versuchs-, Verarbeitungs- und Auswertestrategien eingeführt, um eine
Druckauswertung der Spray-induzierten Strömung zu befähigen und deren
Möglichkeiten auszuweiten. Dies umfasst unter anderem ein statistis-
ches Verfahren auf Basis der Unsteady Reynolds-Averaged Navier-Stokes
(URANS) Gleichungen und Ensemble-Mittelung, welche die Druckauswer-
tung transienter, statistisch stationärer Strömungen mittels konventioneller
Particle Image Velocimetry (PIV) ermöglicht. Darüber hinaus wurde eine
neuartige Technik namens Dual-Plane-Stereo-Astigmatismus (DPSA) en-
twickelt, die die Auswertung momentaner Druckfelder und damit die
Analyse einzelner Einspritzereignisse unter Verwendung eines stereoskopis-
chen Aufbaus und einer einzigen Lichtquelle ermöglicht. Abschließend
wurde die Methode der Physics-Informed Neural Networks (PINNs) er-
folgreich aus dem Bereich des Deep Learnings in die experimentelle
Strömungsmechanik und Spray-Analyse übertragen. Das PINN-Verfahren
weitet die Möglichkeiten der bisherigen auf Geschwindigkeitsmessung
basierenden Druckauswertung aus und ermöglicht die Auswertung von
bislang nicht auswertbaren Strömungsbereichen, sowohl in Raum und Zeit.
Unter Verwendung der beschriebenen Methoden wurde die Wechselwirkung
zwischen Spray und Umgebungsgasströmung für unterschiedliche Be-
triebsbedingungen und Sprayauslegungen untersucht. Es zeigte sich,
dass der Impulsaustausch mit höherem Einspritzdruck, Gasdichte, Kraft-
stofftemperatur, größerer Relativgeschwindigkeit, Spray-Gas-Grenzfläche,
Sprayexpansion und stärkerer Zerstäubung bzw. Flash-Boiling zunimmt.
Als eine wesentliche Erkenntnis wurde festgestellt, dass die Ablenkung
von Sprays bzw. das Phänomen der Strahl-zu-Strahl-Wechselwirkung
und Spraykontraktion auf einen Nettoimpuls zurückzuführen ist, der auf
einzelne Spraykeulen infolge von induzierten Druckkräften wirkt. In diesem
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Zusammenhang wurde das Vorhandensein eines Niederdruckgebiets im
Zentrum von Mehrlochsprays experimentell bestätigt. Es wurde aufgezeigt,
dass das Ausmaß der Strahl-zu-Strahl-Wechselwirkung und der Spraykon-
traktion durch eine enge Spritzlochanordnung und -ausrichtung, eine starke
Zerstäubung und ein erhöhtes Tropfen-Folgeverhalten begünstigt wird.
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1 Introduction

1.1 Motivation

In the design and development of gasoline direct injection (GDI), the
realisation of a good mixture preparation and the prevention of combus-
tion chamber wetting are decisive for the optimisation of performance,
efficiency and particle emissions [1, 2]. Due to the large range of engine
operating points (torque, speed, combustion chamber flow, etc.), thermo-
dynamic conditions (cold start, warmed-up engine, etc.) and operating
strategies (multiple injection, start of injection, etc.), the provision of a
robust and tailored spray represents a particular challenge for the design
and layout of injection systems. Depending on the operating conditions,
injector design and spray layout, the spray transport is largely determined
by the interplay between spray and ambient gas flow as well as by the
upstream, preconditioning mechanisms of internal nozzle flow, atomisation,
flash-boiling and droplet break-up.
In the range of typical engine operating points, the spray transport of con-
ventional GDI multi-hole sprays can be subject to considerable variation
as illustrated in Figure 1.1. As a function of fuel temperature, injection
pressure and ambient gas pressure, the spray transport transitions from
a separate propagation of individual spray plumes to a full contraction
of the spray into a single, unified jet. Such a change in spray transport
is usually met with significant implications on mixture preparation and
engine combustion [1–3]. While an efficient, well-guided spray transport
enables a highly-desired, premixed and evenly distributed combustion
across the combustion chamber, an unfavourable, less well-guided spray
transport results in an imperfect mixture homogenisation with proportions
of lean and rich combustion which should be avoided in view of efficient
and low-emission combustion. In this regard, a rather undesirable event
is due to strongly penetrating sprays, which are typically observed under
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(a) (b) (c)

Figure 1.1: The influence of thermodynamic conditions on the spray
transport of a GDI 6-hole nozzle visualised by processed shadowgraphy
images at the same time after start of injection (SOI) – transition from non-
contracting (a) to contracting sprays (b, c). 𝑇∞ = 25∘C is the ambient gas
temperature, 𝑝𝑖𝑛𝑗 is the injection pressure, 𝑝∞ is the ambient gas pressure
and 𝑇𝑓𝑢𝑒𝑙 is the fuel temperature. n-Heptane was used as fuel.

specific conditions for contracted multi-hole sprays as shown in Figure
1.1c. Such sprays typically bear the increased risk of combustion chamber
wall wetting [3], which is associated with rich, non-premixed combustion,
increased soot formation and potential formation of deposits and hotspots
[4–7]. With the introduction of the EU6-RDE cycle [8], ensuring good
mixture preparation and spray transport have become more important
as a greater coverage in the engine map and a larger share of dynamic
driving is stipulated.
In order to improve and optimise today’s systems and processes, great
efforts are being made in research and development. In this context,
multiple experimental and numerical investigations were devoted to the
characterisation and evaluation of sprays. Apart from traditional testing
and spray visualisation such as shadowgraphy, schlieren imaging and spray
patternation, more extensive investigations [9] were carried out using ad-
vanced optical measurement technology like particle-image, laser-Doppler
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or phase-Doppler velocimetry (PIV, LDV, PDV) [10, 11]. Major correla-
tions concerning spray properties such as spray penetration [12, 13], spray
cone angle [13, 14], droplet size/distribution/velocity [11], spray pattern
[15, 16] and spray and ambient gas velocities [15–27] were derived for
varying operating conditions [23, 28–36], spray layouts and nozzle design
parameters [26, 37]. A strong interplay between spray and ambient gas
flow was revealed by PIV-investigations on spray-induced flow. In the
works of Lee et al. [15, 16] simultaneous PIV-snapshots of the spray and
ambient gas flow of a GDI spray showed a strong interrelation between
spray transport, momentum exchange and surrounding gas flow for differ-
ent ambient gas pressures and split injection events. In line with spray
formation, a vortex-like structure is found to be a possible characteris-
tic flow pattern of the spray-induced flow of contracted GDI multi-hole
sprays. In this respect, a stronger momentum exchange was reported
for elevated ambient pressures by Prosperi et al. [22] and Sepret et al.
[23], and smaller droplet sizes and greater spray expansions by Zhang et
al. [27]. Beyond the above-mentioned efforts, Zhang et al. [30] provided
a sound phenomenological characterisation of the spray contraction pro-
cess from individually propagating spray plumes to a single unified jet
using laser-light-sheet imaging and PIV. Parametric studies by Krämer
et al. [32] and Payri et al. [38] showed an increased tendency for spray
contraction with narrow spray layouts and targetings, higher spray-hole
numbers, larger injection pressures, higher fuel temperatures and higher
ambient gas temperatures and densities. Furthermore, it was shown that
the process of spray contraction can be inhibited by shorter injection
durations as a result of reduced interaction between spay and ambient gas.
In addition to experimental studies, further investigations were conducted
using computational fluid mechanics (CFD) to explore the fundamental
cause of spray contraction and to derive crucial information about the
conditions and design parameters under which spray contraction occurs.
Based on computed pressure fields of contracting and non-contracting
multi-hole sprays, Weber [39] reported the presence of a lower pressure
region in the centre of sprays, which was hypothesised to be responsible
for the contraction of spray by exerting a deflective force on the spray
plumes. The observation of a central lower pressure region was confirmed
in successive numerical studies [40–42].
Despite these earlier efforts, a more thorough understanding of spray trans-
port or a validation of numerical studies and existing hypotheses is still
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pending, as highly-desired experimental data on the momentum exchange
between spray and ambient gas flow, and pressure field information of the
gaseous phase are yet not available. Even though numerical simulations
have strongly contributed to the current understanding of sprays, their
application is so far limited to either highly simplified models given the com-
plexity of the physics, or direct numerical simulations (DNS) that usually
cover sub-areas like the injector near field or primary atomisation [9]. The
CFD study of complex sprays with a high level of detail is not practicable
by today’s standards, nor is it conceivable to carry out extensive parameter
studies on different nozzle design parameters or operating conditions.
In the field of experimental fluid mechanics, however, a promising approach
has evolved in recent years that allows the evaluation of pressure fields
based on time-resolved velocity data, usually obtained by Particle Image
Velocimetry (PIV) [10]. The so-called ‘pressure from PIV’ method [43, 44]
was so far applied to several different flows [45–47], however, an application
to sprays and GDI is still pending, as both the velocimetry and pressure
evaluation pose a great challenge in multiple respects.
Successful pressure evaluation of spray-induced flow would provide highly-
anticipated information on the interrelation between spray transport,
momentum exchange and ambient gas flow. The cause-effect relationship
between spray transport, operating conditions and nozzle design param-
eters would be accessible as well as special spray transport phenomena
such as jet-to-jet interaction and spray contraction.

1.2 Objectives and outline

The superordinate objective of the present work is the analysis of spray
transport and spray-gas interaction of complex gasoline direct injection
(GDI) sprays by means of velocimetry-based pressure evaluation. The
present thesis attempts to experimentally identify and characterise essential
cause-effect relationships between spray transport, momentum exchange
and ambient gas flow as a function major injection parameters such as
operating conditions, spray layout and spray targeting. Due to the large
influence on spray transport and subsequent processes such as mixture
preparation and engine combustion, a special concern of the present work is
the investigation and assessment of the mechanism of jet-to-jet interaction.
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Especially the phenomenon of spray contraction is of vital interest as it
strongly affects the propagation and characteristics of spray.
In this context, a major focus of the thesis is the qualification of velocimetry-
based pressure evaluation [44, 48] for spray-induced flow analysis. Due
to the high requirements and limiting factors, the application is regarded
as particularly challenging. Besides the need for time-resolved volumetric
velocimetry and small length and time scales, the presence of low signal-
to-noise ratios due to intense multi-scattering and the necessary phase
separation by optical filtering and fluorescent particle seeding require the
use of sophisticated measurement technology and processing techniques
as well as carefully executed and well-designed experiments. For such
conditions and requirements, tomographic PIV (Tomo-PIV) [49] is gen-
erally considered as suitable. However, within the bounds of the present
thesis the measurement technology is limited to a stereoscopic setup that
is generally not capable of performing pressure from PIV due to its lack of
out-of-plane gradient determination.
Therefore, in the framework of the present work, two different techniques
were developed to enable velocimetry-based pressure evaluation by means
of stereoscopic PIV (stereo-PIV) for future spray investigations. On the one
hand a statistical approach [50] based on the Unsteady Reynolds-Averaged
Navier-Stokes (URANS) equations and on the other hand a novel approach
referred to as Dual-Plane Stereo Astigmatism (DPSA) [51]. The statistical
approach allows for the reconstruction of ensemble-averaged velocity fields
based on multiple spatial and temporal independent measurements in
order to fully characterise the governing equations. The DPSA technique,
on the other hand, enables the determination of the full velocity gradient
tensor in planar domain by means of astigmatism-based depth codification
and image processing. In contrast to the statistical approach, the DPSA
technique allows for the evaluation of unsteady pressure fields of single
injection events.
Finally, in order to enhance the current capability of spray-induced flow
evaluation, a promising method from the field of deep learning is intro-
duced to velocimetry-based pressure evaluation and spray analysis. The
method, which is generally known as physics-informed neuronal network
(PINN) [52, 53], is a data-driven modelling approach that takes advantage
of the powerful merits of neural networks to fully exploit the potential of
available data and a priori information such as laws of physics and empiri-
cal correlations. In the present work, a PINN architecture is presented,
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that allows for the pressure evaluation of spray-induced flow in yet hidden
flow regimes, where no velocimetry data is available, such as the area of
optically dense sprays, by utilising the equations of mass and momentum
conservation.
The thesis is structured as follows. An overview of atomisation and sprays
including the associated mechanisms of internal nozzle flow, cavitation and
aerodynamic forces is given in Chapter 2. Chapter 3 outlines the principles
of stereo-PIV and the specifics of its application to spray-induced flow
velocimetry. In Chapter 4, the fundamentals of pressure from PIV and
the principles of the statistical approach based on URANS and ensemble
averaging are presented. Chapter 5 describes the basic experimental setup
and its specific adaptation for the velocimetry of spray-induced flow. In
Chapter 6, the statistical approach for pressure from PIV is applied to the
spray-induced flow of a two-hole spray. For the purpose of validation, the
pressure evaluation is assessed by a comparative pressure measurement with
a piezoelectric pressure sensor. Apart from that, an uncertainty quantifica-
tion of the pressure evaluation was performed to gain valuable insights into
the propagation of errors and to derive best practice knowledge for pressure
evaluation. In addition, a scale and sensitivity analysis of the governing
equations is carried out to identify potential measures for the optimisation
of the used methodology. In chapters 7 and 8, the developed pressure eval-
uation of spray-induced flow is used to investigate the interplay between
spray and ambient gas flow including the phenomena of jet-to-jet interac-
tion and spray contraction. The spray transport and momentum exchange
between spray and ambient gas flow is studied for varying injection pres-
sures, fuel temperatures and ambient gas pressure under flash-boiling and
non-flash-boiling conditions. For the investigation, various spray layouts
and targetings are used ranging from single jets in Chapter 7 up to 3-hole
sprays and complex GDI multi-hole sprays in Chapter 8. In Chapter 9, the
methodology of the Dual-Plane Stereo Astigmatism (DPSA) approach is
presented. The DPSA approach is demonstrated on both synthetic and
experimental data. A thorough analysis of different processing schemes
is given. In Chapter 10, the deep learning approach of physics-informed
neuronal networks (PINN) is introduced and applied to velocimetry-based
pressure evaluation of spray-induced flow. Based on incomplete velocimetry
data, the full velocity and pressure field of a contracted, dense multi-hole
spray is evaluated. The result of the PINN-based pressure evaluation is
compared with conventional pressure from PIV processing.
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Overall, each chapter provides a comprehensive overview of the state of the
art. For the sake of clarity, a nomenclature was chosen that is consistent
with the literature of the respective fields of study (e.g. fluid mechanics,
PIV, deep learning). The chapters 6-10 close with a subsequent discussion
and/or concluding remark. Finally, the research and development of the
present thesis is concluded in Chapter 11. A detailed overview and classi-
fication of the major findings is given, while promising research topics and
potential trends are outlined.





2 Fundamentals of atomisation
and sprays

The atomisation of spray describes the process of liquid bulk disintegration
into small fractions of ligaments and droplets (primary atomisation) and
the subsequent breakup into smaller fragments (secondary atomisation)
[54]. Disrupting liquid velocities, turbulence and aerodynamic forces but
also disturbances in form of surface displacements and fluctuations in ther-
modynamic and material properties such as pressure, temperature, surface
tension, density and viscosity may lead to the growth of instabilities and
eventually to the breakup of the liquid [54]. The disintegration of a liquid
bulk generally requires surface tension forces to be overcome by disruptive
forces. In GDI, pressure atomisers with plain orifices are used to discharge
and disintegrate liquid fuel under high pressure by converting pressure en-
ergy into kinetic energy and eventually surface tension energy and viscous
dissipation. Sprays generated by such pressure atomisers are classified into
different breakup regimes [55, 56]. In Figure 2.1 the breakup regimes are
shown as a function of the liquid jet velocity 𝑣𝑙. The classification is based
on macroscopic spray characteristics such as the length of the intact liquid
column 𝐿𝑗𝑒𝑡 and the size of the resulting droplets. With increasing jet ve-
locity, a distinction is made between dripping, Rayleigh, first-wind-induced
regime, second-wind-induced regime and atomisation regime [56]. Due to
the high injection pressures and discharge velocities, the injection event in
GDI takes place almost exclusively in the atomisation regime, in which
the liquid jet disintegrates at the nozzle in a highly chaotic and irregular
manner [54]. The resulting droplet diameters are considerably smaller
than the spray hole diameter. The other breakup regimes are confined
in time to the nozzle opening and closing events, which is traced back to
a throttling at the needle seat and thus lower jet velocities. A detailed
review of the breakup regimes is given in Lefebvre & McDonell [54].
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A

B C D E

fully developed sprayturbulent flow
transition

laminar flow
dripping flow

Figure 2.1: Spray characteristics and breakup regimes for pressure atomis-
ers with plane orifices as a function of jet velocity. Regimes: (A) dripping,
(B) Rayleigh, (C) first wind-induced regime, (D) second wind-induced
regime, (E) atomisation regime. Adapted from Lefebvre & McDonell [54].

For the characterisation of atomisation, various non-dimensional numbers
are typically used. Key figures are the Weber number 𝑊𝑒, the Ohnesorge
number 𝑂ℎ and the Reynolds number 𝑅𝑒. The Weber number describes
the ratio of inertial forces to surface tension forces. It indicates whether a
liquid is stable or tends to break up. For the analysis in the present work,
the liquid Weber number 𝑊𝑒𝑙 is used to characterise the disintegration
tendency of a liquid due to the interaction between spray and surrounding
gas flow. The liquid Weber number is given by

𝑊𝑒𝑙 = 𝜌𝑙𝑣
2
𝑟𝑒𝑙𝑙

𝜎𝑙
= 𝜌𝑙𝑣

2
𝑟𝑒𝑙𝐷𝑆𝐻

𝜎𝑙
, (2.1)

where 𝜌𝑙 is the liquid density, 𝑙 is a characteristic length scale (here 𝑙 = 𝐷𝑆𝐻),
𝐷𝑆𝐻 is the spray hole diameter, 𝑣𝑟𝑒𝑙 is the relative velocity between the
liquid and gaseous phases and 𝜎𝑙 is the liquid surface tension. The Weber
number does not take into account viscous effects. Viscosity generally
inhibits the growth of instabilities and delays the onset of disintegration.
To account for viscosity, the Ohnesorge number is commonly used. The
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Ohnesorge number 𝑂ℎ describes the ratio between viscous forces on the one
hand and inertial and surface forces on the other hand. It is given by

𝑂ℎ = 𝜇𝑙√
𝜌𝑙𝜎𝑙𝑙

= 𝜇𝑙√
𝜌𝑙𝜎𝑙𝐷𝑆𝐻

, (2.2)

where 𝜇𝑙 is the dynamic viscosity of the liquid. Qualitatively, the lower the
Ohnesorge number, the more energy is converted into surface tension energy
and the stronger the tendency of the liquid to disintegrate. Conversely, the
higher the Ohnesorge number, the more dominant the viscous dissipation
and the lower the tendency to break up. The Ohnesorge number is a
velocity and flow rate independent quantity. It is specified by the material
properties and the geometry of the fluid (here specified by the spray hole
diameter 𝐷𝑆𝐻). To characterise the flow and its effect on atomisation, the
Reynolds number is used. The Reynolds number relates inertia forces to
viscous forces. In the present work, the liquid jet Reynolds number

𝑅𝑒𝑙 = 𝜌𝑙𝑣𝑙𝑙

𝜇𝑙
= 𝜌𝑙𝑣𝑙𝐷𝑆𝐻

𝜇𝑙
(2.3)

is employed to describe the internal nozzle flow.

2.1 GDI sprays and terminology

Figure 2.2 schematically shows the nozzle geometry and spray layout
of a conventional GDI multi-hole nozzle. There are various design pa-
rameters that influence and control the processes of spray formation.
Key design parameters are the number of spray holes (with or without
pre-hole step), their orientation and arrangement as well as their individ-
ual spray-hole lengths 𝐿𝑆𝐻 and spray-hole diameters 𝐷𝑆𝐻 [54, 57, 58].
Some designs feature conical and/or rounded spray holes to favourably
influence the flow pattern [59].
In the field of GDI, the term ‘spray targeting’ is used to describe the
target directions of the individual spray plumes. The spray targeting is
largely defined by the geometric orientation of the spray holes. Due to the
influence of various processes including internal nozzle flow, atomisation
and spray-gas interaction, the actual trajectories of the spray plumes
generally differ from the nominal spray targeting [32, 60, 61].
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Figure 2.2: Schematical illustration and terminology of a typical gasoline
direct injection (GDI) nozzle; left: internal nozzle geometry, where 𝜙𝑆𝐻

describes the spray-hole angle; right: multi-hole spray layout and targeting.

2.2 Spray formation

In the following sections, the principles of atomisation and spray transport
including the mechanisms of internal nozzle flow, cavitation and aerodynamic
forces are presented briefly. For more detailed information, the reader is
referred to Lefebvre & McDonell [54], Ashgriz [62] and Brennen [63].

2.2.1 Internal nozzle flow

The internal nozzle flow of a pressure atomiser significantly determines the
quality of primary atomisation and thus strongly influences the subsequent
processes of secondary atomisation and spray-gas interaction [64]. Depend-
ing on the nozzle geometry, surface roughness, turbulence, cavitation, fluid
properties, injection pressure and velocity, the internal nozzle flow exhibits
perturbing radial velocities, turbulent structures and instabilities which
may overcome the cohesive surface tension forces and eventually result in
the breakup of the liquid.
Internal nozzle flows with pronounced radial velocities at the spray-hole
outlet show commonly an increased level of atomisation [65]. A key design
parameter of pressure atomisers with plain orifices is the ratio of the
spray-hole length 𝐿𝑆𝐻 and spray-hole diameter 𝐷𝑆𝐻 . The 𝐿𝑆𝐻/𝐷𝑆𝐻

ratio determines, inter alia, whether the flow at the spray hole outlet is
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more regular/aligned or rather chaotic with stronger radial velocities. In
GDI, flow separations due to severe geometric changes, typically at the
spray hole inlet or due to cavitation, often have a significant impact on
the flow pattern [57, 66, 67], both by introducing additional turbulence
and irregularities to the flow. It shall be noted, that a fully turbulent
liquid jet can disintegrate without the presence of external forces such
as aerodynamic forces [54]. Turbulent structures can dissolve from the
main corpus and form droplets or ligaments, while small-scale structures
may disrupt the surface topology. However, even if there are no radial
velocity components at the nozzle exit, shear stresses in the liquid jet lead
to a relaxation of the velocity profile and the formation of potentially
perturbing radial velocities after discharge.

2.2.2 Cavitation

In GDI, the phase transition from the liquid to the vapour phase plays
a pivotal role in atomisation. In general, two different processes are
distinguished – cavitation and boiling [63, 68]. Both processes are based
on similar mechanisms, however the thermodynamic paths are different,
as shown in the phase diagram in Figure 2.3. While cavitation describes
the isothermal process of nucleation in a liquid that occurs when the
pressure 𝑝 falls below the saturation vapour pressure 𝑝𝑣, boiling refers to
the isobaric process of nucleation when the temperature 𝑇 rises above the
saturation temperature 𝑇𝑠. If a liquid is superheated (𝑇 − 𝑇𝑠 > 0) or in
tension (𝑝𝑣 − 𝑝 > 0), a spontaneous phase transition from the metastable
to a stable state may occur due to local instabilities starting from vapour-
bubble nucleation through bubble growth to eventually liquid-vapour
equilibrium. The level of superheat and tension depends on the purity
of the liquid, wall roughness, fluctuations and temporal time scales [63].
The faster the process of isobaric heating or isothermal depressurisation,
the more intense the evaporation. The extent to which a fluid can be
superheated or brought in tension without evaporation is determined by
the spinodal curve (𝜕𝑝/𝜕𝑣)𝑇 = 0, where 𝑣 is the specific volume. A
prerequisite for phase transition is the presence of sufficient nucleation [63].
Nucleation is distinguished by two different types, homogeneous and
heterogeneous nucleation. In homogeneous nucleation, the occurrence of
thermal motions at molecular level may form temporarily voids that can
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Figure 2.3: Processes of cavitation and boiling. Phase diagram adapted
from Blander & Katz [69] and Brennen [63]. 𝑇𝑐 describes the critical
temperature.

result in stable and growing nucleation sites. The homogeneous nucleation
takes place in the volume rather than at the container wall. In contrast, the
heterogeneous nucleation refers to the nucleation at the interfaces between
the liquid and the container wall or contaminants such as dissolved gases or
suspended solids. In GDI, mostly heterogeneous nucleation takes place due
to impurities, turbulence and wall roughness. Bubble growth and phase
transition is initiated by rapid depressurisation. Detailed information on
nucleation theory and bubble growth are given in Brennen [63].

Cavitation in gasoline direct injection

In the following, cavitation and its effects on spray formation in GDI are
briefly outlined. Figure 2.4 schematically shows the internal nozzle flow of a
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Figure 2.4: Pressure profiles along the flow filaments of a cavitating and a
non-cavitating (edge-rounded) single-hole nozzle flow [59].

single-hole injector nozzle in case of a cavitating and a non-cavitating flow.
Heading downstream, the nozzle geometry tapers to a sharp/rounded edge
at the spray hole inlet. Pressure energy is converted into kinetic energy and
partially dissipated.
In approximation, the relationship between the cross-sectional area, velocity
and pressure can be described by Bernoulli’s equation according to the stream
filament theory of an incompressible flow [70]. Assuming negligible effect of
potential energy, the pressure along the stream filament can be described
by

𝑝(𝑥) = 𝑝1 + 𝜌𝑙

𝑣2
𝑙,1

2

(︃
1 − 𝐴2

1

𝐴(𝑥)2

)︃
− Δ𝑝𝑙𝑜𝑠𝑠 (𝑥) , (2.4)

where 𝐴 describes the size of the cross-sectional area, 𝑥 the spatial coordinate
along the nozzle axis, 𝑝 the local pressure and Δ𝑝𝑙𝑜𝑠𝑠 the pressure loss through
energy dissipation.
In GDI, cavitating flow typically occurs at the spray-hole inlet [57, 66, 67],
where the pressure drops due to cross-sectional taper and flow-induced lateral
accelerations (local pressure minimum). Flow separations at the leading edge
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further intensify the effect of the pressure drop. If the fluid is in tension
and sufficiently stable nucleation sites are present, bubble growth is initiated
[63]. The formation of cavitation bubbles at the spray hole inlet is referred
to as ‘sheet cavitation’ [63]. To mitigate sheet cavitation, conical spray-hole
designs and edge rounding are conceivable [59]. Besides sheet cavitation,
a further occurrence of cavitation in GDI is due to vortex flow. The so-
called ‘string cavitation’ [71–73] typically forms in the center of the spray
hole, induced by non-uniform, eccentric inflow at the spray-hole inlet. String
cavitation depends on several factors including spray-hole arrangement, nozzle
design [74], spray-hole conicity [57], needle lift [75, 76], fuel properties [77]
and operating conditions [78]. The effects of cavitation on spray formation
are manifold. Cavitation alters the flow profile and produces additional
turbulence, disturbances and radial velocities [78]. The collapse of bubbles
may lead to enormous local pressures and temperatures followed by pressure
waves and fluctuations. Cavitating flows usually exhibit increased jet breakup.
Macroscopically, larger spray-cone angles are observed [57]. On the other
hand, cavitating flows are also associated with reduced mass flows due to
additional flow losses. In some cases, the mass flow is significantly reduced.
In GDI, cavitating internal nozzle flow is deemed rather undesirable since
it is quite challenging to robustly control the intrinsically stochastic process
over a wide range of operating conditions due to its sensitivity to unsteady
flow, fluctuations, manufacturing, impurities and thermodynamic conditions.
In GDI, a special type of cavitation referred to as flash-boiling [74, 78]
is considered an extremely important process that significantly influences
spray transport and mixture preparation. When a subcooled liquid fuel
(stable) becomes superheated (metastable) during rapid depressurisation from
injection/system pressure to ambient pressure (see Figure 2.3, state 0 to 2;
drop below saturation vapour pressure), intense nucleation, bubble growth
and eventually severe rupture of the liquid takes place. The faster the process,
the higher the reachable level of superheat and the more disruptive the
evaporation [63]. In contrast to atomisation by mechanical means (radial
velocities, turbulence, aerodynamic forces, etc.), flash-boiling atomisation
exhibits markedly smaller mean droplet diameters (Sauter mean diameter
(SMD)), higher homogeneity in droplet distribution, larger spray cone angles
and shorter penetration lengths [28, 57, 74, 79] with the exception of certain
jet-to-jet phenomena. In Figure 2.5, the influence of flash-boiling atomisation
on the spray formation of a single jet is illustrated for different levels of
superheat.
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Figure 2.5: Effect of flash-boiling atomisation on the spray formation of a
single jet for 𝑇𝑓𝑢𝑒𝑙 = 25∘C, 90∘C and 120∘C at 𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 0.4
bar and 𝑇∞ = 25∘C. Processed shadowgraphy snapshots at the same time
after SOI.

In GDI, flash boiling is mainly facilitated by high fuel temperatures, low
back pressures and volatile fuel components with high saturation vapour
pressures. Flash-boiling allows for strong liquid atomisation even at relatively
low injection pressures. During engine operation, both flash-boiling and
non-flash-boiling conditions occur. This is mainly related to whether the
engine is warmed up or in a cold state. Accordingly, there are high demands
on the design of the injector, spray layout and targeting to provide good
atomisation, spray transport and mixture preparation under all engine
operating conditions.
For the characterisation of cavitating flows, the Cavitation number 𝐶𝑎 and
the Jakob number 𝐽𝑎 are commonly used. The Cavitation number

𝐶𝑎 = 𝑝 − 𝑝𝑣
1
2𝜌𝑙𝑣2

𝑙

(2.5)

describes the ratio between the pressure difference of local and vapour
pressure to kinetic energy. The Cavitation number is well-suited for the
characterisation of string and sheet cavitation, as the processes rely on
local flow conditions. In terms of flash-boiling, the Jakob number [78]

𝐽𝑎 = 𝜌𝑙𝑐𝑝,𝑙 (𝑇𝑓𝑢𝑒𝑙 − 𝑇𝑠)
𝜌𝑣ℎ

= 𝜌𝑙𝑐𝑝,𝑙𝑇𝑠 (𝑝𝑣 − 𝑝∞)
(𝜌𝑣ℎ)2 (2.6)
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is generally used, where 𝑐𝑝,𝑙 is the liquid heat capacity, ℎ is the latent heat
and 𝜌𝑣 is the vapour density. The Jakob number describes the ratio between
sensible and latent heat. A review of different cavitation regimes for
different 𝐽𝑎, 𝑅𝑒𝑙 and 𝑂ℎ numbers is given in Bar-Kohany & Levy [78].

2.2.3 Aerodynamic forces

In primary and secondary atomisation, aerodynamic forces are significantly
involved [54]. Normal and shear stresses exert forces on the liquid that may
lead to disturbances, deformations and ultimately liquid disintegration.
Aerodynamic forces largely depend on the relative velocity between the
liquid and surrounding gas flow, their material properties, specifically
density and viscosity, and the size and topology of the liquid surface. The
strength of aerodynamic forces increases with larger and more fissured
surface area. Accordingly, there is a close relationship between atomisation
and aerodynamic forces. To some degree, both processes are mutually
amplifying. The quality of internal nozzle flow and primary atomisation is
preconditioning for the subsequent processes of spray-gas interaction and
spray transport.

2.2.4 Spray transport

Apart from atomisation, the momentum exchange between the liquid and
surrounding gas strongly affects the transport of spray and ambient gas flow
[27, 61]. For instance, in Figure 2.6, the spray formation of a contracting
GDI multi-hole spray is shown. During the event of spray formation, the
injected momentum of the liquid induces an ambient gas flow (entrainment
(1), displacement (2), recirculation (3) and wake flow (4)), which in turn
influences the transport of the spray. Visually, the interaction between
the spray and ambient gas flow is most evident towards the end of spray
formation. As the momentum exchange progresses, both flows increasingly
converge – in this case to a common vortex flow.
In the present example of spray transport, the interaction between spray
and ambient gas flow also becomes apparent at the beginning of spray
formation. At the start of injection (SOI), the individual spray plumes
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Figure 2.6: Spray transport and ambient gas flow of a contracting
multi-hole spray visualised by shadowgraphs and PIV-derived velocities.
𝑉 is the absolute ensemble-averaged velocity and 𝑡 is the time after
SOI. Operating conditions: 𝑝∞ = 2 bar, 𝑝𝑖𝑛𝑗 = 150 bar, 𝑇𝑓𝑢𝑒𝑙 = 90∘C.
Marked areas: entrainment flow (1), displacement flow (2), recirculation
flow (3), wake flow (4).

propagate according to the directions specified by the spray-hole orienta-
tions (targeting directions). However, as the event progresses, the spray
envelope in the injector near-field that is described by the spray-cone angle
𝛼𝑆𝐶 narrows and the upstream trajectories of the individual spray plumes
merge into a common, centrally aligned jet. This phenomenon of contract-
ing spray plumes is referred to as ‘spray contraction’. It is considered to
be caused by the interplay between spray and ambient gas flow, however,
the mechanism has not been fully disclosed yet. Spray contraction and
jet-to-jet interaction are subject of the present thesis’ investigation.
In general, the interplay between spray and ambient gas flow is highly non-
linear, especially in terms of multi-hole sprays where jet-to-jet interaction
occurs. The complex spatio-temporal interplay between spray propagation,
momentum exchange and ambient gas flow largely governs the process of
spray formation [27, 61] and thus defines macroscopic spray characteristics
such as penetration length, spray cone angle and shape.





3 Particle Image Velocimetry

Particle Image Velocimetry (PIV) is a non-intrusive, indirect, optical mea-
surement technique that allows for the evaluation of velocity fields by means
of image processing. The principle of PIV is based on the seeding of flows
with tracer particles and the subsequent tracking of their motion over time. A
prerequisite for PIV is an adequate tracking behaviour of the tracers used in
relation to the flow under investigation. Depending on the flow and applica-
tion, various tracers have been used in research and engineering, including oil
droplets, helium-filled bubbles [80, 81], smoke [82] up to snowflakes [83], seats
and bacteria [84] for specific large-scale and micro applications.
In the field of PIV, several techniques were developed to provide and opti-
mise velocimetry for different applications (Micro-PIV [85], combustion
engine [86, 87], wind tunnel [88]), measurement conditions/restraints (opti-
cal accessibility, two-phase flow) and expenses of measurement technology
(number/type of cameras and light sources). Various principles, including
the use of multiple camera views, light properties and diffraction-based
depth coding are utilised. The techniques are commonly classified by the
number of measured dimensions (D) and velocity components (C).
PIV ranges from conventional planar PIV (2D2C) and stereoscopic PIV
(stereo-PIV) [89] (2D3C) to quasi-volumetric/multi-plane PIV (2.5D3C)
(Dual-Plane Stereo PIV (DSPIV) [90], multi-plane stereoscopic PIV (XPIV)
[91]) up to volumetric PIV (3D3C) (3D Particle Tracking Velocimetry
(3D-PTV) [92], Tomographic PIV (Tomo-PIV) [49], Astigmatism Particle
Tracking Velocimetry (APTV) [93, 94], Defocusing PIV [95], Holographic
PIV (HPIV) [96]) and time-resolved Particle Tracking Velocimetry (4D-
PTV) (Shake-The-Box (STB) [97]). Detailed information about the ve-
locimetry techniques is reviewed in Discetti & Coletti [98].
In the framework of the present thesis, stereo-PIV is used for the measurement
of spray-induced flow. In the following sections, the fundamentals of stereo-
PIV, particle motion and tracking behaviour, particle imaging, PIV evaluation
(displacement analysis) and the specifics for the measurement of spray-induced
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flow are described. Further information about the fundamentals of PIV is
given in Raffel et al. [10]. A nomenclature consistent with the literature [10] is
used.

3.1 Stereo-PIV
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Figure 3.1: Stereoscopic setup [10].

In contrast to conventional PIV, stereo-PIV allows for the reconstruction
of the out-of-plane velocity component 𝑊 by using two projections of the
in-plane displacements. In Figure 3.1, a stereoscopic PIV setup including
a thin light sheet, two imaging systems and an exemplary particle displace-
ment is shown. To ensure a continuous depth of field (DOF) over the entire
field of view (FOV), the Scheimpflug criterion [99] is applied by having
the lens, image and object planes of the cameras intersect in common lines
𝑆1 and 𝑆2. For such a setup, the object plane velocity components are
given by [100]

𝑈 = 𝑈1 tan 𝛼2 + 𝑈2 tan 𝛼1

tan 𝛼1 + tan 𝛼2
(3.1)

𝑉 = 𝑉1 tan 𝛽2 + 𝑉2 tan 𝛽1

tan 𝛽1 + tan 𝛽2
(3.2)



3.2 Tracking characteristics 23

𝑊 = 𝑈1 + 𝑈2

tan 𝛼1 + tan 𝛼2

= 𝑉1 + 𝑉2

tan 𝛽1 + tan 𝛽2
, (3.3)

where 𝑈𝑖 = 𝑢𝑖/𝑀𝑖 and 𝑉𝑖 = 𝑣𝑖/𝑀𝑖 are the projected object plane velocities
of the respective cameras denoted by 𝑖 = 1, 2, 𝑢𝑖 and 𝑣𝑖 are the corre-
sponding image plane velocities, 𝑀𝑖 is the optical magnification, 𝑡𝑗 with
𝑗 = 1, 2 are the acquisition times, and 𝛼𝑖 and 𝛽𝑖 are the enclosed angles
between the 𝑍-axis and the particle’s light ray through the intersection
of the optical axis and the principal plane projected onto the 𝑋𝑍- and
𝑌 𝑍-planes, respectively. As the viewing distance is typically much greater
than the particle displacements, the angular changes of 𝛼𝑖 and 𝛽𝑖 are
negligible. It applies 𝛼𝑖 (𝑡𝑗) ≈ 𝛼𝑖 and 𝛽𝑖 (𝑡𝑗) ≈ 𝛽𝑖.
Due to the inclined camera perspectives, the optical magnifications 𝑀𝑖 are
not constant across the FOV. For this purpose, a mapping between the
image and object space as well as certain information about the viewing
directions of the cameras are required. Typically, a calibration of the
stereo-PIV setup is done based on the imaging of a multi-level target
plate at the level of the measurement plane. The target plate consists of
a known pattern (e.g. dots, crosses) that allows for the formulation of
mapping functions and the reconstruction of camera viewing directions
through image processing. Another approach often used to refine a base
calibration is the self-calibration procedure [101]. In this procedure, image
recordings from the two cameras at the same time of acquisition 𝑡𝑗 are
used to identify and correct possible disparities through image processing,
usually by image cross-correlation (see Section 3.4). The self-calibration
procedure enables the correction of various sources of error, including
a misalignment of the calibration target relative to the light sheet (e.g.
out-of-plane position, rotation), which is usually present to some degree.

3.2 Tracking characteristics

The motion of a spherical particle in an unsteady flow can be described
mathematically by the Basset-Boussinesq-Oseen (BBO) equation [102, 103].
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The BBO equation describes the Lagrangian acceleration of a particle as the
sum of viscosity, gravity, buoyancy, virtual mass and Basset forces acting
on the particle. It is given by

𝜋𝑑3
𝑝

6 𝜌𝑝
d𝑢𝑝

d𝑡
= −3𝜋𝜇𝑓 𝑑𝑝 (𝑢𝑝 − 𝑢𝑓 ) +

𝜋𝑑3
𝑝

6 𝜌𝑓
d𝑢𝑓

d𝑡

− 1
2

𝜋𝑑3
𝑝

6 𝜌𝑓
d (𝑢𝑝 − 𝑢𝑓 )

d𝑡
− 3

2𝑑2
𝑝
√

𝜋𝜇𝑓 𝜌𝑓

∫︁ 𝑡

𝑡0

d (𝑢𝑝 − 𝑢𝑓 )
d𝜉

𝑑𝜉

(𝑡 − 𝜉)1/2 , (3.4)

where 𝑑𝑝, 𝜌𝑝 and 𝑢𝑝 are the particle diameter, density and velocity, while 𝜌𝑓 ,
𝜇𝑓 and 𝑢𝑓 are the density, dynamic viscosity and velocity of the surrounding
fluid. 𝜉 denotes a time variable used for the computation of the Basset
forces.
The assumption of a spherical particle applies to small and monodisperse
particles [104]. For high density ratios 𝜌𝑝/𝜌𝑓 , as is usually the case with gas
flows and conventional tracer media, the Equation 3.4 simplifies to

𝑑𝑢𝑝

𝑑𝑡
= 𝐶 (𝑢𝑝 − 𝑢𝑓 ) (3.5)

with

𝐶 = 3
4𝐶𝐷𝑅𝑒𝑝

𝜇𝑓

𝜌𝑝𝑑2
𝑝

(3.6)

and

𝑅𝑒𝑝 = 𝜌𝑓 (𝑢𝑝 − 𝑢𝑓 ) 𝑑𝑝

𝜇𝑓
, (3.7)

where 𝐶 is the characteristic frequency of the particle motion, 𝐶𝐷 is the drag
coefficient and 𝑅𝑒𝑝 is the particle Reynolds number. For particle Reynolds
numbers below one (𝑅𝑒𝑝 ≤ 1), Stokes’ law of resistance with 𝐶𝐷 = 24/𝑅𝑒𝑝

applies

𝐶 = 18𝜇𝑓

𝜌𝑝𝑑2
𝑝

. (3.8)

The tracking capability of a particle is estimated by its frequency response.
According to Melling [104], the frequency response of a particle in a turbulent
flow for a high density ratio is given by

𝑢2
𝑝

𝑢2
𝑓

=
(︁

1 + 𝜔𝑐

𝐶

)︁−1
, (3.9)
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where 𝑢2
𝑝 and 𝑢2

𝑓 are the kinetic energies of the particle and fluid fluctuations
and 𝜔𝑐 denotes the highest frequency. In gas flows the typical particle
diameter for adequate tracking behaviour is about 1 𝜇𝑚 and smaller [104].

3.3 Particle imaging

According to the Fraunhofer approximation, the point spread function
(PSF) of an aberration-free imaging system with circular aperture describes
a circular pattern with successive intensity maxima and minima as shown
in Figure 3.2a. In focus, the resulting intensity distribution corresponds
to the square of the first order Bessel function (Airy function) with a
dominant central intensity peak. With increasing out-of-focus distance,
the diffraction pattern changes (see Figure 3.2b), whereby the intensity
distribution shifts in favour of the outer rings. The particle image is
given by the convolution of the point spread function with the geometric
image of the particle [10]. Olsen & Adrian [105] proposed a formulation of
the imaged particle diameter considering the contributions of geometric
optics and diffraction. The out-of-focus effect is approximated by the
geometric spread of the particle image. The contribution of diffraction is
characterised by the central maximum of the Airy function. The change
of the point spread function due to defocusing is neglected. The estimate
of the imaged particle diameter according to Olsen & Adrian [105] is given
by

𝑑𝑒 =
(︃

𝑀2𝑑2
𝑝 + 5.95𝑓2

# (𝑀 + 1)2
𝜆2 + 𝑀2𝑧2𝐷2

𝑎

(𝑠𝑜 + 𝑧)2

)︃1/2

, (3.10)

where 𝑀 is the optical magnification, 𝑓# = 𝑓/𝐷𝑎 is the f-number, 𝑓 is
the focal length, 𝐷𝑎 is the aperture diameter, 𝜆 is the wavelength of light,
𝑧 is the out-of-focus coordinate and 𝑠𝑜 is the object distance.
The depth of field (DOF) of an optical system is described by the distance
at which the circle of confusion or blurring of a point source is within
the range of a predefined criterion. In PIV, a suitable criterion for the
DOF is the range in which the circle of confusion of a point source is
imaged with a size that corresponds to a particle image size favourable
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Figure 3.2: Point spread function (PSF) of a circular aperture.
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Figure 3.3: Schematic illustration of the depth of field 𝜎𝑧, where 𝑠𝑖 is the
image distance. Adapted from Raffel et al. [10].

for PIV evaluation, for instance ∼2.2 px in case of double-exposure image
cross-correlation [106]. Figure 3.3 illustrates the relationship between the
out-of-focus position and the circle of confusion 𝑐. The depth of field is
given by

𝜎𝑧 = 2𝑓#𝑐 (𝑀 + 1)

𝑀2 +
(︁

𝑓#𝑐
𝑓

)︁2 ≈ 2𝑓#𝑐 (𝑀 + 1)
𝑀2 [10]. (3.11)
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3.4 PIV evaluation via image cross-correlation

To determine the image-plane displacement fields in Stereo-PIV (see Sec-
tion 3.1), various image processing methods are used to extract desired
information about the motion of particles or features between two succes-
sive PIV recordings. Besides the tracking of individual particles, which
is usually applied for measurements with sparse particle image densities
[92, 94, 95] or extensive measurements with time-resolved data [97], a
widely-used approach for deriving velocity information is the method of
image cross-correlation [10], which is used to quantify the correlation or
match of an image pair as a function of relative displacement.
In PIV, the image cross-correlation is employed to analyse the displacement
of particle image ensembles. To obtain evaluation of a displacement field
with multiple vectors and a given spatial resolution, the method of image
cross-correlation is performed on multiple subsets of image pairs referred to
as interrogation areas (IAs) or interrogation windows (IWs), as illustrated
in Figure 3.4. For each pair of interrogation windows, a displacement
vector is quantified by comparing the intensity distributions between both
recordings for different relative shifts 𝑥 and 𝑦 as shown in Figure 3.5. A
mathematical formulation [10] of the cross-correlation function for a pair
of images of equal size with rectangular shape and discrete pixel values
can be described by

𝑅𝐼 (𝑥, 𝑦) = 1
𝐴𝐼𝑊 (𝑥, 𝑦)

𝑚𝑖𝑛(𝑁𝑥,𝑁𝑥−𝑥)∑︁
𝑖=𝑚𝑎𝑥(1,1−𝑥)

𝑚𝑖𝑛(𝑁𝑦,𝑁𝑦−𝑦)∑︁
𝑗=𝑚𝑎𝑥(1,1−𝑦)

𝐼1 (𝑖, 𝑗) 𝐼2 (𝑖 + 𝑥, 𝑗 + 𝑦)

(3.12)

with

𝐴𝐼𝑊 (𝑥, 𝑦) = (𝑁𝑥 − |𝑥|) (𝑁𝑦 − |𝑦|) , (3.13)

where 𝐼1 and 𝐼2 are the intensity distributions of the PIV recordings,
𝑁𝑥 × 𝑁𝑦 is the pixel resolution of the interrogation windows and 𝐴𝐼𝑊 is
the overlapping area of the interrogation windows. For each relative shift,
the pixel-wise product of the intensity distributions are summed up and
normalised within the area of mutual overlap. The shift associated with
the highest correlation value is used as estimate for the actual displacement
of the particle ensemble within the interrogation window, as illustrated in
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Figure 3.4: Flow chart of PIV evaluation using image cross-correlation.

0

1
2

-2

-1

0 1 2-2 -1 x

y cross-correlation plane

3-3

-3

3

Figure 3.5: Schematic illustration of an image cross-correlation process
for different relative pixel shifts. Adapted from Raffel et al. [10].

Figure 3.6. The result of image cross-correlation yields integer values. To
gain subpixel accuracy, further processing is required which is outlined in
the following Subsection (see 3.4.1).
The maximum relative shift in image cross-correlation for two equally sized
interrogation windows is given by [±𝑁𝑥 − 1, ±𝑁𝑦 − 1] [10]. However, since
the signal strength, and thus the accuracy, decreases for larger relative
shifts as the number of possible particle matches becomes smaller, a widely
used guideline is to limit the maximum relative shift to one-fourth of the
interrogation window size [±𝑁𝑥/4, ±𝑁𝑦/4] [106], which is also known as
the ‘one-quarter rule’ in PIV. In general, the maximum recoverable particle
image displacement is not limited by the maximum usable relative shift
in image cross-correlation. Some techniques such as grid refinement or
window offset (see Section 3.4.1) allow for the evaluation of larger particle
image displacements.
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Figure 3.6: Illustration of a single pass image cross-correlation.

The choice of the interrogation window size relies on multiple aspects that
affect the performance and accuracy of displacement analysis including
particle image density, particle image size, signal-to-noise level, out-of-
plane particle loss of pairs (particle that is not imaged at both recordings
due to out-of-plane motion) etc. Common interrogation window sizes
used in PIV evaluation are 16 × 16 px and 32 × 32 px. However, the
interrogation window size or shape can be chosen freely, as there are no
specific constraints such as a necessity for a square/rectangular shape or
an even/quadratic number of pixels.

3.4.1 Advanced digital techniques

To improve the performance of PIV evaluation and to extend its capabilities,
several different processing techniques were introduced. In the following, a
selection of the most common concepts of advanced digital PIV processing
are briefly outlined. For more detailed information about PIV evaluation
and associated post-processing techniques, the reader is referred to the
corresponding articles and literature such as Raffel et al. [10].

Subpixel accuracy

One of the most important metrics in digital PIV evaluation is the minimum
recoverable pixel shift as it largely determines the attainable accuracy and
dynamic range of velocity measurement. Given the discretised input data,
the standard computation of the image cross-correlation function (Equation
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Figure 3.7: Subpixel accuracy via three-point estimator [10] (a) and data
validation by means of outlier detection and data interpolation [10] (b).

3.12) yields integer shifts with no subpixel accuracy. To overcome this
limitation, several methods have been introduced that use the resultant
cross-correlation data to estimate the position of the correlation peak with
subpixel accuracy. A common strategy to achieve subpixel accuracy is to fit
the correlation data to a specific function that mimics the cross-correlation
function of particle images. Since the cross-correlation function of properly
focused particle images is characterised by an airy function (see Section
3.3), a widely used method for fitting the correlation data is a three-point
estimator with a Gaussian intensity profile, as illustrated in Figure 3.7a.
Depending on the actual position of the correlation peak – whether the
shift has an integer or a non-integer pixel value – the correlation data of the
peak and its adjacent values have an inclined intensity profile or not. By
the use of such estimation strategies, a subpixel accuracy of about 1/10th
to 1/20th of a pixel (for 32 × 32 px IA size, 8-bit image depth) can be
reached according to simulation data [10].

Outlier detection

After PIV evaluation, a certain number of displacement vectors are usually
found as visibly spurious. In such cases, the proper detection of the cor-
rect correlation peak of matching particle images is typically disturbed by
noise (pixel noise, backlight, reflections) or other negative aspects such as
insufficient/inhomogeneous particle seeding, imperfect illumination (laser
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pulse alignment, intensity profiles), out-of-plane motion, in-plane/out-of-
plane velocity gradients or low signal intensity (low scattered light intensity,
insufficient light-source intensity, short exposure time) [107].
Beyond the general desire for good data quality, many post-processing
techniques such as the calculation of derivatives, the application of advanced
PIV evaluation methods or the evaluation of pressure rely on acceptable
data quality. Therefore, to ensure the validity of the data and to prevent the
corruption of good data by error propagation, the detection and replacement
of spurious vectors or outliers (Figure 3.7b) is an essential task in PIV
processing.
For data validation, a variety of different approaches were introduced [10].
This includes methods that range from the utilisation of fluid mechanical
properties (continuity, flow structures), to the use of redundant informa-
tion (time-resolved data, multiple views), to indicative criteria from the
cross-correlation function (minimal correlation value, ratio between first and
second highest correlation peaks, signal-to-noise ratio), up to the comparison
of adjacent displacement vectors.
A frequently used method for data validation is the ‘normalized median
filter’ [108]. The principle of the normalized median filter relies on the
statistical analysis of neighbouring velocity vectors. If the magnitude and/or
direction of the velocity vector or its components exceeds a specific criterion
as illustrated in Figure 3.7a, the vector under investigation is considered
as likely invalid. Thanks to its simplicity, robustness and certain degree of
generalisation, the normalized median filter is an effective method for most
of the PIV applications. In PIV evaluation, typically multiple different data
validation techniques are used in conjunction to maximise data quality.

Window offset

A valuable method to enhance the signal-to-noise ratio in PIV evaluation and
thus to decrease measurement uncertainty is to use an iterative processing
scheme consisting of multiple passes of image cross-correlation that considers
a window offset of the image pairs based on the estimation of previous
passes [109]. By offsetting the interrogation window according to the mean
displacement as shown in Figure 3.8, the proportion of matching to non-
matching particle pairs increases which in turn enhances the correlation
peak and signal-to-noise ratio. According to simulations with synthetic
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Figure 3.8: Window offset.

data, the uncertainty of image cross-correlation decreases considerably with
smaller particle image displacements [109]. The increase in signal-to-noise
ratio provides less uncertainty, higher robustness – especially for noise-
susceptible measurements such as PIV of spray-induced flow – and overall a
more accurate estimation of displacement. The improved accuracy of image
cross-correlation also implicitly allows for the use of smaller interrogation
areas and thus for higher spatial resolutions. The increased computational
expense due to the use of multiple passes can be substantially lowered
by utilising preceding estimates to limit the area of cross-correlation for
subsequent passes. The window offset method can be implemented such
that a central differencing scheme with a second-order accuracy in time
is achieved by using a symmetric offset of both particle images [110], as
illustrated in Figure 3.8, rather than a simple offset of one of the particle
images which corresponds to a forward or backward differencing scheme.

Window deformation

Since most practical flows typically exhibit velocity gradients and thus
different particle displacements/trajectories within an interrogation win-
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Figure 3.9: Window deformation.

dow, the prevailing assumption of approximately uniform particle motion
in image cross-correlation is often violated. If no additional precautions
are taken in such cases, the uncertainty of the measurement may increase
significantly as a result of a lower signal-to-noise ratio [10]. In the presence
of a substantial spread in particle displacements, the peak of the cross-
correlation function tends to become wider and smaller, while the level of
noise increases. Furthermore, since the particle velocities span a range of
different particle displacements, the cross-correlation may yield multiple
correlation peaks instead of a unique particle displacement, greatly increas-
ing the risk of a spurious vector as a result of image cross-correlation. One
possible way to reduce the undesired effect of velocity gradients would
be to reduce the size of the interrogation windows in PIV evaluation [10].
However, despite its effectiveness, there are usually limits to this measure
at some point as no further reduction of the interrogation window size is
practical.
A viable and widely used strategy to compensate for the negative influence
of velocity gradients in image cross-correlation is to deform the interroga-
tion windows or raw images [111] according to an initial estimate of the
velocity field, usually derived by a prior image cross-correlation pass, as
shown in Figure 3.9. By the deformation of the interrogation windows
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or raw images, the proportion of particle image matches increases, which
in turn leads to an increase in correlation and signal-to-noise ratio, and
furthermore to a narrowing of the correlation peak and an increase in
accuracy. In analogy to window offset, the increased signal-to-noise ratio
in image cross-correlation justifies the use of higher spatial resolutions
when using window deformation. The method of window deformation can
be implemented as an iterative processing scheme that runs until a certain
convergence criteria is reached. It shall be noted, that the use of iterative
window deformation is subject to a selective amplification of wavelengths
smaller than the interrogation windows, which however can be mitigated
by low-pass filtering of the intermediate results as shown by Schrijer and
Scarano [112].

Grid refinement

To extend the dynamic range and spatial resolution of PIV evaluation
which is limited by the size of the interrogation windows and corresponding
maximum shift (one-quarter rule [113], see Section 3.4), a hierarchical
approach [100, 114] in which the interrogation grid and window sizes are
successively refined over multiple passes (see Figure 3.10) is commonly
adopted. By starting on a coarse grid with relatively large interrogation
window sizes, and thus higher applicable shifts in image cross-correlation,
the approach is able to account for larger displacements. For successive
interrogation passes with gradually refined interrogation grids and window
sizes, the resultant displacements of preceding passes are used as initial
estimates for window-offset passes to ensure proper correlation of image
pairs, even in the case of exceeding displacements relative to the reduced
interrogation window sizes. The refinement of the interrogation grid and
window sizes is typically performed until a certain criterion is reached
that indicates a significant increase in uncertainty of PIV evaluation, e.g.
when the correlation value or signal-to-noise ratio falls below a certain
threshold. According to simulations, the uncertainty increases rapidly
when the number of matching particle images is less than four [10]. As the
grid refinement approach allows for smaller interrogation window sizes than
displacements, higher spatial resolutions can be achieved. In accordance
to other multiple pass interrogation approaches, the validation of data
between successive passes is pivotal to ensure convergence.
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3.4.2 PIV processing scheme

The use of PIV processing techniques and the definition of its parameters
largely depends on the quality of the image recordings, the experimental
setup and the flow under investigation. Beyond standard image cross-
correlation, many PIV processing techniques are viable methods to increase
the performance of PIV evaluation by enhancing its accuracy, robustness
and spatial resolution as pointed out before. In the present thesis, a
combination of the aforementioned processing techniques is used for the
evaluation of PIV recordings of spray-induced flow. The PIV processing
scheme consists of a multiple pass interrogation scheme with grid refinement
[100, 114], window deformation [111] and window offset [109], as shown in
Figure 3.11. For subpixel accuracy, a Gaussian three-point estimator [10]
is used, while spurious vectors are detected and replaced by a normalised
median filter [108] and linear interpolation.
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3.5 The application of stereo-PIV to
spray-induced flow

Due to the small time and length scales involved, the application of
PIV to the spray-induced flow of GDI sprays is a challenging task that
requires the use of sophisticated measurement technology and well-designed
experiments. Therefore, to provide adequate particle imaging, a high-speed
system with a powerful light source, usually a laser-light source, and a
short exposure time is typically needed. Beyond the requirements on the
measurement technology and experimentation, the velocimetry of spray-
induced flow is furthermore subject to some specific challenges due to the
presence of a finely atomised fluid. As the intensity of Mie-scattered light
is proportional to ∼ 𝑑2

𝑝, the recorded signal from the necessarily small
tracer particles (see Section 3.2) is significantly lower than the signal of the
larger spray droplets and ligaments as shown in Figure 3.12a. For dilute
sprays, the use of intensity-based filters might be applicable [18], however,
for dense sprays, the spread of the scattered light intensity exceeds the
dynamic range of today’s camera sensors, so that no sufficient signal-to-
noise ratio is available for PIV evaluation.
A viable approach to improve the signal-to-noise ratio and to enable PIV
evaluation for dense sprays is the use of fluorescent tracer particles and

(a) No filtering: Mie signal (b) With filtering: LIF signal

Figure 3.12: The influence of using fluorescent tracer particles and optical
filtering on the signal-to-noise ratio in PIV of spray-induced flow.
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Figure 3.13: Illustration of the used concepts of optical filtering and depth
of correlation.
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Figure 3.14: Negative aspects on the signal-to-noise ratio of PIV recordings
of spray-induced flow: background noise due to multi-scattered light from
the spray (A) or surfaces and deposits (B); light-sheet attenuation (C)
through scattering at the spray; disturbance of the tracer signal (D) due
to multi-scattering at the spray and associated out-of-focus blurring.
The direction of the light-sheet is indicated by a green arrow.
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optical filtering. As shown in Figure 3.13, the principle of the method
relies on the absorption of the Mie-scattered light (predominantly from
the spray) at a long-pass filter, while the emitted fluorescence signal from
the tracer particles is transmitted to the camera sensor. Due to the optical
filtering and phase separation, the signal from the tracer particles becomes
clearly visible as shown in Figure 3.12b. The prominent scattered light
from the spray is largely absorbed. Only a slight impression of the spray
is still noticeable, which is mainly due to the absence of tracer particles
and the excitation of out-of-plane particles caused by the intense light
scattering at the spray.
Despite the gain from optical filtering, it should be noted that the use of
fluorescence is associated with a significantly lower signal level compared to
the Mie scattered light signal. In some cases, e.g. in the case of light-sheet
attenuation, multi-scattering, blurring or strong background noise (see
Figure 3.14), the signal level might be too low for PIV evaluation, however,
for most of the configurations and measurement conditions, the achievable
signal-to-noise ratio is sufficient.
Another aspect of spray-induced flow measurement is the specific limitation
of the measurement domain. In conventional planar PIV, the measurement
domain is usually constrained by the thickness of the light sheet. This does
not apply to spray-induced flow measurements with intense light scattering
and beam expansion, as otherwise illuminated out-of-plane tracer particles
contribute unintentionally to the PIV evaluation. In such a case, the
measurement domain needs to be confined by the depth of field as used
in Micro-PIV [10]. According to Meinhart et al. [115], the measurement
domain is limited to about twice the depth of field (depth of correlation
𝜎𝑐𝑜𝑟𝑟 ≈ 2𝜎𝑧), since the contribution of particles in image cross-correlation
becomes negligible with further defocusing due to strong blurring and loss
in peak intensity. In Figure 3.13, the concept of depth of correlation is
schematically shown.



4 Pressure from PIV by means
of URANS and ensemble
averaging

In this chapter, the methodology of velocimetry-based pressure evaluation
using URANS and ensemble averaging [50] is presented. The method was
introduced in the context of the present work to enable pressure evaluation
of spray-induced flow by means of planar stereo-PIV. In contrast to conven-
tional pressure evaluation, which requires the use of volumetric velocimetry
to fully characterise the governing equations, the statistical approach over-
comes the limitation of out-of-plane gradient determination by allowing the
description/construction of ensemble-averaged, quasi-volumetric velocity
fields based on multiple spatially and temporally independent measurements.
As an extension of the existing Reynold-averaged approach [43, 44, 116],
the method allows for the treatment of unsteady flows by including local
acceleration. The following sections are based on the publication of Kling
et al. [50]. A nomenclature with index notation and Einstein summation
convention is used, as is common in classical continuum mechanics [70].

4.1 Fundamentals

“The pressure evaluation by means of Particle Image Velocimetry relies
on the inverse solution of the Navier-Stokes equations. By invoking the
Navier-Stokes equations, the pressure computation is obtained by spatial
integration of the pressure gradient. In general, the pressure gradient is
related to spatio-temporal information about the velocity field, density,
viscosity and body forces. By the implementation of supplementary re-
lations for density and viscosity, an integral description of the pressure
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gradient is given in terms of velocity field information.” [50]
In pressure evaluation of spray-induced flow, the computation is usually
confined to the spray-surrounding airflow as no accurate velocimetry data
is available in the region of optically dense spray (hidden flow regime). For
modelling the ambient gas flow, the following assumptions are made within
the scope of the present thesis’ investigations. “The flow is considered as
compressible, while density fluctuations are neglected due to the presence
of low Mach-numbers and the minor effect in terms of pressure evaluation
[116]. Mass and heat transfer are assumed to be minimal due to the
presence of low and uniform temperatures. Consequently, a constant gas
composition [...] is expected [117]. Viscous effects are considered to be
Newtonian and gravity is taken into account. The corresponding URANS
equations are given by
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(4.1)

where 𝑝 is the ensemble-averaged pressure, 𝑢𝑖 are the ensemble-averaged
velocity components, 𝑢′

𝑖 are the velocity fluctuations, 𝜌 is the density, 𝜇 is
the dynamic viscosity, 𝑓 𝑖 describes the gravitational force and 𝜌𝑢′

𝑖𝑢
′
𝑗 are the

Reynolds stresses.
In the case of spray-induced flow measurements, the ensemble average
describes the mean behaviour of several injection events. Due to its stochastic
nature provoked by instabilities, turbulence, cavitation and other physically
complex phenomena, the experiments are naturally not perfectly repeatable.
Therefore, the ensemble average contains additional contributions of injection
stochastics.” [50] In the present work, the ensemble average and fluctuation
of an arbitrary quantity 𝜃 is described by

𝜃 (𝑥, 𝑡) = 1
𝑁

𝑁∑︁
𝑛=1

𝜃𝑛 (𝑥, 𝑡) , (4.2)

𝜃′
𝑛 (𝑥, 𝑡) = 𝜃𝑛 (𝑥, 𝑡) − 𝜃 (𝑥, 𝑡) , (4.3)

where the index 𝑛 denotes the experiment and 𝑁 is the number of experi-
ments.
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“In the following discussion, the full URANS equations are considered in or-
der to guarantee completeness. Consequently, the mean pressure gradient
is described by
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(4.4)

4.1.1 Pressure gradient integration

“In the past, two different integration-strategies have been employed. One
of the strategies is a spatial marching scheme [118], whose procedure
describes the direct integration of the pressure gradient along a specified
marching route in the domain of interest.” [50] The other strategy is based
on “[...] the divergence of the momentum equation and its subsequent
solving. In the present work, the pressure computation is performed by
utilising the divergence equation according to
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𝜕𝑥𝑖𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥𝑖

)︂]︂

− 2
3

𝜕2

𝜕𝑥𝑖𝜕𝑥𝑖

(︂
𝜇

𝜕𝑢𝑗

𝜕𝑥𝑗

)︂
−

𝜕2
(︁

𝜌𝑢′
𝑖𝑢

′
𝑗

)︁
𝜕𝑥𝑖𝜕𝑥𝑗

+
(︀
𝜌𝑓 𝑖

)︀
𝑥𝑖

.” [50] (4.5)

In the case of a two-dimensional problem, such as a spray with a symmet-
rical spray layout, the Equation 4.5 simplifies to

𝜕2𝑝

𝜕𝑥2
1

+ 𝜕2𝑝

𝜕𝑥2
2

= − 𝜕

𝜕𝑥1

[︂
𝜌

(︂
𝜕𝑢1

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢1

𝜕𝑥𝑗

)︂]︂
− 𝜕

𝜕𝑥2

[︂
𝜌

(︂
𝜕𝑢2

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢2

𝜕𝑥𝑗

)︂]︂
+ 𝜕2

𝜕𝑥1𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢1

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥1

)︂]︂
+ 𝜕2

𝜕𝑥2𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢2

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥2

)︂]︂
− 2

3

[︂
𝜕2

𝜕𝑥2
1

(︂
𝜇

𝜕𝑢𝑗

𝜕𝑥𝑗

)︂
+ 𝜕2

𝜕𝑥2
2

(︂
𝜇

𝜕𝑢𝑗

𝜕𝑥𝑗

)︂]︂

−
𝜕2
(︁

𝜌𝑢′
1𝑢′

𝑗

)︁
𝜕𝑥1𝜕𝑥𝑗

−
𝜕2
(︁

𝜌𝑢′
2𝑢′

𝑗

)︁
𝜕𝑥2𝜕𝑥𝑗

+
𝜕
(︀
𝜌𝑓1
)︀

𝜕𝑥1
+

𝜕
(︀
𝜌𝑓2
)︀

𝜕𝑥2
. (4.6)



42 4 Pressure from PIV by means of URANS and ensemble averaging

“The in-plane pressure determination requires reduced computational and
measurement expense in comparison to the 3D formulation, which in turn
allows [for] the characterisation of volumetric pressure distributions. In
case of incompressibility, the 3D divergence becomes time independent.
However, local accelerations continue to occur in the description of the
Neumann boundary conditions.” [50]

4.1.2 Compressibility

“In order to take compressible flow into account, Souverein et al. [119]
proposed an eligible formulation based on the assumptions of perfect gas
and adiabatic flow. The application of the perfect gas law allows [for]
the substitution of the density in terms of temperature and pressure. In
conjunction with adiabatic flow, the temperature is a function of velocity
magnitude

𝑇

𝑇 ∞
= 1 + 𝛾 + 1

2 𝑀𝑎
2
∞

(︃
1 − 𝑉

2

𝑉
2
∞

)︃
, (4.7)

where 𝑇 ∞, 𝑀𝑎∞, 𝑉 ∞ are the mean environmental quantities for tempera-
ture, Mach number and absolute velocity; 𝛾 is the heat capacity ratio. The
governing equations are exclusively described by velocity information and
material properties. In terms of spray-induced flow, the assumptions of
adiabatic flow and perfect gas are considered as feasible in case of negligible
mass and heat transfer and moderate temperatures due to the presence of
low Mach-numbers [17–21, 25, 27, 120, 121]. Based on the assumptions,
the formulations of the URANS equations 4.4 are modified

(︃
𝛿𝑖𝑗 +

𝑢′
𝑖𝑢

′
𝑗

𝑅𝑇

)︃
𝜕𝑝

𝜕𝑥𝑗
+ 𝑝

𝑅𝑇

⎛⎝𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕
(︁

𝑢′
𝑖𝑢

′
𝑗

)︁
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

𝑖𝑢
′
𝑗 + 𝑓 𝑖

⎞⎠
= 𝜕

𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥𝑖

)︂]︂
− 2

3
𝜕

𝜕𝑥𝑖

(︂
𝜇

𝜕𝑢𝑗

𝜕𝑥𝑗

)︂
. (4.8)
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The 3D and 2D divergences (4.5) and (4.6) are changed accordingly to

𝜕2𝑝

𝜕𝑥𝑖𝜕𝑥𝑖
+

𝑢′
𝑖𝑢

′
𝑗

𝑅𝑇

𝜕2𝑝

𝜕𝑥𝑖𝜕𝑥𝑗

+

[︃
𝜕

𝜕𝑥𝑗

(︃
𝑢′

𝑖𝑢
′
𝑗

𝑅𝑇

)︃
+ 1

𝑅𝑇

(︃
𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
+
(︀
𝜕𝑢′

𝑖𝑢
′
𝑗

)︀
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

𝑖𝑢
′
𝑗 + 𝑓𝑖

)︃]︃
𝜕𝑝

𝜕𝑥𝑖

+ 1
𝑅𝑇

[︂
− 1

𝑇

𝜕𝑇

𝜕𝑥𝑖

(︃
𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕
(︀
𝑢′

𝑖𝑢
′
𝑗

)︀
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

𝑖𝑢
′
𝑗 + 𝑓𝑖

)︃

+ 𝜕

𝜕𝑥𝑖

(︃
𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕
(︀
𝑢′

𝑖𝑢
′
𝑗

)︀
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

𝑖𝑢
′
𝑗 + 𝑓𝑖

)︃]︂
𝑝

= 𝜕2

𝜕𝑥𝑖𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥𝑖

)︂]︂
− 2

3
𝜕2

𝜕𝑥𝑖𝜕𝑥𝑖

(︂
𝜇

𝜕𝑢𝑗

𝜕𝑥𝑗

)︂
(4.9)

and
𝜕2𝑝

𝜕𝑥2
1

+ 𝜕2𝑝

𝜕𝑥2
2

+
𝑢′

1𝑢′
𝑗

𝑅𝑇

𝜕2𝑝

𝜕𝑥1𝜕𝑥𝑗
+

𝑢′
2𝑢′

𝑗

𝑅𝑇

𝜕2𝑝

𝜕𝑥2𝜕𝑥𝑗
+
[︃

𝜕

𝜕𝑥1

(︃
𝑢′

1𝑢′
𝑗

𝑅𝑇

)︃
+ 𝜕

𝜕𝑥2

(︃
𝑢′

2𝑢′
𝑗

𝑅𝑇

)︃]︃
𝜕𝑝

𝜕𝑥𝑗

+ 1
𝑅𝑇

⎛⎝𝜕𝑢1

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢1

𝜕𝑥𝑗
+

𝜕
(︁

𝑢′
1𝑢′

𝑗

)︁
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

1𝑢′
𝑗 + 𝑓1

⎞⎠ 𝜕𝑝

𝜕𝑥1

+ 1
𝑅𝑇

⎛⎝𝜕𝑢2

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢2

𝜕𝑥𝑗
+

𝜕
(︁

𝑢′
2𝑢′

𝑗

)︁
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

2𝑢′
𝑗 + 𝑓2

⎞⎠ 𝜕𝑝

𝜕𝑥2

+ 1
𝑅𝑇

[︂
𝜕

𝜕𝑥1

⎛⎝𝜕𝑢1

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢1

𝜕𝑥𝑗
+

𝜕
(︁

𝑢′
1𝑢′

𝑗

)︁
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

1𝑢′
𝑗 + 𝑓1

⎞⎠
+ 𝜕

𝜕𝑥2

⎛⎝𝜕𝑢2

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢2

𝜕𝑥𝑗
+

𝜕
(︁

𝑢′
2𝑢′

𝑗

)︁
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

2𝑢′
𝑗 + 𝑓2

⎞⎠
− 1

𝑇

𝜕𝑇

𝜕𝑥1

⎛⎝𝜕𝑢1

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢1

𝜕𝑥𝑗
+

𝜕
(︁

𝑢′
1𝑢′

𝑗

)︁
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

1𝑢′
𝑗 + 𝑓1

⎞⎠
− 1

𝑇

𝜕𝑇

𝜕𝑥2

⎛⎝𝜕𝑢2

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢2

𝜕𝑥𝑗
+

𝜕
(︁

𝑢′
2𝑢′

𝑗

)︁
𝜕𝑥𝑗

− 1
𝑇

𝜕𝑇

𝜕𝑥𝑗
𝑢′

2𝑢′
𝑗 + 𝑓2

⎞⎠]︂𝑝
= 𝜕2

𝜕𝑥1𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢1

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥1

)︂]︂
+ 𝜕2

𝜕𝑥2𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢2

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥2

)︂]︂
− 2

3

[︂
𝜕2

𝜕𝑥2
1

(︂
𝜇

𝜕𝑢𝑗

𝜕𝑥𝑗

)︂
+ 𝜕2

𝜕𝑥2
2

(︂
𝜇

𝜕𝑢𝑗

𝜕𝑥𝑗

)︂]︂
, (4.10)
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respectively[, where 𝑅 is the specific gas constant].
The 2D and 3D divergences are second order partial differential equations
with mixed partial derivatives. Note that the in-plane divergence of the
URANS equations is no longer 2D but 3D due to the occurrence of corre-
sponding first and second order mixed partial derivatives originating from
the Reynolds shear stresses. [...] However, in case of negligible Reynolds
shear stresses, the in-plane partial differential equation remains 2D.” [50]

4.1.3 Viscosity

“In the present work, the dynamic viscosity is described by Sutherland’s law
[122], which is based on the kinetic gas theory. It describes the dynamic
viscosity as a function of temperature. By the assumptions of perfect
gas and adiabatic flow, a substitution of the temperature in terms of
Equation 4.7 provides a description of the dynamic viscosity exclusively
dependent on flow variables and additional material and model coefficients.
Sutherland’s law is given by

𝜇 = 𝜇0

(︂
𝑇

𝑇0

)︂ 3
2 𝑇0 + 𝑆

𝑇 + 𝑆
, (4.11)

where 𝑆 is the Sutherland’s temperature, 𝑇0 is a reference temperature
and 𝜇0 is the dynamic viscosity at the reference temperature 𝑇0.” [50]

4.1.4 Reynolds stresses

“The Reynolds stresses are determined by the variance and covariance of
the sample populations of the velocity components. The equations 4.12
and 4.13 are estimates of the parent population and converge for 𝑁 → ∞
to the exact value.” [50]

Reynolds normal stresses:

𝑅𝑢𝑖𝑢𝑖
= 𝜎2

𝑢𝑖
= 1

𝑁 − 1

𝑁∑︁
𝑛=1

(𝑢𝑖,𝑛 − 𝑢𝑖)2 (4.12)
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Reynolds shear stresses:

𝑅𝑢𝑖𝑢𝑗 = 𝜎2
𝑢𝑖𝑢𝑗

= 1
𝑁 − 1

𝑁∑︁
𝑛=1

(𝑢𝑖,𝑛 − 𝑢𝑖) (𝑢𝑗,𝑛 − 𝑢𝑗) , 𝑖 ̸= 𝑗 (4.13)

As the standard deviation of the velocity contains both contributions from
true velocity fluctuations, including turbulence and injection stochastics,
and fluctuations from random errors, the Reynolds normal and shear
stresses are subject to potential systematic errors. If the uncertainties of
the measured velocities are quantified or otherwise known, a more accurate
estimate of the Reynolds stresses can be obtained. In terms of the Reynolds
normal stresses, a correction can be made by subtracting the mean square
of the instantaneous velocity uncertainties 𝑈2

𝑢𝑖
from the measured Reynolds

normal stresses – 𝑅𝑢𝑖𝑢𝑖,𝑐𝑜𝑟𝑟 = 𝑅𝑢𝑖𝑢𝑖 − 𝑈2
𝑢𝑖

[123]. For the Reynolds shear
stresses, there is no systematic error if there is no correlation between the
errors of the velocity components. Depending on the experimental setup
and camera configuration, a stereo PIV measurement may lead to pro-
portionate systematic errors as reported by Sciacchitano & Wieneke [123].
However, systematic errors of Reynolds shear stresses are usually, by
definition, much smaller than those of Reynolds normal stresses.

4.2 Uncertainty quantification

“The assessment of measurement accuracy is essential in order to identify
an uncertainty interval that covers the actual value of the measurement
quantity. Throughout the procedure of PIV measurement and pressure
evaluation, multiple sources of systematic and random errors contribute
to the final pressure uncertainty. As a selection of contributions, there
are errors due to the PIV setup, velocity evaluation, assumptions, models,
numerics, statistics, boundary conditions and imperfect experimental re-
peatability. Furthermore, the present case implies injection stochastics as
an additional uncertainty source. Regarding the PIV setup, errors may
arise due to misalignment, optical aberrations, insufficient calibration and
temporal discretisation. The implementation of models and assumptions
such as perfect gas, adiabatic flow or incompressibility poses additional
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sources of error. Furthermore, numerical differentiation, discretisation, sta-
tistical convergence and linearisation contribute to the resulting pressure
accuracy.
A Bayesian framework for the uncertainty quantification of PIV-based pres-
sure evaluation was proposed [by Azijli et al.] [124], which allows the
combination of retrieved velocity uncertainties with a priori knowledge about
the velocity field. The combined velocity uncertainties are successively prop-
agated to the pressure field by either analytic expressions or Monte Carlo
simulation.” [50]
In this thesis, a methodology was developed which enables the uncertainty
quantification of pressure within the statistical approach based on URANS
and ensemble-averaging. The methodology includes the quantification of
uncertainty from PIV evaluation and the subsequent propagation to the
statistical quantities of ensemble-averaged velocity, Reynolds normal and
shear stresses, and eventually ensemble-averaged pressure. The propaga-
tion of uncertainty is performed using analytical expressions and Monte
Carlo simulation. A schematic illustration of the stepwise processing within
the uncertainty quantification is shown in 4.1.

Instantaneous velocity

Uncertainty quantification

e.g. ‘correlation statistics’

Uncertainty propagation

analytical expressions

Uncertainty propagation

Monte Carlo simulation

1. 2.
Statistical quantities

3.
Mean pressure

Figure 4.1: Process diagram of the uncertainty quantification used [50].

4.2.1 Uncertainty quantification of instantaneous
velocities

For the estimation of random errors in PIV evaluation, different a posteriori
uncertainty quantification methods were proposed. In Timmins et al. [125],
the results of Monte Carlo simulations on synthetic data are used as a
look-up table to estimate the velocity uncertainty as a function of par-
ticle density, particle image size, displacement and shear. In Charonko
& Vlachos [126], the velocity uncertainty is empirically estimated by the
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ratio between the highest and the second highest correlation peak (‘peak
ratio’ method). In Sciacchitano et al. [127], residual particle displacements
of matched particle image pairs are used for uncertainty quantification
(‘particle disparity’ method). In Wieneke [128], the velocity uncertainty
is estimated by a statistical analysis of the PIV correlation process using
differences in the intensity pattern of a matched image pair (‘correlation
statistics’ method). The method has shown good results on synthetic data
for random Gaussian noise, particle image sizes, particle densities and
in-plane and out-of-plane particle motions.
A review and comparative assessment of the available a posteriori uncer-
tainty quantification methods is given in Sciacchitano et al. [129].

4.2.2 Uncertainty propagation of the instantaneous
velocities to the ensemble-averaged velocity field
and Reynolds stresses

For the propagation of the instantaneous velocity uncertainties to the
ensemble-averaged velocity field and Reynolds normal and shear stresses,
analytical expressions derived in Sciacchitano & Wieneke [123] are used.
Assuming independent samples and normally distributed standard devi-
ations 𝜎𝑢𝑖

of the instantaneous velocities 𝑢𝑖 with index 𝑖 = 1, 2, 3, the
expressions of the standard uncertainties are:

Uncertainty of mean velocities:

𝑈𝑢𝑖
= 𝜎𝑢𝑖√

𝑁
=

√︁∑︀𝑁
𝑛=1 (𝑢𝑖,𝑛 − 𝑢𝑖)2√︀

(𝑁 − 1)𝑁
(4.14)

Uncertainty of Reynolds normal stresses:

𝑈𝑅𝑢𝑖𝑢𝑖
= 𝜎2

𝑢𝑖

√︂
2

𝑁 − 1 = 𝑅𝑢𝑖𝑢𝑖

√︂
2

𝑁 − 1
(4.15)
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Uncertainty of Reynolds normal stresses (corrected):

𝑈𝑅𝑢𝑖𝑢𝑖,𝑐𝑜𝑟𝑟
=
√︂

𝑈2
𝑅𝑢𝑖𝑢𝑖

+ 𝑈2
𝑈2

𝑢𝑖

=

⎯⎸⎸⎸⎷𝑅2
𝑢𝑖𝑢𝑖

+

⎛⎝√
2𝜎𝑈𝑢𝑖

𝑈𝑢𝑖

⎯⎸⎸⎷1 +
𝜎2

𝑈𝑢𝑖

2𝑈𝑢𝑖

2

⎞⎠2

·
√︂

2
𝑁

(4.16)

Uncertainty of Reynolds shear stresses:

𝑈𝑅𝑢𝑖𝑢𝑗
= 𝜎𝑢𝑖

𝜎𝑢𝑗

√︃
1 + 𝜌2

𝑢𝑖𝑢𝑗

𝑁 − 1 , with 𝑖 ̸= 𝑗 = 1, 2, 3 (4.17)

𝜌𝑢𝑖𝑢𝑗
=

𝑅𝑢𝑖𝑢𝑗

𝜎𝑢𝑖
𝜎𝑢𝑗

(4.18)

𝑈𝑢𝑖 is the standard deviation of the instantaneous velocity 𝑢𝑖. 𝑈𝑢𝑖 and
𝜎𝑈𝑢𝑖

are the associated mean and standard deviation of the uncertainty
𝑈𝑢𝑖

. 𝑈
𝑈2

𝑢𝑖

is the uncertainty of the mean-square uncertainty 𝑈2
𝑢𝑖

and 𝜌𝑢𝑖𝑢𝑗

is the cross-correlation coefficient of the velocity components 𝑢𝑖 and 𝑢𝑗 .

4.2.3 Uncertainty propagation to the pressure field

In the present work, the uncertainty propagation from the statistical
quantities to the ensemble-averaged pressure field is realised by Monte
Carlo simulation. The method is well-suited for non-linear problems,
such as the governing equations of velocimetry-based pressure evaluation
are. The Monte Carlo simulation is carried out by performing several
pressure evaluations with randomly generated velocity fields based on the
mean values and uncertainties of the statistical quantities. The resulting
distribution of the pressure values are used to quantify the uncertainty of
the ensemble-averaged pressure field. The procedure does not take into
account systematic uncertainties due to spatial and temporal resolution,
spatial correlation [123, 124] and boundary conditions.



5 Experimental setup and
evaluation

This chapter describes the basic setup, procedure and post-processing of
the PIV and pressure evaluation used in the present thesis for the analy-
sis of spray-induced flows. Specifications on the individual experiments
and investigations such as the spray layout, operating conditions and
measurement configurations are given in the respective sections.

5.1 Experimental setup

The experiments are carried out on a test bench with an optically accessible,
pressurised chamber and supplementary units for the control of injection
pressure, back pressure, fuel temperature, chamber circulation, particle
seeding and injection control. Figure 5.1 shows the arrangement of the
Stereo-PIV setup used. The setup comprises two CMOS cameras (Phantom
v1612 ) and a double-pulsed Nd-YAG laser (Photonics DM100-532 ) with a
wavelength of light of 532 nm. For imaging, macro lenses with fixed focal
lengths of 100 mm (Tokina AT-X M100 AF Pro D) and 200 mm (NIKON
AF Micro-Nikkor) are employed. The laser-light sheet is spanned by a
collimator optic and introduced perpendicular to the observation view. The
test bench allows for a fine positioning and traversing of the cameras and
the light-sheet optics.
Two different injector positions are used – a top-mounted position that
provides a longitudinal section in line with the propagation of spray and a
side-mounted position that allows the flow to be studied in between the
spray plumes, as illustrated on the right hand side of Figure 5.1.
To ensure inert gas composition, the chamber is constantly flushed by
nitrogen circulation. The impact of the circulation on the spray-induced
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Figure 5.1: Experimental setup used for the velocimetry of spray-induced
flow. Adapted from [50].

flow is considered negligible due to its low and steady flow. For the supply
of particle seeding, an aerosol generator according to the Laskin-nozzle [10]
principle is used. The tracer aerosol is supplied via the nitrogen circulation
to promote uniform seeding. In previous works on spray-induced flow
measurement, Rhodamine B [24], Rhodamine 6G [27] and DCM [19, 22, 23]
were used as fluorescent tracer medium for an excitation wavelength of
532 nm (Nd:YAG laser). In the present work, a solution of propylene
carbonate and fluorescent DCM dye (0.2 g/l [19]) is employed. DCM
has been reported as an efficient laser dye with fluorescent emission at a
wavelength of 630 – 680 nm [130]. It is particularly suited for an excitation
wavelength of 532 nm due to its pronounced frequency shift. For optical
filtering, the cameras are equipped with OD4 long-pass filters with a cut-off
wavelength of 600 nm and a transmission range from 610 – 1650 nm.

5.2 PIV and pressure evaluation

For the PIV evaluation, an iterative multi-grid, multi-pass evaluation
scheme [131, 132] with window deformation [111] and Gaussian peak fit [10]
is used. Outliers are detected and removed by a normalised median filter
[108] (3×3 neighborhood). The ensemble-averaged velocities and Reynolds
stresses are calculated by a number of about 50 measurement samples
to provide statistical significance. If required, the out-of-plane velocity
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gradients are reconstructed based on the measurement in several successive
out-of-plane positions (traversing) using finite differences. The spacing
between the measurement planes is set in the order of an interrogation
area depending on the FOV.
The pressure evaluation is carried out on the basis of a self-developed in-
house code. As the velocity field contour changes with spray propagation,
the code is designed to automatically analyse available information of
neighbouring nodes, both in space and time, to adjust the computational
domain and the type of used differencing scheme (forward, backward
and central differencing scheme) accordingly. Depending on the degree
of modelling, whether compressible or incompressible, with or without
Reynolds stresses, viscosity and body forces, the underlying governing
equations are adapted.
For the solution of the partial differential equation (PDE), Neumann
boundary conditions (Equation 4.4) are used almost exclusively, especially
in the vicinity of spray and areas of unsteady flow. To impose uniqueness
of the solution, Dirichlet boundary conditions are set in the far field, where
ambient conditions apply. In the scope of the present work only a few
boundary nodes are selected as Dirichlet boundary conditions. The location
of the Dirichlet boundary condition is determined by the minimum of the
time- and space-averaged norm of the pressure gradient, which proved
to be a particularly well-suited criterion to identify boundary nodes for
ambient flow conditions. The Dirichlet boundary condition is set according
to the prevailing ambient gas pressure.





6 Pressure evaluation of
spray-induced flow

In the present chapter, the spray-induced flow of a GDI research sample is
investigated by means of velocimetry-based pressure evaluation using the
statistical approach based on URANS and ensemble averaging [50] according
to Chapter 4. For the purpose of validation and analysis, the investigation
includes a comparative pressure sensor measurement, an uncertainty quan-
tification of the pressure evaluation, and a scale and sensitivity analysis of
the governing equations and modelling. In part, the results were published
in the works of Kling et al. [50, 121]. In this chapter, the same nomenclature
applies as in Chapter 4.

6.1 Pressure evaluation of the spray-induced
flow of a two-hole nozzle

For the investigation, a two-hole research sample with large spray hole
inclination angles 𝜙𝑆𝐻 was used to ensure good optical accessibility and
to allow for a convenient integration of a pressure transducer without
interfering sensor wetting. The measurements were carried out under non-
flash-boiling conditions (𝐽𝑎 = −5243) at 𝑝∞ = 1 bar ambient gas pressure,
𝑇𝑓𝑢𝑒𝑙 = 25∘C fuel temperature, 𝑇∞ = 25∘C ambient gas temperature
and 𝑝𝑖𝑛𝑗 = 100 bar injection pressure, while n-heptane was used as fuel.
The velocimetry of spray-induced flow was conducted with an acquisition
frequency of 𝑓𝑎𝑐𝑞 = 5 kHz, an interframing time of d𝑡𝑃 𝐼𝑉 = 20 𝜇s and a
FOV of 127 × 82 mm2. The statistical quantities were calculated based on
50 measurement samples.
In Figure 6.1, the resultant ensemble-averaged velocity and pressure fields
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Figure 6.1: Ensemble-averaged velocity and pressure fields of the spray-
induced flow of a two-hole GDI spray. Labels: low pressure area (L), high
pressure area (H), saddle point (S), vanishing material acceleration in
normal direction (white line). Absolute ensemble-averaged velocity 𝑉 .
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of the spray-induced flow are shown. The velocity field indicates typical
flow structures like entrainment, displacement and recirculation flow. The
greatest velocities are observed at the spray plume tips and in the upstream
areas of the gas entrainment. In accordance with the flow field, the pressure
distribution shows high and low pressures, which are associated with the
displacement and entrainment flows, respectively. The displacement flows
are characterised by high pressures at the spray plume tips, while the
entrainment flows are accompanied by low pressures towards the central
areas of the spray plumes. The differential pressures in the spray surround-
ing are in the order of 100 Pa. As the contour lines indicate, significantly
higher differential pressures are to be expected in the hidden flow regime of
the spray (blind spot of velocimetry). The pressure distribution in the area
between the spray plumes shows a spatial separation in terms of material
acceleration. Along the white line, the pressure gradient disappears in
the normal direction. Depending on the relative position, a liquid mass is
accelerated to either one or the other spray plume. At the saddle points
(S) the pressure gradient also disappears in tangential direction. In the
area between the saddle points, from the displacement to the entrainment
flow and presumably beyond that to the the wake flow, the fluid masses
experience an acceleration in the direction of the spray plumes.

6.2 Comparative assessment with a pressure
sensor measurement

In order to assess the pressure evaluation of spray-induced flow using
URANS and ensemble averaging, a comparative measurement with a piezo-
electric sensor (PCB-106B50 ) was carried out. The pressure sensor is
specifically designed for small dynamic pressures such as for turbulence,
noise and pulsations. For the measurements, the pressure sensor was
mounted on a stand and positioned in between the spray plumes of the
2-hole spray, as shown in Figure 6.2. The position is particularly suitable
as it is likely to provide a sequence of the characteristic high and low
pressures of the displacement, entrainment and wake flow. The measure-
ment was performed separately from the PIV measurement. The signal
was acquired with an oscilloscope. The used acquisition frequency of the
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Figure 6.2: Experimental setup used for the pressure measurement with
the piezoelectric sensor [50]. The pressure sensor was mounted on a stand
and placed between the spray plumes of the 2-hole spray.
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Figure 6.3: Measured temporal course of the ensemble-averaged pressure
in the area between the spray plumes [50]; black curve - pressure sensor,
red dots - pressure from PIV.
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measurement is 100 kHz. While the pressure transducer has a nominal
resolution of 0.61 Pa, the obtained signal shows a noise level of about
2.2 Pa. Consistent with the pressure from PIV evaluation, the results
of 50 injection events were processed to calculate the ensemble-averaged
pressure equivalently. To match the results from pressure from PIV and
the pressure sensor measurement, the relative position of the pressure
transducer was determined by using image calibration.
In Figure 6.3, the temporal course of the ensemble-averaged pressure is
shown for the results of the pressure from PIV evaluation and from the
pressure sensor measurement. The abscissa origin corresponds to the
SOI. The results show a good level of agreement, both qualitatively and
quantitatively. The successive maxima and minima of displacement, en-
trainment and wake flow as well as the subsequent flow attenuation are well
reproduced. The result of the pressure sensor measurement confirms the
magnitude of the occurring pressure differences predicted by the pressure
from PIV evaluation. The differential pressures range between -80 and 60
Pa. Higher frequencies as indicated by the pressure sensor measurement
are not covered by the temporal resolution of the velocimetry and pressure
from PIV evaluation.

6.3 Uncertainty quantification

To further assess the introduced methodology of pressure evaluation of spray-
induced flow by means of URANS and ensemble averaging, an uncertainty
quantification and analysis was carried out according to Section 4.2. For
the quantification of the instantaneous velocity uncertainties, the correlation
statistics method [128] was employed. The statistical quantities and their
corresponding uncertainties were computed using 50 measurement samples.
The uncertainty propagation to the ensemble-averaged pressure field was
done by a Monte Carlo simulation with 2.000 iterations. As shown in Figure
6.4, the Monte Carlo simulation reached advanced convergence for such a
number of iterations. The standard uncertainties of the mean and standard
deviation of the ensemble-averaged pressure are about 𝑈𝑈𝑝

= 10−1 Pa
and 𝑈𝜎𝑈𝑝

= 10−1 Pa, which implies that there is practically no additional
uncertainty to the ensemble-averaged pressure field due to Monte Carlo
simulation.
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Figure 6.4: Convergence of the Monte Carlo simulation illustrated by the
mean and standard deviation of the ensemble-averaged pressure uncertainty
as a function of 𝑛 iterations. The uncertainties are shown for three different
scenarios/locations: (A) spatially averaged, (B) at close distance to the
Dirichlet boundary nodes, (C) in far distance to the Dirichlet boundary
nodes. The Dirichlet boundary nodes are marked with magenta color in
the sketch.

In Figure 6.5, the mean and standard uncertainty of the instantaneous
velocity uncertainty are shown. The largest values of velocity uncertainty
are observed in the vicinity of spray. To some extent the larger values
are traced back to the flow field, however, as the uncertainty significantly
increases at the interface between spray and ambient gas, a likely cause for
the increase is due to the interfering influence of the imaged spray on the
PIV evaluation. At the interface between the spray and the surrounding gas
flow, the PIV evaluation is subject to spurious contributions from the spray
propagation and a reduced signal-to-noise ratio. The standard uncertainty
of the instantaneous velocity uncertainties shows a good level of confidence
in the estimate of the mean instantaneous velocity uncertainty.
In Figure 6.5d, the estimated uncertainty of the ensemble averaged velocity
is shown. In contrast to the mean of the instantaneous velocity uncertainty
(Figure 6.5a), the level of uncertainty is nearly zero for most of the evalua-



6.3 Uncertainty quantification 59

-50 -25 0 25 50

75

50

25

0

0

0.5

1

𝑅𝑀𝑆
(︀
𝑈𝑢𝑖

)︀
(m/s)

𝑥 (mm)

𝑦 (mm)

(a)

-50 -25 0 25 50

75

50

25

0

0

0.05

0.1

𝑅𝑀𝑆
(︀
𝑈𝑈𝑢𝑖

)︀
(m/s)

𝑥 (mm)

𝑦 (mm)

(b)

-50 -25 0 25 50

75

50

25

0

0

2.5

5

𝑅𝑀𝑆 (𝑢𝑖) (m/s)

𝑥 (mm)

𝑦 (mm)

(c)

-50 -25 0 25 50

75

50

25

0

0

0.5

1

𝑅𝑀𝑆 (𝑈𝑢𝑖
) (m/s)

𝑥 (mm)

𝑦 (mm)

(d)

Figure 6.5: Velocity magnitude and associated uncertainties: (a) mean of
the instantaneous velocity uncertainties, (b) uncertainty of the instanta-
neous velocity uncertainties, (c) ensemble-averaged velocity, (d) uncertainty
of the ensemble-averaged velocity. The uncertainties are represented as
root mean square square (RMS).
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tion domain. Consequently, in terms of random errors from PIV evaluation
there is a good confidence in the values of the ensemble-averaged velocity
field. However, in the vicinity of the spray, larger values are observed,
especially in the area of the spray plume tip. Besides the contribution
of turbulence and random errors from PIV evaluation, the increased ve-
locity uncertainty is attributed to the influence of injection stochastics.
The variance in spray formation and spray propagation leads to a rather
strong variation in local velocities, especially in the close vicinity of the
spray, where there is a high sensitivity to changes in spray transport and
spray-gas interaction. The increased uncertainty at the spray plume tip
is likely due to the variation in spray tip penetration. Random errors
from PIV evaluation are not expected to be causal, since no correlation
with the uncertainty of the instantaneous velocity uncertainty is observed
(Figure 6.5b). With increasing number of considered measurement sam-
ples, the ensemble-averaged velocity field (Figure 6.5c) converges towards
the actual values, assuming no bias error.
Consistent with the definition, the Reynolds normal and shear stresses as
well as the corresponding uncertainties show qualitatively similar distribu-
tions to that of the standard uncertainty of the ensemble-averaged velocity
field, as shown in Figure 6.6. While there are large values in the vicinity
of the spray, most of the evaluation domain features comparatively low
values. In contrast to the estimation of the ensemble-averaged velocity, the
Reynolds normal stresses and in some cases the Reynolds shear stresses
(correlation of error [123]) inherently include undesired contributions of
random errors and injection stochastics, which can not be addressed by
additional measurement samples but by knowledge about the respective
contributions. In terms of random errors from PIV evaluation, the mean
square of the instantaneous velocity uncertainty 𝑈2

𝑢𝑖
is used as estimate

for the correction of the Reynolds normal stresses (see Section 4.1.4). In
the present case, the Reynolds normal stresses adjust noticeably to smaller
values, as illustrated in figures 6.6a and 6.6c. High values, however, are
still present in the close range of the spray. As there is no differentiation
between injection stochastics and turbulence, the Reynolds stresses, partic-
ularly the Reynolds normal stresses, tend to be overestimated. Generally,
though, the Reynolds stresses are typically underestimated as turbulent
flow is usually not fully resolved by the spatial and temporal resolution of
the PIV measurement, as was demonstrated by the comparative pressure
sensor measurement in Section 6.2.
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Figure 6.6: Reynolds normal and shear stresses as well as associated
uncertainties. The quantities are represented as RMS.
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Figure 6.7: The influence of the considered measurement samples on the
uncertainty of the Reynolds stresses, the instantaneous velocities and
the ensemble-averaged velocities. The uncertainties are shown for three
different scenarios/locations in double logarithmic representation: (A)
spatially averaged, (B) in the spray plume interspace, (C) at the spray
plume tip. The uncertainties are presented as RMS.

In Figure 6.7, the convergence of the ensemble-averaged velocity, instan-
taneous velocity uncertainty and Reynolds normal and shear stresses are
shown as a function of measurement samples for three different scenar-
ios/locations - spatially averaged (A), in the spray plume interspace (B)
and at the spray plume tip (C). The quantities are represented in double
logarithmic representation. In linear approximation, the quantities converge
roughly with the expected -1/2 gradient, which is typical for the standard
uncertainty. Overall, the quantities reach a good level of confidence for
50 measurement samples. Especially in the spray plume interspace (B),
where there is low interfering influence by injection stochastics or random
errors from PIV evaluation, the values reach a particular low level. In
the vicinity of the spray (A), on the other hand, the uncertainties of the
ensemble-averaged velocity and the Reynolds stresses are about one and
two orders higher compared to the values in the surrounding gas flow (B).
As shown in Figure 6.8, the uncertainties of the velocity field and Reynolds
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stresses have propagated to the ensemble-averaged pressure gradient and
pressure. In agreement with previous observations, the largest values are
observed in the vicinity of the spray with a substantial peak at the spray
plume tip. The ensemble-averaged pressure field shows an accumulation
of uncertainty over the range of evaluation, starting from the Dirichlet
boundary conditions. The distribution demonstrates the importance of
defining proper and spatially distributed Dirichlet boundary conditions
to minimise the effect of uncertainty accumulation or error propagation.
In the present case, the limited FOV restricts the definition of additional
reliable Dirichlet boundary conditions close to the desired remote areas.
The ensemble-averaged pressure field indicates some irregular pressure
values in the area of displacement flow (A) (Figure 6.8c). Using 50 measure-
ment samples for the calculation of the statistical quantities and a single
location with Dirichlet boundary conditions, the uncertainty quantification
estimates a pressure uncertainty of up to 10 Pa in the remote area (B)
(Figure 6.8d) and a peak value of 15 Pa at the spray plume tip.
Although the pressure field suggests a rather accurate evaluation, some
flawed pressure values are observed in front of the spray plume tip in
the area of displacement flow (A). As shown in Figure 6.9, the spurious
values are attributed to the contribution of Reynolds stresses, respectively
injection stochastics. By omitting the Reynolds Stresses from the pressure
evaluation, the spurious values disappear. A selective omission of irregular
Reynolds Stresses can markedly improve the accuracy of the evaluated
pressures, as indicated by the reduced degree of uncertainty in Figure 6.9b.
Unlike many other flows, the pressure evaluation of spray-induced flow
requires the adaptation of the numerical approximation as the range of
evaluation changes in time through the propagation of spray. The use
of forward and backward differences is a viable measure to account for
the changing domain of evaluation and to ensure a pressure evaluation
that is close to the spray, especially in the area of displacement flow. In
Figure 6.10, the differencing schemes used for the present case numerical
approximation of the local acceleration are shown. It shall be noted, that
in case of a coarse temporal resolution, the numerical approximation might
be insufficient for an accurate evaluation. In the present case, however, the
temporal resolution seems to be adequate, as there is no visible pressure
plateau at the displacement flow, which is typical in such a case.
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Figure 6.8: Values and uncertainties of the ensemble-averaged pressure
gradient and the ensemble-averaged pressure. (a) ensemble-averaged pres-
sure gradient, (b) uncertainty of the ensemble-averaged pressure gradient,
(c) ensemble-averaged pressure, (d) uncertainty of the ensemble averaged
pressure. The pressure gradient is represented as RMS. Dirichlet boundary
nodes are marked with magenta color.
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Figure 6.9: Evaluated pressure field and corresponding uncertainty when
omitting the contribution of the Reynolds stress terms. (a) ensemble-
averaged pressure, (b) uncertainty of the ensemble-averaged pressure.
Dirichlet boundary nodes are marked with magenta color.
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Figure 6.10: “Evaluation domain with color coded nodes representing the
implemented boundary conditions and differencing schemes; left - boundary
conditions: magenta - Dirichlet boundary condition, cyan - Neumann
boundary condition, white - inner node; right - used differencing schemes
for the calculation of the time derivatives: white - central differecing
scheme, blue - forwards differencing scheme; red - backwards differencing
scheme; background: raw image.” [50]
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6.4 Scale and sensitivity analysis

A scale and sensitivity analysis was carried out to identify possible measures
to optimise or simplify the methodology of pressure evaluation of spray-
induced flow. In Figure 6.11, the scales of local acceleration, convective
acceleration, Reynolds stresses, viscosity and gravity are shown in relation
to the pressure gradient. For the present flow, the local acceleration is
identified as the major term. Over the entire range of evaluation, the
local acceleration is in the order of the pressure gradient. A good temporal
resolution is therefore desirable for an accurate pressure evaluation. It should
be noted that the statistical approach allows a refinement of the temporal
resolution by performing time-shifted measurements. For some setups and
applications, this capability is of great value as it allows to overcome possible
limitations of the measurement technology used. The convective acceleration
and Reynolds stresses, on the other hand, are spatially confined to the close
vicinity of the spray. At a comparatively short distance, the values drop by
an order of magnitude. With respect to viscosity and gravity, a negligible
effect is observed. In the relevant areas of spray-induced flow, the scales are
at least three orders of magnitude smaller than the pressure gradient.
In Figure 6.12 the influence of convective acceleration, Reynolds stresses and
compressibility on the result of the pressure evaluation of the spray-induced
flow is illustrated. The differential pressures shown describe the difference
between a full modelling and a modelling that excludes corresponding terms
or physics. The omission of the convective acceleration and Reynolds stresses
results in a pressure difference of up to 10 and 20 Pa respectively. The
largest differential pressures are observed in the vicinity of the spray, at
the spray plume tip (A) (Figure 6.12b) and in the area remote from the
Dirichlet boundary conditions (B) (Figure 6.12a). Under the assumption of
low mass and heat transfer, the compressibility has a negligible effect on
the result of the pressure evaluation as shown Figure 6.12c.

6.5 Discussion

For the first time, the pressure field of a spray-induced flow was experimen-
tally quantified. The ability to quantify pressure fields adds an important
fluid mechanical quantity to the existing spectrum for spray analysis and
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Figure 6.11: Scale analysis [50] showing the ratios between individual terms
of the URANS equations and the pressure gradient: (a) local acceleration,
(b) convective acceleration, (c) viscosity, (d) Reynolds stresses, (e) gravity,
where 𝑔 is the gravitational force. Contours: red - O(0) to O(-1) to O(2),
white - O(-2) to O(-3).
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Figure 6.12: Sensitivity analysis [50] showing the influence of the convective
acceleration, the Reynolds stresses and the compressibility on the pressure
evaluation of the spray-induced flow. Comparison between pressure fields
based on a full modelling and a modelling where corresponding terms or
physics are omitted: (a) convective acceleration, (b) Reynolds stresses, (c)
compressibility. Dirichlet Boundary nodes are marked with magenta color.
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opens up the possibility of gaining previously hidden information about
spray-induced flow, such as pressure potentials and forces. This now
accessible information, in conjunction with existing quantities such as
velocity, is expected to be key for the study of spray transport, momentum
exchange and yet undisclosed mechanisms such as jet-to-jet interaction
and spray contraction.
Considering the challenging conditions of spray-induced flow measurement,
the success in pressure evaluation is attributed to a large extent to the
proposed method of velocimetry-based pressure evaluation using URANS
and ensemble averaging. Due to its high robustness to random errors from
the PIV evaluation and other sources of error, the statistical approach
demonstrated a good level of accuracy and reliability. The approach is well
suited for experiments with inherent low signal-to-noise ratios such as the
measurement of spray-induced flow. The uncertainty analysis has demon-
strated good convergence for a reasonable number of measurement samples
(𝑁 ≈ 50). The pressure evaluation and methodology were successfully
validated by the results of the comparative pressure sensor measurement.
As a sequence of high and low pressures, the characteristics of displacement,
entrainment and subsequent wake flow are well reproduced qualitatively
and quantitatively.
Pivotal information on the quality and propagation of error were obtained
by the uncertainty analysis of the pressure evaluation. While the ensemble-
averaged velocity converges to the desired mean value with increasing
number of measurement samples, the Reynolds stresses are subject to
undesirable contributions of random errors and injection stochastics, which
can be partly corrected by the knowledge of the magnitude of the random
errors to achieve a more accurate estimate. The correction of the Reynolds
normal stresses by the standard deviation of the instantaneous velocities
was shown to be a viable measure to minimise the undesired contribution
of random errors from PIV evaluation. To increase the quality of the
pressure evaluation, an accurate and comprehensive quantification of the
uncertainty is therefore desirable. The development and improvement of
methods for the quantification of uncertainty in PIV evaluation can thus
make an important contribution to this. Overall, the contributions of
random errors and injection stochastics might lead to an overestimation of
the Reynolds normal stresses and, in the case of correlated errors, also of
the Reynolds shear stresses. In general, however, the Reynolds stresses are
usually underestimated as the spatial and temporal resolution typically
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does not resolve all small-scale structures and frequencies of turbulent flow,
as was confirmed by the pressure sensor measurement.
The uncertainties of the ensemble-averaged pressures proved to be strongly
dependent on the definition of the boundary conditions. Starting from the
Dirichlet boundary nodes, the uncertainties accumulate over the domain
of evaluation and reach the largest values in the most distant areas. To
limit the accumulation of uncertainties and errors, the definition of several
spatially distributed Dirichlet boundary conditions is advisable if reliable
information are available. It should be noted that the definition of Dirich-
let boundary conditions has to be chosen carefully, as inaccurate values
introduce a systematic error to the pressure field.
The results of the scale and sensitivity analysis justify a simplification of
the governing equations for pressure evaluation of spray-induced flow. The
effect of viscosity and gravity are identified as negligible as their scales are
at least three orders of magnitude smaller than the pressure gradient in the
relevant areas of spray-induced flow. In case of low mass and heat transfer,
the spray-surrounding gas flow can be further considered as incompressible.
The pressure gradient is mainly described by the contributions of local
acceleration, convective acceleration and Reynolds stresses. As such, the
accordingly simplified versions of the URANS and divergence equations
are as follows [50]:

Momentum equations:
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The equations no longer carry mixed or third order partial derivatives. This
simplifies the system of equations considerably. The need for high spatial
resolution is eased to some extent. To obtain a rough estimation of the
pressure field or to minimise potential errors, the omission of the Reynolds
stresses and in some cases even the local acceleration is conceivable.
The excellent results of the pressure evaluation motivate a broad application
of the presented methodology of velocimetry-based pressure evaluation
for the analysis of spray-induced flows. Due to its particular robustness,
flexibility and accuracy, the statistical approach is well-suited for the
investigation of complex flows and challenging mechanism such as the
phenomena of jet-to-jet interaction and spray contraction. Based on the
statistical approach, extensive investigations on the spray transport of
GDI sprays are carried out in the following chapters.





7 Spray-gas interaction

In the present chapter, the methodology of pressure evaluation of spray-
induced flow is used to investigate the spray transport of a single-hole GDI
spray for different operating conditions in order to gain valuable insights
into the interrelation between spray formation, momentum exchange and
macroscopic spray properties such as penetration length and spray ex-
pansion. The influence of key injection parameters are studied including
injection pressure, fuel temperature, ambient gas pressure/density and
flash-boiling atomisation. The study was published in Kling et al. [61].

7.1 Experimental procedure, parameter space
and data processing

“To prevent adverse jet-to-jet influence, a spray generated by an ax-
isymmetric single-hole injector and centrally oriented spray targeting
is considered. n-Heptane as fuel is supplied under injection pressures
in the range of 100 bar ≤ 𝑝𝑖𝑛𝑗 ≤ 250 bar at various fuel temperatures
25∘C ≤ 𝑇𝑓𝑢𝑒𝑙 ≤ 120∘C into the optically accessible pressure chamber at
constant gas temperature 𝑇∞ = 25∘C and 0.4 bar ≤ 𝑝∞ ≤ 3.0 bar cham-
ber pressure. The corresponding gas density 𝜌∞ is determined from the
ideal gas equation 𝑝∞/𝜌∞ = 𝑅𝑇∞, where 𝑅 is the specific gas constant.
This parameter space is chosen to allow particular focus on the process
of flash-boiling atomisation during GDI. Flash-boiling corresponds to an
isothermal depressurisation. Its occurrence and strength can be deter-
mined from positive Jakob numbers 𝐽𝑎 = 𝜌𝑙𝑐𝑝,𝑙𝑇𝑓𝑢𝑒𝑙 (𝑝𝑣 − 𝑝∞) / (𝜌𝑣ℎ)2

[63], where 𝐽𝑎 describes the ratio between sensible and latent heat, with
𝜌𝑙, 𝑐𝑝,𝑙, ℎ, 𝑝𝑣, 𝜌𝑣 being the liquid density, liquid heat capacity, latent heat,
vapour pressure and vapour density, respectively.
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Figure 7.1: “Jakob number 𝐽𝑎 as a function of the parameter space 𝑝∞
and 𝑇𝑓𝑢𝑒𝑙. Investigated parameter combinations are added with black
markers. The thick black line separates flash-boiling (𝐽𝑎 > 0, —) and
non-flash-boiling (𝐽𝑎 < 0, - -) regions in the diagram. Note that the
dashed and solid lines are used throughout the manuscript to indicate
whether or not flash-boiling occurs.” [61]

Figure 7.1 shows the Jakob number 𝐽𝑎 as function of the ambient pressure
and fuel temperature in a 𝑇𝑓𝑢𝑒𝑙 − 𝑝∞ diagram, in which the parameter
combinations of the present study are added as black markers. Both flash-
boiling (𝐽𝑎 > 0) and non-flash-boiling (𝐽𝑎 < 0) operating points are consid-
ered. Since the injection pressure has only negligible influence on the Jakob
number, this diagram holds true for all tested 𝑝𝑖𝑛𝑗 . The required informa-
tion on the vapour pressure 𝑝𝑣 was determined based on the experimental
data obtained by Williamham et al. [133] for 25∘C < 𝑇𝑓𝑢𝑒𝑙 < 100∘C, and
Ewing & Sanchez Ochoa [134] for 100∘C < 𝑇𝑓𝑢𝑒𝑙 < 150∘C, while the latent
heat ℎ was derived from the data of Majer [135].” [61]
“The desired unsteady gas-velocity information was recorded with time-
resolved stereoscopic particle image velocimetry (stereo-PIV), where flu-
orescent tracers (propylene-carbonate/DCM solution ≈ 1𝜇m) were illu-
minated by a Photonics DM100-532 double-cavity Nd:YAG laser. The
emitted light was recorded at 𝑓𝑎𝑐𝑞 = 8 kHz double-frame rate (interfram-
ing time d𝑡𝑃 𝐼𝑉 = 10 𝜇s) with two Phantom V1612 high-speed cameras
(1280 × 800 px, 12-bit depth) under Scheimpflug conditions both equipped
with Tokina AT-X M100 AF Pro D lenses (100 mm focal length) and
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Figure 7.2: “Top (a) and side (b) view of the stereoscopic PIV setup and the
orientation of the investigated single-hole spray; (c) shadowgraphy setup.” [61]

OD6 long-pass filters (cut-off wavelength 600 nm). Laser-sheet and camera
orientations relative to the spray plume are illustrated in Figure 7.2. The
recorded field of view spans 106 × 80 mm2 and was processed with a multi
grid multi pass algorithm; spurious vectors were eliminated by a normalised
median filter (3 × 3). To ensure statistical significance, 50 experiments per
parameter setting were conducted and subsequently ensemble-averaged to
obtain statistical velocity quantities.
Since precise knowledge of the spray-tip location is of utmost importance
for the characterisation of spray transport, further time-resolved shadow-
graphy experiments (𝑓𝑎𝑐𝑞 = 25 kHz, FOV of 95 × 85 mm2) were conducted
with identical camera equipment and a Phlox LED light source. To min-
imise the effect of shot-to-shot deviations, the spray-tip penetrations were
likewise determined on the grounds of 50 ensemble-averaged injection
events. The spray-tip location was determined from a threshold-based
localisation of the lowest bright pixel. To avoid spurious data processing,
raw-image noise was removed by means of a sliding minimum filter. Re-
maining frame-to-frame scatter was removed with a least-square estimator
for clarity.
The pressure evaluation approach for this statistically unsteady flow is
based on the evaluation of the divergence of the incompressible Unsteady
Reynolds-Averaged Navier-Stokes (URANS) equations [50]

𝜕𝑝
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= −𝜌
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𝜕𝑥𝑗
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𝜌𝑢′

𝑖𝑢
′
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)︁
[...]. (7.1)
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According to the findings on pressure evaluation of spray-induced flow [50]
[(see Chapter 6)], the spray surrounding gas flow is considered incompress-
ible. In the area of pressure evaluation, mass and heat transfer are assumed
to be minimal, as the vapour phase is confined to a small area close to the
spray [136, 137], especially at the early stage of spray formation of a GDI
single-hole spray. Accordingly, a constant gas composition consisting of
nitrogen is assumed. Furthermore, the effects of viscosity and gravity are
considered negligible, as they are of much smaller magnitude compared to
local and convective acceleration. The processing approach further takes
advantage of the symmetrical character of the single-hole spray event,
which reduces the experimental effort to evaluate Equation 7.1 in a single
measurement plane aligned with the spray axis. The resulting divergence
information of Equation 7.1 is then converted to pressure fields by means of
Neumann boundary conditions and a single Dirichlet boundary condition,
where the ambient gas conditions is chosen for the latter to prescribe the
overall pressure level of the determined distributions.” [61]

7.2 Results and Discussion

“Since the momentum transfer from the spray to its gas environment can
be identified from the resulting pressure distributions via momentum
conservation, both measured velocities and derived pressure distributions
are superimposed to the raw images of the recorded GDI events for all
discussed results. Furthermore, the complementary shadowgraphs reveal
the desired information on spray-tip propagation, which bridges the gap
between spray transport and momentum exchange. Note that only every
tenth tip-location estimate is indicated with a marker in all spray-tip
diagrams of this section for clarity. The investigated parameters partly
induce strongly coupled effects, mostly due to flash-boiling atomisation,
which is facilitated by both low ambient pressures and high fuel pressures,
but also due to material properties specified by Weber and Ohnesorge
numbers. In a first step, therefore, the results are contrasted for occurrence
and absence of flash-boiling atomisation. Subsequently, the influence of
the individual degrees of freedom (𝑝𝑖𝑛𝑗 , 𝑇𝑓𝑢𝑒𝑙, 𝑝∞) on the spray properties
are further elaborated separately.” [61]
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7.2.1 Flash-boiling and fuel temperature

“The effect of flash-boiling atomisation is studied for different levels of su-
perheat. Since variations of injection and ambient gas pressure inherently
imply modifications of the gas density and/or mass flow, the level of super-
heat is solely controlled by the fuel temperature, while all other parameters
remain constant. To emphasise the effect of flash-boiling atomisation, both
flash-boiling and non-flash-boiling operating conditions are contrasted. The
examined operating points are at 𝑝𝑖𝑛𝑗 = 200 bar and 𝑝∞ = 0.4 bar for
𝑇𝑓𝑢𝑒𝑙 = 25, 60, 90, 120∘C, corresponding to the lowest line of markers in
Figure 7.1.
Figure 7.3 shows the temporal evolution of the evaluated spray tip penetra-
tions for various operating conditions. It becomes obvious from the curves
that increasing fuel temperatures lead to gradually diminished spray tip
velocities. Note that a considerably slower spray tip velocity is revealed under
flash-boiling conditions at 𝑇𝑓𝑢𝑒𝑙 = 90∘C and 𝑇𝑓𝑢𝑒𝑙 = 120∘C, since a spray
deceleration occurs immediately after the start of injection (SOI) and gradu-
ally subsides over the event of spray propagation. In contrast, there is nearly
no spray-tip deceleration under non-flash-boiling conditions at 𝑇𝑓𝑢𝑒𝑙 = 25∘C
and 𝑇𝑓𝑢𝑒𝑙 = 60∘C, which leads to near constant spray-tip velocity. The slight
decrease of spray tip velocity from 𝑇𝑓𝑢𝑒𝑙 = 25∘C to 𝑇𝑓𝑢𝑒𝑙 = 60∘C is the
result of an increased liquid disintegration due to lower Ohnesorge number
𝑂ℎ and higher Weber number 𝑊𝑒𝑙 at 𝑇𝑓𝑢𝑒𝑙 = 60∘C.
The corresponding pressure distributions around the spray are shown in Figure
7.4, which clearly reveal a peak pressure in front of the spray cone. Interest-
ingly, similar to the spray tip penetration, the pressure distributions show
higher differential pressures for increasing levels of superheat/fuel tempera-
ture. The differential pressures range in the order of 10 Pa at 𝑇𝑓𝑢𝑒𝑙 = 25∘C
(𝐽𝑎 = −309) and 100 Pa at 𝑇𝑓𝑢𝑒𝑙 = 120∘C (𝐽𝑎 = 32). Under non-flash-
boiling conditions at 𝑇𝑓𝑢𝑒𝑙 = 25∘C (𝐽𝑎 = −1933) and 𝑇𝑓𝑢𝑒𝑙 = 60∘C
(𝐽𝑎 = −53), the pressure fields, furthermore, indicate a comparatively weak
momentum exchange. The sprays remain rather stringy, experiencing no
considerable expansion.
Under flash-boiling conditions, however, the bushy spray envelope leads to
significantly higher peak pressures in front of the spray tip. Recall from Sher
et al. [74] that – in contrast to liquid disintegration by mechanical means –
flash-boiling atomisation is characterised by smaller mean and more uniformly
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Figure 7.3: “Spray tip penetration for different levels of superheat and
fuel temperatures. Dashed lines indicate flash-boiling atomisation in
accordance with Figure 7.1.” [61]
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Figure 7.4: “Effect of fuel temperature and flash-boiling atomisation. The
contour plot and vector field shows pressures and velocities. Time 𝑡 = 0.3
ms after SOI. Conditions: 𝑝∞ = 0.4 bar, 𝑝𝑖𝑛𝑗 = 200 bar. PIV raw images
provided in the background for orientation purposes. Note that the exact
spray location might deviate from the evaluated ensemble.” [61]
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distributed droplet diameters. Consequently, the momentum exchange is
typically considered to intensify as a result of increased spray gas interface
and area of drag as e.g. hypothesised by Ming et al. [27]. As such, the
observed high peak pressures in Figure 7.4 retroactively prove these earlier
hypotheses on an increased momentum transfer under flash-boiling conditions
and furthermore explain the reduced spray tip propagation speed.” [61]

7.2.2 Ambient gas pressure and corresponding density

“Major processes in spray formation, such as flash-boiling atomisation and
aerodynamic forces, are also closely related to the ambient gas pressure and
the corresponding density, which determines the intensity of nucleation and
thus the strength of liquid disintegration. As above, the impact of gas pres-
sure and related density on momentum transfer and spray propagation is
contrasted for presence and absence of flash-boiling. In Figure 7.5, the courses
of spray tip penetration are shown at 𝑝𝑖𝑛𝑗 = 250 bar and 𝑇𝑓𝑢𝑒𝑙 = 25∘C, 120∘C
for varying ambient gas pressures 𝑝∞ = 0.4 bar, 1.0 bar and 3.0 bar. Under
non-flash-boiling conditions the spray propagation slows down with higher
ambient gas pressure, which is most obvious from the gradually decreasing
slopes for 𝑇𝑓𝑢𝑒𝑙 = 25∘C. The elevated ambient gas pressures are furthermore
found to result in higher differential pressures and, therefore, momentum
exchange as shown in Figure 7.6, while spray formation and corresponding
expansion is only mildly affected by the pressure variation. Since the elevated
pressures in turn lead to increased density levels, this observation consequently
also demonstrates the influence on the aerodynamic forces via Stokes’ drag
as an additional spray-tip deceleration mechanism.
For the investigated parameter range, the drag-driven tip-speed reduc-
tion over propagation time is in contrast to the near-constant yet slower
propagation characteristics of flash-boiling atomisation. This difference
is obvious from the direct comparison of the determined propagation
curves for 𝑇𝑓𝑢𝑒𝑙 = 90∘C; see Figure 7.5. Further evidence of the dif-
ferent mechanisms on the resulting momentum exchange is provided by
the pressure distribution around the respective spray plumes in Figure
7.7. The strong atomisation and immediate expansion of the spray under
flash-boiling conditions leads to significant momentum exchange due to
steep pressure gradients in proximity of the tip at an early stage of spray
formation (𝑡 = 0.2 ms), which is diminished for later stages (𝑡 = 0.4 ms);
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Figure 7.5: “Spray tip penetration for different ambient gas pressures. Dashed
lines indicate flash-boiling atomisation in accordance with Figure 7.1.” [61]

-20 -10 0 10 20
80

70

60

50

40

30

20

10

0

-20 -10 0 10 20
-50

-25

0

25

50

𝑡 = 0.3ms 𝑡 = 0.3ms

𝐽𝑎 = −1994
𝑝∞ = 0.4 bar

Non-flash-boiling
𝐽𝑎 = −1207
𝑝∞ = 3.0 bar

(Pa)

a) b)

Figure 7.6: “Effect of the ambient gas pressure. Time 𝑡 = 0.3 ms after
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Conditions: 𝑝𝑖𝑛𝑗 = 250 bar, 𝑇𝑓𝑢𝑒𝑙 = 25∘C. PIV raw images provided in the
background for orientation purposes. Note that the exact spray location
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Figure 7.7: “Comparison between the effects of flash-boiling atomisation
and increased ambient gas pressure. The contour plot and vector field
shows pressures and velocities. Times 𝑡 = 0.2 ms and 𝑡 = 0.4 ms after
SOI. Conditions: 𝑝𝑖𝑛𝑗 = 250 bar, 𝑇𝑓𝑢𝑒𝑙 = 90∘C. PIV raw images provided
in the background for orientation purposes. Note that the exact spray
location might deviate from the evaluated ensemble.” [61]

cp. Figures 7.7 (a) and (b). Under non-flash-boiling conditions, in con-
trast, a significant increase of momentum exchange over time is observed,
where the pressure gradients in tip vicinity increase from 𝑡 = 0.2 ms to
𝑡 = 0.4 ms; cp. Figures 7.7 (c) and (d). The later peak of momentum ex-
change is attributed to a less intense atomisation by mechanical means
and thus a weaker and more gradual expansion of the spray. The spray is
rather stringy compared to the more bushy spray in case of flash-boiling
atomisation, where the larger cross-section of the latter implies increased
amounts of drag, thus momentum exchange.
The varying spray tip velocities at the later stage of spray formation
reveals the impact of higher ambient gas pressures/densities on the spray
propagation deceleration. Here, the effect of a higher ambient gas density
seems to outweigh the stronger atomisation and spray expansion by flash-
boiling. However, it should be noted that the reported observation does
not universally hold for all types of spray, as the result also depends on
additional factors such as the quality of atomisation and ambient gas flow,
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Figure 7.8: “Spray tip penetration for different injection pressures. Dashed
lines indicate flash-boiling atomisation in accordance with Figure 7.1.” [61]

for instance. A counterexample would be a very stringy spray with low
mechanically induced atomisation and spray expansion, where the effect
of a higher ambient gas density becomes less dominant as the momentum
exchange is diminished.” [61]

7.2.3 Injection pressure

“Even though the injection pressure 𝑝𝑖𝑛𝑗 has nearly no influence on flash-
boiling effects, the precise controllability of this quantity for GDI renders
𝑝𝑖𝑛𝑗 an operating parameter of major importance to adjust mass flow
and initial spray momentum, thus the processes of atomisation and spray-
gas interaction. Figure 7.8 shows the temporal evolution of spray tip
penetration for varying injection pressures at flash-boiling (𝐽𝑎 = 32) and
non-flash-boiling conditions (𝐽𝑎 = −26). In both regimes, the spray tip
velocities experience a more pronounced deceleration at higher injection
pressures. As such, the propagation curves of different tip speeds (at least
partly) align towards similar slopes for later propagation stages – especially
for increased drag at higher ambient pressures.
Figure 7.9 shows the corresponding pressure fields and spray images for
𝑝𝑖𝑛𝑗 = 150 bar and 𝑝𝑖𝑛𝑗 = 250 bar, which indicate a larger momentum
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Figure 7.9: “Effect of injection pressure 𝑝∞ on spray transport and momen-
tum exchange for 𝑇𝑓𝑢𝑒𝑙 = 60∘C, 𝑝∞ = 3.0 bar and 𝑇𝑓𝑢𝑒𝑙 = 90∘C, 𝑝∞ = 0.4
bar at time 𝑡 = 0.3 ms after SOI. The contour plot and vector field shows
pressures and velocities. PIV raw images provided in the background for
orientation purposes. Note that the exact spray location might deviate
from the evaluated ensemble.” [61]

exchange at higher injection pressures, while the spray images suggest a
stronger expansion of the spray (cp. Figure 7.8). The observed increase in
momentum exchange mainly results from the following two effects. First,
at higher mass flow rates, the momentum exchange increases with higher
relative velocities (𝐹𝑑𝑟𝑎𝑔 ∼ 𝑣2

𝑟𝑒𝑙). Second, as the atomisation intensifies
with larger 𝑅𝑒𝑙 and 𝑊𝑒𝑙 numbers, the aerodynamic forces enhance due
to increased area of drag by both smaller droplet sizes and larger spray
expansion. Consequently, the influence of the injection pressure on the
resulting spray transport increases with rising chamber pressure levels due
to the above-discussed correspondingly increased drag effects.” [61]

7.3 Concluding remarks

“The momentum exchange between spray and ambient gas flow of GDI
jets is identified for different operating conditions, where various formerly
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hidden insights into the complex interplay of the contributors involved in
spray transport are uncovered. Most importantly, the present investiga-
tion provides a deeper insight into frequently reported observation of the
direct cause-effect relation between thermodynamic operating conditions
and the resulting spray-penetration properties (see e.g. [12, 14, 28, 32]).
Particularly, the application of the recently introduced URANS-based pres-
sure determination approach [50] on the unsteady flow fields reveals the
spatio-temporal pressure distributions, which in turn allows the analysis of
the injection event on the grounds of the distributed momentum balance
for even small changes in injection pressure, fuel temperature, ambient gas
density and quality of atomisation.
It is found that the momentum exchange increases with larger spray-gas
interface, spray expansion, greater relative velocity, higher ambient gas
density, and fuel temperature, which is known to have immediate implica-
tions for surface tension and liquid viscosity. Furthermore, the salient effect
of flash-boiling atomisation on the spray-gas interplay was demonstrated
to rely directly on a remarkably strong momentum exchange resulting
from the expedited spray breakup into small droplets and correspondingly
impulsive expansion of the spray. This result is an important insight even
beyond the parameter range of the present investigation, since it quanti-
tatively demonstrates the relevance of small droplets for the momentum
transfer.
It has to be, therefore, concluded from the above insight that even me-
chanically induced spray disintegration with accordingly vast amounts of
small droplets will lead to an enhanced level of momentum transfer to the
gas environment. This conclusion in turn indicates the great potential
in influencing and controlling spray transport by designing sprays with
enhanced mechanical spray disintegration. It is also hypothesised in this
context that similar levels of momentum-exchange augmentation might
also be achievable through specific changes in internal nozzle design by
enhancing the degree of turbulence and spray expansion, which is, however,
beyond the scope of the present study.
As a technical note, the applied URANS-based approach for velocity-based
pressure estimation turned out to be particularly applicable for the in-
vestigation of spray-induced flows, due to its statistical character, and
corresponding robustness and accuracy. The derived results from this
approach render the expansion of the covered parameter range to more
sophisticated multi-hole sprays promising, since the applied approach is
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hypothesised to contribute to a deeper insight into complex mechanisms
such as jet-to-jet interaction and spray contraction.
On a final remark, both the applied processing strategies and derived con-
clusions of the present investigation are considered valuable contributions
towards more advanced design of spray transport phenomena beyond GDI
optimization only. It is rather foreseen that the robustness and universality
of the outlined approach might provide a beneficial contribution to a wide
range of applications, such as the injection design for alternative fuels like
biofuels or e-Fuels, for instance.” [61]
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In contrast to single-hole sprays, a major effect in the spray transport
of multi-hole sprays is due to the interaction of individual spray plumes.
Under certain conditions, the so-called jet-to-jet interaction leads to sig-
nificant changes in the formation and transport of spray, starting with a
rather moderate change in the spray plume trajectories up to a complete
contraction to a unified jet.
In previous studies, the influence of operating conditions (fuel and ambient
gas pressure/temperature/density, fuel type, injection duration), spray
layout (number/arrangement of spray holes) and injector design on macro-
scopic spray characteristics such as spray penetration, spray cone angle
and entrainment flow were widely examined [28–36]. However, the research
has been largely limited to a phenomenological quantification and analysis.
Certain theories have been proposed, but in many cases they have not
yet been experimentally validated, nor have the underlying cause-effect
relationships been fully understood.
In terms of spray contraction, a common theory proposed by experimental
observations and numerical studies [39–42] is the presence of a local pres-
sure minimum in the central area of the spray in between the spray plumes.
It is hypothesised that the supposed pressure minimum is responsible
for the attraction of the spray. Regarding the formation of the pressure
minimum, different explanatory approaches exist. Some authors claim
that the pressure minimum is due to the evaporation of spray [35]. Others
assume that the pressure minimum is formed by the lack of a compensating
ambient gas flow between the inner and outer spray area as a result of the
spray layout (sealing effect) [39].
To assess the mechanism of jet-to-jet interaction and spray contraction,
sound information on the momentum exchange between spray and ambient
gas flow is required. However, apart from CFD, no experimental data is
yet available on the central region and spray plume interspaces, especially
close to the injector nozzle, where spray contraction largely takes place.
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In the present chapter, the spray transport and jet-to-jet interaction of
GDI multi-hole sprays are investigated by means of pressure evaluation of
spray-induced flow. The cause-effect relationship between spray transport,
momentum exchange and ambient gas flow is studied for varying operating
conditions and spray layouts.

8.1 Spray transport of a contracting multi-hole
spray

In this section, the spray transport of a GDI multi-hole spray is investigated
for different levels of superheat, injection pressure, fuel temperature and
ambient gas pressure/density. The investigation examines the transition
from non-contracting to contracting spray and its effect on spray formation
and spray penetration.

8.1.1 Experimental setup and evaluation

The investigation considers a GDI 6-hole spray with an axisimmetric
spray layout and targeting, as shown in Figure 8.1, that is typically
used for a combustion process with a central injector position. The
spray transport is studied for characteristic engine conditions ranging
from 150 bar ≤ 𝑝𝑖𝑛𝑗 ≤ 250 bar injection pressure, 0.4 bar ≤ 𝑝∞ ≤ 2.0 bar
ambient gas pressure and 25∘C ≤ 𝑇𝑓𝑢𝑒𝑙 ≤ 120∘C fuel temperature.
The experimental setup, measurement and evaluation correspond to the
procedure in Chapter 7. While the desired velocity field information were
acquired with stereo-PIV measurements (𝑓𝑎𝑐𝑞 = 10 kHz, d𝑡𝑃 𝐼𝑉 = 10 𝜇𝑠,
𝐹𝑂𝑉 = 160 × 140 mm2), the spray tip penetration were evaluated with
processed shadowgraphy measurements (𝑓𝑎𝑐𝑞 = 25 kHz, 𝐹𝑂𝑉 = 116 × 145
mm2). To provide statistical significance and minimise the effect of shot-
to-shot variation, the computation of the statistical quantities and the
processing of the shadowgraphy measurements were conducted using an
ensemble average of 50 measurement samples.
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Figure 8.1: Spray layout and targeting (symmetric) of the 6-hole GDI
spray under investigation.

8.1.2 Results

In Figure 8.2, the evaluated spray tip penetration of the GDI 6-hole spray is
shown for varying operating conditions as a function of time. In contrast to
the propagation of a single jet (see Chapter 7), the spray propagation of the
multi-hole spray shows a discontinuous course with a sequence of decelera-
tion, acceleration and deceleration at flash-boiling conditions (𝑝∞ = 0.4 bar,
𝑇𝑓𝑢𝑒𝑙 = 120∘C and 𝑝𝑖𝑛𝑗 = 150, 250 bar, 𝐽𝑎 = 32), but also at non-flash-
boiling conditions (𝑝∞ = 2.0 bar and 𝑇𝑓𝑢𝑒𝑙 = 120∘C, 𝐽𝑎 = −4). As shown
in Figure 8.3, the discontinuous course is related to the contraction of the
spray. During the transition from non-contracting to contracting spray, the
propagation changes from individual spray plumes to a unified jet. Depend-
ing on the degree of spray contraction, a distinction can be made between
non-contracting, gradually contracting and instantly contracting sprays (see
figures 8.3a – 8.3c). While the spray tip velocities of the non-contracting
and instantly contracting sprays are characterised by a monotonous decrease
similar to that one of a single jet (see Chapter 7), the discontinuous course
of the gradually contracting spray is attributed to the passing of the original
spray plumes by the faster propagating contracted jet, which experiences
less deceleration due to a smaller area of drag, lower relative velocities
(slipstream effect) and higher inertia (liquid mass per volume).
With regard to injection pressure, fuel temperature and ambient gas pres-
sure the same observations apply for the propagation of the spray plumes
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Figure 8.2: Spray tip penetration of the GDI 6-hole spray for different ambient
gas pressures 𝑝∞, fuel temperatures 𝑇𝑓𝑢𝑒𝑙 and injection pressures 𝑝𝑖𝑛𝑗.

and the contracted jet as for the single-hole spray in Chapter 7. While
there is a faster propagation at higher injection pressures, fuel tempera-
tures and lower ambient gas pressures/densities as shown in Figure 8.2,
the extent of spray contraction intensifies with higher levels of superheat,
injection pressure and fuel temperature. The results indicate a correlation
between spray contraction and atomisation.
In figures 8.4 – 8.7, the pressure and velocity fields of a non-contracting,
gradually contracting and two instantly contracting sprays, one at low and
one at high ambient gas pressure/density, are shown for consecutive times.
In the case of the non-contracting spray, the momentum exchange between
spray and ambient gas takes place through locally separated spray plumes
over a comparatively large spatial volume. As shown in figures 8.4a and
8.4b, there is a visible separation of the respective high pressure regions
at the displacement flows near the spray plume tips. Due to the spread
of the spray plumes, the momentum exchange takes place over a larger
volume of space. The effective inertia of the ambient gas flow increases,
as more fluid is accelerated in contrast to a more compact or contracted
spray. The spread of the spray largely reduces the effect of a slipstream.
With increasing spray contraction, the proportion of the individually prop-
agating spray plumes becomes successively smaller. As a result of the
reduced area of drag, the lower effective inertia of the ambient gas flow
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Figure 8.3: Transition from non-contracting to contracting spray. Sprays
visualised by shadowgraphy images at consecutive times 𝑡 after SOI.
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and the increased slipstream effect, larger penetration lengths occur.
Although there are significant differences in spray transport, the basic flow
patterns of the spray-induced flows are similar. The pressure distributions
and the spray transports indicate the formation of a vortex flow. The
flow is characterised by a consistent structure of high pressures at the
displacement and wake flow (after injection) and low pressures in the area
of the gas entrainment and the vortex ring. The quality of spray transport
and ambient gas flow largely depends on the inertias of the spray and the
ambient gas flow. The inertias define whether and to what extent the spray
transport converges to the ambient gas flow or vica versa. While at high gas
densities, major proportions of the spray are entrapped within the vortex
flow as shown in figures 8.5d and 8.6d for 𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 1.0 bar,
𝑇𝑓𝑢𝑒𝑙 = 60∘C and 𝑇𝑓𝑢𝑒𝑙 = 90∘C, the spray propagates nearly unchecked
with almost no alignment with the ambient gas flow at lower ambient
gas densities as shown in Figure 8.7c for 𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 0.4 bar,
𝑇𝑓𝑢𝑒𝑙 = 120∘C. A comparison of both operating points is well suited to
demonstrate the effect of spray and ambient gas inertias, as the level
of momentum exchange is comparable. The effect of a higher ambient
gas density is compensated by smaller droplet sizes due to flash-boiling
atomisation at 𝑝∞ = 0.4 bar and 𝑇𝑓𝑢𝑒𝑙 = 120∘C. This observation is in
good agreement with the findings in Chapter 7.
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Figure 8.4: Non-contracting spray. Pressure and velocity fields at
𝑝𝑖𝑛𝑗 = 150 bar, 𝑝∞ = 2.0 bar, 𝑇𝑓𝑢𝑒𝑙 = 25∘C and 𝐽𝑎 = −11392 for consec-
utive times 𝑡 after SOI.
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(c) 𝑡 = 3.0 ms
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Figure 8.5: Gradually contracting spray. Pressure and velocity fields at
𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 1.0 bar, 𝑇𝑓𝑢𝑒𝑙 = 60∘C and 𝐽𝑎 = −319 for consecu-
tive times 𝑡 after SOI.
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(b) 𝑡 = 1.0 ms
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(c) 𝑡 = 2.5 ms
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Figure 8.6: Instantly contracting spray. Pressure and velocity fields at
𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 1.0 bar, 𝑇𝑓𝑢𝑒𝑙 = 90∘C and 𝐽𝑎 = −17 for consecutive
times 𝑡 after SOI.
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(c) 𝑡 = 1.5 ms
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Figure 8.7: Instantly contracting spray. Pressure and velocity fields at
𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 0.4 bar, 𝑇𝑓𝑢𝑒𝑙 = 120∘C and 𝐽𝑎 = 32 for consecutive
times 𝑡 after SOI.
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8.2 Spray contraction

In this section, the mechanism of jet-to-jet interaction and spray contraction
is investigated by means of specially designed PIV measurements that
allow for the evaluation of pivotal velocity and pressure field information
in the central area of spray and spray plume interspaces of a multi-hole
spray close to the injector nozzle. The information are used to analyse
the effective net momentum acting on the individual spray plumes/jets
and to identify the cause-effect relationships with respect to spray layout,
targeting and operating conditions.

8.2.1 Experimental setup and evaluation

The spray-induced flow of three different spray layouts, including a con-
ventional GDI 6-hole spray and two 3-hole sprays with improved optical
accessibility, are investigated for flash-boiling and non-flash boiling condi-
tions. To study the influence of targeting directions, an axisymmetric and
a non-axisymmetric spray layout was chosen for the injector design of the
3-hole sprays. In Figure 8.8, the respective spray layouts and targetings
are illustrated.
For the measurement of the spray-induced flow in the central area of the
spray and spray plume interspaces, a bottom-up camera perspective along
the spray axis towards the injector tip is used (see Figure 5.1). Such
a velocimetry is particularly challenging, especially close to the injector
nozzle. By the presence of spray, the optical access is markedly limited. In
the course of injection, the propagation, expansion and potential contrac-
tion of the spray increasingly limits the optical access to both the centre
and the spray plume interspaces. This limitation is further intensified
by the oblique view of the stereoscopic setup, which requires a sufficient
mutual camera angle for an accurate reconstruction of the particularly
dominant out-of-plane velocity component. As a compromise between
optical access and velocity reconstruction, a mutual camera angle of about
𝛼 = 60∘ is chosen. The intersection of dense spray is followed by intense
multi-scattering and quasi-volumetric illumination. Due to a small depth
of correlation, the PIV evaluation is limited to a thin, planar domain (see
Section 3.5).
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Figure 8.8: Spray layouts and targetings of the injector samples under inves-
tigation. a) 3-hole sprays: (A) axisymmetric spray, (B) non-axisymmetric
spray, b) 6-hole spray.

To resolve small scale structures, such as spray plume interspaces, while
covering a wide range of the flow field, the statistical approach based
on URANS and ensemble averaging is fully exploited by reconstructing
a detailed and large-scale velocity field based on several measurements
with small FOVs at different in-plane measurement locations (variation
in 𝑥 − 𝑧-plane). For the investigation of the different spray layouts, the
desired pressure fields were evaluated in planar domain at a distance of
about 40 mm from the injector tip using a central differencing scheme
to calculate the required out-of-plane gradients (𝑦-direction). For this
purpose, measurements were carried out at three different levels of depth
including the main level at 40 mm distance and two further levels with a
relative displacement of ±5 mm. The spacing between the measurement
levels corresponds to a size of about two to three interrogation windows.
The statistical quantities were determined using an ensemble average of
30 measurement samples at each measurement location. Since the flow is
highly transient and pressure evaluation of spray-induced flow aspires high
temporal resolution (accuracy of local acceleration) [50], the PIV mea-
surements were conducted with an acquisition frequency of 𝑓𝑎𝑐𝑞 = 16 kHz
and an interframing time d𝑡𝑃 𝐼𝑉 = 10 𝜇s. As the occurring particle dis-
placements are small with respect to the short interframing time, a PIV
evaluation scheme of (1 + 3, 2 + 4, 3 + 5, . . .) was used. The evaluation of
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the pressure fields was conducted according to the methodology presented
in chapters 4 and 6.

8.2.2 Results

Figure 8.9 shows the pressure and velocity fields of the axisymmetric 3-hole
spray at 𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 1.0 bar and 𝑇𝑓𝑢𝑒𝑙 = 25∘C (𝐽𝑎 = −5243) for
consecutive times. Starting with high pressures associated with the displace-
ment flows at the spray plume tips (figures 8.9a – 8.9c), the pressure transi-
tions to low pressures at the area of gas entrainment (figures 8.9d – 8.9e)
and closes with high pressures at the wake flow (Figure 8.9f).
As major observation, the pressure fields in figures 8.9c – 8.9e confirm the
presence of a lower pressure potential in the central area of the multi-hole
spray. According to the pressure and velocity fields, the mechanism of
spray contraction is attributed to an inwardly directed net momentum
acting on the spray plumes as a result of a stronger incident flow from
the outer directions than from the central area or spray plume interspaces.
The jet-to-jet interaction is traced back to induced pressure forces and
a resultant competing attraction of ambient gas flow by adjacent spray
plumes. The extent to which a spray plume is deflected depends on the
net momentum exchanged in relation to the inertia and propagation of
the spray.
With increasing atomisation, whether mechanically induced or by flash-
boiling, the spray contraction and jet-to-jet interaction intensifies. In
Figure 8.10, the pressure and velocity fields of the axisymmetric 3-hole
spray is shown for 𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 0.4 bar and 𝑇𝑓𝑢𝑒𝑙 = 90∘C un-
der flash-boiling conditions (𝐽𝑎 = 32). In contrast to 𝑝∞ = 1.0 bar and
𝑇𝑓𝑢𝑒𝑙 = 25∘C (𝐽𝑎 = −5243) (Figure 8.9), the net momentum is more
pronounced as a result of enhanced momentum exchange but also due to
a change in the pattern of spray-induced flow. The ratio of incident flow
is further shifted to proportions from outer direction, while there is nearly
no compensating flow from the centre or spray plume interspaces.
In Figure 8.11, the effect the spray layout is highlighted by the velocity
and pressure fields of the non-axisymmetric 3-hole spray at 𝑝𝑖𝑛𝑗 = 250 bar,
𝑝∞ = 1.0 bar and 𝑇𝑓𝑢𝑒𝑙 = 25∘C (𝐽𝑎 = −5243). Compared to the axisym-
metric 3-hole spray (Figure 8.9), the flow pattern shows a different incident
flow in relation to the spray plumes under the same operating conditions.
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Figure 8.9: Axisymmetric 3-hole spray. Pressure and velocity fields at non-
flash-boiling conditions (𝐽𝑎 = −5243) with 𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 1.0 bar,
𝑇𝑓𝑢𝑒𝑙 = 25∘C. Time 𝑡 after SOI. For the purpose of clarity, the velocity
field is represented with a quarter of the evaluated velocity vectors.
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Figure 8.10: Axisymmetric 3-hole spray. Pressure and velocity fields
at flash-boiling conditions (𝐽𝑎 = 32) with 𝑝𝑖𝑛𝑗 = 250 bar, 𝑝∞ = 0.4 bar,
𝑇𝑓𝑢𝑒𝑙 = 90∘C. Time 𝑡 after SOI. For the purpose of clarity, the velocity
field is represented with a quarter of the evaluated velocity vectors.
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Figure 8.11: Non-axisymmetric 3-hole spray. Pressure and velocity
fields at non-flash-boiling conditions (𝐽𝑎 = −5243) with 𝑝𝑖𝑛𝑗 = 250 bar,
𝑝∞ = 1.0 bar, 𝑇𝑓𝑢𝑒𝑙 = 25∘C. Time 𝑡 after SOI. For the purpose of differ-
entiation, the spray plumes are marked with (A), (B) and (C). For the
purpose of clarity, the velocity field is represented with a quarter of the
evaluated velocity vectors.
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Figure 8.12: Conventional GDI 6-hole spray. Pressure and velocity fields
for flash-boiling and non-flash-boiling conditions at 𝑝𝑖𝑛𝑗 = 250 bar and
time 𝑡 after SOI. (a, c) non-flash-boiling: 𝑝∞ = 1.0 bar, 𝑇𝑓𝑢𝑒𝑙 = 25∘C,
𝐽𝑎 = −5243; (b, d) flash-boiling: 𝑝∞ = 0.4 bar, 𝑇𝑓𝑢𝑒𝑙 = 90∘C, 𝐽𝑎 = 32.
For the purpose of clarity, the velocity field is represented with a quarter
of the evaluated velocity vectors.
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While there is a substantial flow between the more distant spray plumes
(A) and (C), the flows in the narrow interspaces are less pronounced. The
closer the distance, the lower the respective momentum exerted from that
direction and the stronger the jet-to-jet interaction. In the present case,
the net momentum acting on the central spray plume (B) points in be-
tween the outer spray plumes (A) and (C). In terms of the latter ones, the
respective net momentums are mainly directed towards the central spray
plume (B) with a slight deviation due to mutual attraction. Essential
design parameters with respect to jet-to-jet interaction are therefore the
number of spray holes, their arrangement, orientation and mass flow rate.
In Figure 8.12, the pressure and velocity fields of the 6-hole spray are
shown for a contracting and a non-contracting spray (with and without
flash-boiling atomisation). Despite the limited optical access, velocity and
pressure field information of the central region and spray plume interspaces
are obtained for the non-contracting spray (see figures 8.12a and 8.12c).
Equivalent to the previous observation, the velocity field shows a mod-
erate flow in the centre and spray plume interspaces, while there is a
significant incident flow from the outer direction. Under flash-boiling
condition (see figures 8.12b and 8.12d), the immediate expansion of the
spray prevents the velocimetry of spray-induced flow in the centre area
and spray plume interspaces. Nevertheless, the inward directed flow in
the spray surrounding is well highlighted. The observation of a dominant
incident flow as well as lower pressures in the central area of the spray and
spray plume interspaces confirms the previous findings on jet-to-jet inter-
action also for conventional GDI spray layouts. The comparison between
contracting and non-contracting spray in Figure 8.12 shows the important
influence of atomisation on spray contraction. Although the pressures and
velocities are at least in the same order of magnitude, the spray contracts
only under flash-boiling conditions for the present example due to the
resulting smaller droplet sizes and the increased tracking behaviour.

8.3 Discussion

The present investigation outlines the close interrelation between spray
transport and ambient gas flow. Along with the momentum exchange, the
inertia and the tracking behaviour of the spray are identified as key.
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For the first time, highly-desired pressure field information of a GDI multi-
hole spray was experimentally obtained in a cross-sectional plane close to
the injector nozzle. The present investigation confirms the hypothesised
presence [39–42] of a lower pressure region in the centre area of spray and
spray plume interspaces. The pressure and velocity fields indicate that the
spray-induced flow of multi-hole sprays generally features a contracting net
momentum acting on the spray in the area of entrainment flow. Whether
a spray contracts or not appears to be mainly due to the strength of the
net momentum and the inertia and propagation of the spray. If there is
a sufficient net momentum acting on the spray for a given inertia and
tracking behaviour, a gradual or instant contraction sets in.
Spray contraction occurs particularly under flash-boiling conditions. Apart
from enhanced momentum exchange and tracking behaviour, the intense
and immediate atomisation right after the nozzle exit promotes the jet-
to-jet interaction, as the spray plumes are very close to each other right
after SOI. Under non-flash boiling conditions, on the other hand, the spray
contraction generally sets in later, as the atomisation and spray expansion
develops usually less intense and more gradually by mechanical means.
If either the momentum exchange and/or the tracking behaviour of the
spray are not sufficiently pronounced, there is no significant deflection of
the spray propagation. This is usually the case at lower atomisation, mostly
under non-flash-boiling conditions.
In a widely referred study of Zeng et al. [31], it was concluded that the
penetration length of contracted multi-hole sprays increases with higher
levels of superheat. The interpretation, however, did not take into account
that a variation in superheat due to a change in ambient gas pressure has
significant implications on the spray-gas interaction, as pointed out in the
present thesis. The increase in penetration length is not due to flash-boiling
atomisation, but to a reduced inertia of the ambient gas flow as a result
of a lower ambient gas density. Flash-boiling atomisation actually reduces
the penetration length as it promotes both the momentum exchange and
the tracking behaviour of the spray through small droplet sizes and an
expansion of spray. Regarding operating conditions, the same principles
apply to a contracted multi-hole spray as to a single jet (see Chapter 7).
According to the present investigation, the design of the injection system
significantly determines the quality of spray transport and whether and to
what extent jet-to-jet interaction and spray contraction occur. Essential
design parameters are the injection pressure, the spray hole number and



106 8 Multi-hole spray formation

arrangement, the spray targeting (spray hole inclination angles) and the
internal nozzle design, which includes the 𝐿𝑆𝐻/𝐷𝑆𝐻 ratio, edge rounding,
spray hole conicity and potential pre-hole steps. Conceivable options
to actively control the spray transport and jet-to-jet interaction during
the operation in combustion engines are the SOI, injector control timing,
multiple injection strategies as well as exhaust gas recirculation, valve
lift/control timing and tumble/swirl flaps.



9 Dual-Plane Stereo
Astigmatism (DPSA)

In this chapter, the methodology of the Dual-Plane Stereo Astigmatism
(DPSA) technique is presented. The DPSA technique is a novel approach
that allows the experimental determination of the full velocity gradient tensor
of a flow in planar domain. It was developed in the framework of the present
thesis in order to provide a velocimetry technique that enables the evaluation
of instantaneous pressure fields for the analysis of spray-induced flows of
individual injection events by means of a standard high-speed stereo-PIV
system, i.e. a total number of two cameras and one light source. Given the
specific requirements of spray-induced flow measurement, the development
of DPSA attempts to enable the investigation of shot-to-shot deviations,
complex flow structures and stochastically occurring flow processes – in GDI
often associated with cavitating nozzle flow [73] – , which cannot be addressed
with the statistical approach based on URANS and ensemble averaging [50]
(see Chapter 4) by nature.
In the following, the principles of DPSA including post-processing schemes,
particle identification strategies and specific approaches for the analysis of par-
ticle displacement are outlined. A thorough evaluation and discussion of DPSA
and the developed processing is given based on synthetic and first experimen-
tal investigations. “A comparison between DPSA and conventional dual-plane
stereoscopic PIV (DPSPIV) is conducted by means of synthetic images, as
derived from DNS results of a turbulent boundary-layer flow [138].” [51]
For proof of concept, first DPSA measurements of spray-induced flow were per-
formed for two different configurations – a simultaneous PIV and Dual-Plane
Astigmatism (DPA) measurement for the purpose of validation and a full
DPSA measurement that allows the computation of the full velocity gradient
tensor. The valuable findings and lessons learned from these investigations
will serve as a basis for future comprehensive spray studies.



108 9 Dual-Plane Stereo Astigmatism (DPSA)

The following sections are based on the publication of Kling et al. [51]. For
ease of reading, a nomenclature consistent with the literature [10] is used.
In this chapter, the Einstein summation convention does not apply.

9.1 Principles

“The principle of DPSA is based on the spatial extension of planar stereo-
scopic particle image velocimetry (stereo-PIV) by means of dual-plane
illumination and astigmatism-based depth codification. In contrast to
existing dual-plane approaches [90] which utilise either polarisation or
different wavelengths to achieve a separation of measurement planes, the
DPSA technique images particles simultaneously on joint recordings and
subsequently allocates them by image processing [to allow the separate
evaluation of particle displacements in two planar domains, which provides
the aspired information for the determination of the out-of-plane velocity
gradients].
The concept [of DPSA] allows the reduction of the required measurement
equipment from either four cameras using the polarisation-based approach
or two colour cameras and light sources each using different wavelengths to
a total of two cameras. In comparison to diffraction-based velocimetry tech-
niques such as astigmatism particle tracking velocimetry (APTV) [93, 94]
and defocusing PIV [95], which provide a spatially continuous determina-
tion of the particle depth along the optical axis of the camera, the DPSA
approach is confined to a pair of planar measurement domains. In return,
the concept of DPSA allows a simplified determination of particle depth
by the identification (distinction) of discrete particle image shapes.” [51]
“According to Olsen and Adrian [105], the particle image dimensions are
described by the contributions of geometric imaging, diffraction and out-
of-focus. In terms of monochromatic light, the particle image dimensions
are described by

𝑑𝑒𝑖𝑗 =
(︂

𝑀2
𝑖 𝑑2

𝑝 + 5.95 (𝑀𝑖 + 1)2 𝜆2𝑓2
#𝑖

+ 𝑀4
𝑖 𝑓2

𝑖

𝑓2
#𝑖

𝑧2
𝑖𝑗

(𝑓𝑖 (𝑀𝑖 + 1) + 𝑀𝑖𝑧𝑖𝑗)2

)︂ 1
2

with 𝑖, 𝑗 = 1, 2, (9.1)

[where the indices 𝑖 and 𝑗 denote the respective dimensions and measure-
ment planes as shown in Figure 9.1]. 𝑀𝑖 are the optical magnifications, 𝑓𝑖

are the focal lengths, 𝑑𝑝 is the particle diameter, 𝜆 is the wavelength of
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Figure 9.1: “Generation of astigmatism-based particle image deformation.
Left: optical setup; different focal line positions with regard to the 𝑥- and
𝑦-directions. Right: Resulting image showing vertically and horizontally
distorted particle images.” [51]

light, 𝑓#𝑖
are the f-numbers and 𝑧𝑖𝑗 are the distances between the focal

lines and the measurement planes.
In DPSA, the out-of-focus effect is used for the codification of parti-
cle depth. In Figure 9.1, the principle of the DPSA approach is shown
schematically. The particle image dimensions are dependent on the dis-
tances between the focal lines and the measurement planes. Due to the
introduction of astigmatism, the particle image dimensions are decoupled
in terms of spatial dimensions. The particle image shapes range from
circular to horizontally and vertically aligned ellipses. The extents of the
particle image dimensions increase with growing distance between the focal
lines and the corresponding measurement plane. Each measurement plane
relates to a set of similar, representative particle images. The identification
of particle image shapes provides the allocation of particles to respective
measurement planes and hence, the assignment of particle depth.
To be able to control the particle image dimensions by the specification of
the optical system and the experimental setup is a key aspect in DPSA,
since it enables the application for a wide range of experimental con-
figurations and the adjustment of optimised conditions for evaluation.
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According to Equation 9.1, the particle image dimensions are dependent
on the optical system, the particle diameter, the wavelength of light and
the experimental setup. [...] The following geometric relation between
the dual-plane spacing Δ𝑙 and the distances 𝑧𝑖𝑗 applies for the optical
configuration as illustrated in Figure 9.1:

Δ𝑙 + 𝑧𝑖1 − 𝑧𝑖2 = ℎ𝑖 (𝑀𝑖, 𝑓𝑖, 𝑓#𝑖
, 𝑑𝑝, 𝜆, 𝑑𝑒𝑖1 , 𝑑𝑒𝑖2) (9.2)

In reference to Equation 9.1, the distances between the focal lines and the
measurement planes are given by [...]” [51]

𝑧𝑖𝑗 = 𝑓𝑖
1 + 𝑀𝑖

𝑀𝑖

𝑑2
𝑒𝑖𝑗

− 𝐵

𝑑2
𝑒𝑖𝑗

− 𝐵 − 𝐸2

(︃
−1 ± 𝐸

√︃
1

𝑑2
𝑒𝑖𝑗

− 𝐵

)︃
(9.3)

with

𝐵 = 𝑀2
𝑖 𝑑2

𝑝 − 5.95 (𝑀𝑖 + 1)2
𝜆2𝑓2

#𝑖
and 𝐸 = 𝑀𝑖𝑓𝑖/𝑓#𝑖 .

“In principal, there are two solutions of 𝑧𝑖𝑗 concerning a single particle
image dimension. Therefore, considering Equation 9.2, there is a total
of four potential configurations for a particular set of particle image
dimensions d𝑒,𝑝1 = (𝑑𝑒11 , 𝑑𝑒12)T and d𝑒,𝑝2 = (𝑑𝑒21 , 𝑑𝑒22)T with respect to
the measurement planes. In Figure 9.2, the potential configurations for
a specific set of particle image dimensions are shown exemplary for a
pair of equally distorted particle images. For a stereoscopic setup with
an incidence angle between image plane and object plane, the optical
magnification varies over the image plane. Since the out-of-focus term is a
function of the optical magnification, the particle image dimensions are
not uniform. To reduce the effect of the particle image variation, the use
of small incidence angles and the application of the Scheimpflug criterion
are viable. In Figure 9.3, an optical system with parallel shifted principle
planes is shown. In this case, the Scheimpflug criterion applies for one of
the spatial dimensions of each object plane.
The DPSA approach does not require an uniform in-plane distribution
of particle image shapes since the allocation of particles is based on the
differentiation of principal particle image shapes/types.” [51]



9.1 Principles 111

x

y

x
z

y

z

particle image dimension
in x-direction

particle images:
y

x

particle image dimension
in y-direction

dual-plane
laser-light sheets

Figure 9.2: “Possible configurations for a specific set of particle image
dimensions; vertically distorted particle images at the narrow plane and
horizontally distorted particle images at the rear plane.” [51]

Δl

image plane

principal plane (plane 2)

object plane (plane 1)

object plane (plane 2)

principal plane (plane 1)

dual-plane

Figure 9.3: “Exemplary arrangement for the application of the Scheimpflug
criterion in case of spatially decoupled principle planes.” [51]



112 9 Dual-Plane Stereo Astigmatism (DPSA)

9.2 Processing

“In contrast to conventional PIV and PTV evaluation, the DPSA approach
requires further processing to enable the displacement analysis of the joint
image recordings. An essential aspect in DPSA image processing is the pres-
ence of particle overlapping. The DPSA method is subject to an increased
probability of particle overlap due to the superposition of two measurement
planes (depth levels). In comparison to planar PIV, particle overlapping
occurs even at low to moderate particle densities. To guarantee an accurate
and robust evaluation, particle overlapping has to be taken into account in
DPSA image processing.
A viable approach for the identification of particles in the presence of par-
ticle overlapping is the image matching technique. Based on the intensity
distribution, particles are identified through a best-fit approximation of
particle images. In the work of Wieneke [139], a sophisticated method for
the reconstruction of dense particle fields was introduced. The method uses
image matching to iteratively reconstruct the intensity distribution, allowing
the successive identification of overlapping particles.
To provide a robust and versatile evaluation in case of weak signal-to-noise
ratios and non-uniform particle images, an alternative approach for the iden-
tification of particles was developed in the framework of DPSA. The principle
of the method is based on the identification of particle image shapes via
the image cross-correlation with representative particle images. In contrast
to the IPR technique, the method addresses exclusively non-overlapping
particles. In the following, the method is presented in detail.” [51]

9.2.1 Correlation-based particle identification (CPI)

The intensity distribution of a PIV recording is described by the superposition
of multiple point spread functions that characterise the image response of a lens
system to the captured light from the particles. In terms of diffraction-limited
and aberration-free imaging the point spread functions can be mathematically
approximated by the bivariate normal distribution [10]

𝜏 (x − x𝑖, d𝑒𝑖
) = 𝛽2

2𝜋𝑑𝑒𝑥𝑖
𝑑𝑒𝑦𝑖

exp
(︃

−𝛽2

2

(︃
(𝑥 − 𝑥𝑖)2

𝑑2
𝑒𝑥𝑖

+ (𝑦 − 𝑦𝑖)2

𝑑2
𝑒𝑦𝑖

)︃)︃
,

(9.4)



9.2 Processing 113

where x = (𝑥, 𝑦)T is the image plane vector, x𝑖 = (𝑥𝑖, 𝑦𝑗)T is the image
plane particle position of the particle with index 𝑖, d𝑒𝑖

= (𝑑𝑒𝑥𝑖
, 𝑑𝑒𝑦𝑖

)T

is a vector that characterises the size of the particle image dimensions
and 𝛽 = 5.4 [140] is a factor that is employed for the approximation of
the diffraction pattern. In DPSA, the aspect ratio of the particle images
usually differ due to the spatial decoupling of the focal lines. The intensity
distribution of a DPSA recording can be expressed by

𝐼 (x, Γ, Λ, Ω) =
𝑁𝑝∑︁
𝑖=1

𝐼𝑝𝑖𝜏 (x − x𝑖, d𝑒𝑖) (9.5)

with Γ =

⎛⎜⎜⎜⎜⎝
x1

x2
...

x𝑁𝑝

⎞⎟⎟⎟⎟⎠ , Λ =

⎛⎜⎜⎜⎜⎝
𝐼𝑝1

𝐼𝑝2

...
𝐼𝑝𝑁𝑝

⎞⎟⎟⎟⎟⎠ , Ω =

⎛⎜⎜⎜⎜⎝
d𝑒1

d𝑒2

...
d𝑒𝑁𝑝

⎞⎟⎟⎟⎟⎠ , d𝑒𝑖 =
(︃

𝑑𝑒𝑥𝑖

𝑑𝑒𝑦𝑖

)︃
,

where 𝐼𝑝𝑖
describes the particle image intensity of the particle with index 𝑖

and 𝑁𝑝 is the number of particles. Γ, Λ and Ω are sets of the particle image
intensities, positions and dimensions. The notation is partly recaptured
from Raffel et al. [10].

Particle identification and allocation

To identify the measurement plane affiliation of a particle, the CPI method
utilises the image cross-correlation technique to check whether a particle is
more likely to match the particle image shape associated with one or the
other measurement plane. For this purpose, the image is cross-correlated
with a characteristic particle image d𝑒,𝑝𝑗 for each of the two measurement
planes 𝑗 (e.g. horizontally and vertically aligned particle image shapes) and
evaluated at the image plane particle positions x𝑖. The particle affiliation
is determined by the largest cross-correlation value

𝐿𝑝𝑖
(x𝑖, Γ, Λ, Ω) =

{︃
1, if 𝑅𝐼,𝑚𝑎𝑥 (x𝑖, Γ, Λ, Ω) = 𝑅𝐼1 (x𝑖, Γ, Λ, Ω)
2, if 𝑅𝐼,𝑚𝑎𝑥 (x𝑖, Γ, Λ, Ω) = 𝑅𝐼2 (x𝑖, Γ, Λ, Ω) ,

(9.6)
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with

𝑅𝐼,𝑚𝑎𝑥 (s, Γ, Λ, Ω) = max (𝑅𝐼1 (s, Γ, Λ, Ω) , 𝑅𝐼2 (s, Γ, Λ, Ω)) , (9.7)

and the plane-specific cross-correlation function

𝑅𝐼𝑗 (s, Γ, Λ, Ω) =
∫︁

𝐼

𝐼 (x, Γ, Λ, Ω) 𝜏
(︀
x + s, d𝑒,𝑝𝑗

)︀
dx (9.8)

=
∫︁

𝐼

⎡⎣ 𝑁𝑝∑︁
𝑖=1

𝐼𝑝𝑖
𝜏
(︀
s + x𝑖, d𝑒𝑖

+ d𝑒,𝑝𝑗

)︀⎤⎦dx,

where s is a shift vector. “Note, that the cross-correlation of two normal
distributions 𝑓 ∼ N (𝜇1, 𝜎1) and 𝑔 ∼ N (𝜇2, 𝜎2) with the means 𝜇1, 𝜇2
and standard deviations 𝜎1, 𝜎2 describes a joint normal distribution with
𝑓 ⋆ 𝑔 ∼ N (𝜇1 − 𝜇2, 𝜎1 + 𝜎2).” [51]
Figure 9.4 shows the application of the CPI method on a synthetic DPSA
image with horizontally and vertically aligned particle images. Based on
the cross-correlation functions 𝑅𝐼1 and 𝑅𝐼2 , the detected particles are
allocated to the respective measurement planes according to Equation 9.6.
The particle detection is carried out by a peak detection algorithm in
conjunction with a subpixel refinement, e.g. Gaussian peak fit [141]. The
principle of the peak detection algorithm is based on the comparison of
neighbouring pixel values. If the pixel under investigation has a higher

(a) raw image (b) 𝑅𝐼1 (c) 𝑅𝐼2 (d) detected (e) allocated

Figure 9.4: CPI particle identification and allocation processing. Cross-
correlation of a synthetic DPSA image (a) with vertically and horizontally
aligned particle images representative of the associated measurement planes
𝑗 = 1, 2. Based on the cross-correlation values (b, c) at the detected particle
locations (d), the particles are assigned to the respective measurement
planes (e). Markers: red dots - 𝑗 = 1, blue dots - 𝑗 = 2.
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value than its neighbouring pixels, the position is considered as a potential
particle. The particle detection can be either applied on the raw image
or on the distributions of the cross-correlation functions. Usually the
application of the peak detection algorithm is performed on the raw image.
However, in case of large particle images, optical aberrations or low signal-
to-noise ratios, the application of the peak detection algorithm on the
cross-correlation distributions yields favourable results.
The CPI method applies for non-overlapping particles. However, to some
extent the CPI method is also able to operate on overlapping particles.
This largely depends on the respective constellation and quality of particle
overlapping. The relative positions and dimensions of the particle images
are decisive. In case of strong particle overlapping, the cross-correlation
criterion (Equation 9.6) becomes inaccurate.

Detection of overlapping particles

“To guarantee an exclusive evaluation of non-overlapping particles, the CPI
method requires the detection of particle overlapping. In the following,
different detection criteria are presented.” [51]

Image matching A viable approach for the detection of particle overlap-
ping is given by the technique of ‘image matching’. As shown in Figure 9.5,
the principle of the approach is based on the reconstruction of the image
using synthetic particle images and the subsequent analysis of the resulting
intensity residual, which serves as a measure for particle overlapping. For
the reconstruction of the image, the synthetic particle images are posi-
tioned at a priori estimated subpixel positions. The synthetic particle
images are fitted in shape and intensity such that each pixel intensity
does not exceed the corresponding pixel intensity of the image. In case
of particle overlapping, the estimated particle locations deviate from the
actual particle positions. As a result, the matching process yields a residual
intensity which indicates particle overlapping. In the present work, the
ratio of the particle intensity 𝐼𝑝 and the residual intensity 𝐼𝑟𝑒𝑠 is used as
criterion for particle overlapping. If a certain threshold 𝜖𝑖𝑛𝑡 is exceeded,
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intensity distribution residual intensity

=-

fitted particle images based on
the estimated particle locations

estimated particle locations

actual particle locations

Figure 9.5: Identification of particle overlap via image matching [51].

the presence of particle overlapping is assumed. The criterion [51] is given
by

𝐼𝑟𝑒𝑠

𝐼𝑝
> 𝜖𝑖𝑛𝑡. (9.9)

Geometrical intersection “The relative particle positions and their cor-
responding particle image sizes are used for the determination of potential
particle image intersection. For each particle, the nearest adjacent particle
is identified and checked for a geometric overlap of the particle images. The
potential intersection of two elliptical curves can be determined analytically.
However, for the reason of fast computation and simple implementation, a
numerical approach is used in the present work. For the detection of parti-
cle overlapping, the normalised intensity of the particle image intersection
𝐼𝑖𝑛𝑡𝑒𝑟 is used [as criterion, which is given by]

𝐼𝑖𝑛𝑡𝑒𝑟

𝐼𝑝
> 𝜖𝑔𝑒𝑜𝑚. (9.10)

𝜖𝑔𝑒𝑜𝑚 represents the threshold of the geometric criterion.” [51]

Ratio of the cross-correlation peaks A further criterion for the identifi-
cation of particle overlapping is the ratio of the cross-correlation values. If
the ratio

𝑟𝑝𝑒𝑎𝑘𝑖
(x𝑖, Γ, Λ, Ω) = 𝑅𝐼,𝑚𝑎𝑥 (x𝑖, Γ, Λ, Ω)

𝑅𝐼,𝑚𝑖𝑛 (x𝑖, Γ, Λ, Ω) (9.11)
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Figure 9.6: Theoretical cross-
correlation ratio 𝑟𝑝𝑒𝑎𝑘,𝑡 as a function
of the deformation ratio 𝑟𝑑 [51].
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1 𝑅𝐼𝑗 (-)
𝑅𝐼𝑗 (-)

Figure 9.7: Side-by-side comparison
of matching and non–matching im-
age cross-correlations [51].

with

𝑅𝐼,𝑚𝑖𝑛 (s, Γ, Λ, Ω) = min (𝑅𝐼1 (s, Γ, Λ, Ω) , 𝑅𝐼2 (s, Γ, Λ, Ω))

of a particle with index 𝑖 strongly deviates from the expected, theoretical
ratio 𝑟𝑝𝑒𝑎𝑘,𝑡, the presence of particle overlapping is likely. Assuming
particle images with mirrored dimensions d𝑒,𝑝1 = (𝑑𝑒1 , 𝑑𝑒2)T and d𝑒,𝑝2 =
(𝑑𝑒2 , 𝑑𝑒1)T, the theoretical cross-correlation ratio is given by

𝑟𝑝𝑒𝑎𝑘,𝑡 = 𝜏 (0, d𝑒,𝑝1 + d𝑒,𝑝2)
𝜏
(︀
0, 2d𝑒,𝑝1,2

)︀ (9.12)

= 4𝑑𝑒1𝑑𝑒2

(𝑑𝑒1 + 𝑑𝑒2) (𝑑𝑒2 + 𝑑𝑒1)

= 4 𝑟𝑑

(1 + 𝑟𝑑)2

with the deformation ratio 𝑟𝑑 = 𝑑𝑒1/𝑑𝑒2 [51].
As shown in Figure 9.6, the theoretical cross-correlation ratio is close to one
for a wide range of deformation ratios. For a deformation ratio of 𝑟𝑑 = 0.8,
as shown in Figure 9.7 by a side-by-side comparison of matching and
non-matching image cross-correlations of particle images, the theoretical
cross-correlation ratio yields 𝑟𝑝𝑒𝑎𝑘,𝑡 ≈ 0.98. “Values close to one correspond
to a comparatively low robustness and an increased susceptibility to noise.
Inversely, by having a higher degree of particle image deformation, the
signal to noise ratio declines and the uncertainty of particle localisation
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increases. For the detection of particle overlapping, the difference between
the theoretical and the actual correlation peak ratio

|𝑟𝑝𝑒𝑎𝑘,𝑡 − 𝑟𝑝𝑒𝑎𝑘𝑖
| > 𝜖𝑐𝑟𝑜𝑠𝑠 (9.13)

is used.” [51]

9.2.2 PIV evaluation

Due to the joint recording of the measurement planes, the use of conventional
image cross-correlation is not applicable for PIV evaluation in DPSA. In
the framework of the present thesis, an alternative approach was developed,
which operates on the information of identified particle locations. In contrast
to the cross-correlation of image pairs, the principle of the approach is based
on the cross-correlation of bivariate normal distributions which represent the
particle images mathematically. The approach is formulated by

𝑅𝐼

(︁
s, Γ(1), Γ(2), d, d𝑒

)︁
=

𝑁(1)
𝑝∑︁

𝑖=1

𝑁(2)
𝑝∑︁

𝑗=1

∫︁
𝐼𝐴

𝜏
(︁

x − x(1)
𝑖 , d𝑒

)︁
𝜏
(︁

x − x(2)
𝑗 + s − d, d𝑒

)︁
dx

=
𝑁(1)

𝑝∑︁
𝑖=1

𝑁(2)
𝑝∑︁

𝑗=1
𝜏
(︁

s − d + x(1)
𝑖 − x(2)

𝑗 , 2d𝑒

)︁
(9.14)

with

Γ(1) =
(︂

x(1)
1 , x(1)

2 , · · · , x(1)
𝑁

(1)
𝑝

)︂T
, Γ(2) =

(︂
x(2)

1 , x(2)
2 , · · · , x(2)

𝑁
(2)
𝑝

)︂T
,

where d𝑒 describes the dimensions of the bivariate normal distributions and
d is a displacement vector. The superscripts (·)(1) and (·)(2) denote the first
and second exposure. “The cross-correlation is described by the sum of the
joint bivariate normal distributions of all particle combinations. In Figure 9.8,
the cross-correlation of an exemplary particle displacement is shown. The
mathematical description allows an arbitrarily accurate localisation of the
cross-correlation peak, since the subpixel accuracy depends on the numerical
discretisation of the cross-correlation. Consequently, no Gaussian peak fit
is required. The PIV evaluation is free of noise. However, the evaluation
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correlation peak

Figure 9.8: Representation of a cross-correlation map based on an evalua-
tion that takes five particles into account [51].

is dependent on the accuracy of particle localisation, which is [generally]
subject to errors due to noise and particle overlapping for example.
The approach allows the implementation of advanced digital interrogation
techniques such as multiple pass interrogation schemes [109, 110], grid refining
[142] and window deformation [111].” [51]

Window deformation To account for in-plane velocity gradients and
improve the accuracy of displacement analysis, the window deformation
technique [111] is a viable and widely used technique in PIV evaluation.
The implementation within the present concept of PIV evaluation is quite
straightforward. Based on the Jacobi matrix of an a priori estimated
displacement field J𝐼𝐴, the particles are shifted accordingly as illustrated
schematically in Figure 9.9. The formulation of the cross-correlation
function with window deformation is given by

𝑅𝐼

(︁
s, Γ(1), Γ(2), d, d𝑒, J𝐼𝐴

)︁
=

𝑁(1)
𝑝∑︁

𝑖=1

𝑁(2)
𝑝∑︁

𝑗=1
𝜏
(︁

s − d + x(1)
𝑖 − x(2)

𝑗 − J𝐼𝐴 ·
(︁

x(1)
𝑖 − x(2)

𝑗

)︁
, 2d𝑒

)︁
(9.15)

with

J𝐼𝐴 =
(︃

𝜕d𝑥𝐼𝐴

𝜕𝑥
𝜕d𝑥𝐼𝐴

𝜕𝑦
𝜕d𝑦𝐼𝐴

𝜕𝑥
𝜕d𝑦𝐼𝐴

𝜕𝑦

)︃
,

where d𝑥𝐼𝐴 and d𝑦𝐼𝐴 describe the displacement of the particle ensemble
within the IW in 𝑥- and 𝑦-direction.
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1st exposure:

2nd exposure:

velocity profile

IA

Particle shift through window deformation:

Figure 9.9: Schematic representation of the implemented window defor-
mation approach, where particles are shifted for both exposures (1) and
(2) to account for the presence of velocity gradients.

9.2.3 Iterative Particle Reconstruction (IPR)

“To address also the identification of overlapping particles, the IPR method
according to Wieneke [139] is adapted. The basic idea of the IPR method is
the iterative reconstruction of particles based on the intensity distributions
of the raw images. After an initial estimation of particle locations, particles
are fitted by displacing the particle locations (‘shaking’) and changing the
particle image dimensions. The original IPR method [139] operates in three
dimensional space and utilises multiple perspectives to reduce ambiguity.
Typically, three or more cameras are used for volumetric particle recon-
struction. Considering the present DPSA approach, an application of the
IPR method requires a minimum number of two perspectives due to the
additional information by astigmatism.” [51]
In the present work, an adaptation of the IPR method is proposed, which is
based on a single perspective. “The intention of a single perspective IPR is
due to simplicity, [reduced] computational expense and the potential appli-
cation on single-camera dual-plane PIV. However, the particle identification
is much more susceptible to ambiguity, strong particle overlapping (merge
without distinct peaks) and initialisation. Similar to [Wieneke] [139], the pro-
posed single-perspective IPR approach operates with external and internal
iterations. For particle fitting, incremental steps of particle displacements
and different sets of particle image dimensions are used.” [51]
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9.2.4 Calibration

For the computation of the planar displacement fields, a separate cali-
bration of the measurement planes is required [51]. As the measurement
planes are usually not in focus in DPSA, a tailored calibration process
consisting of a base calibration and a subsequent refined calibration for
each of the measurement planes is proposed.
The base calibration is performed according to the procedure of stereo-
scopic viewing calibration [10] (see Chapter 3). For the mapping of the
image space to the object space, a two-level calibration target with circu-
lar dot pattern is used. The calibration target is positioned so that one
of the spatial dimensions is in focus, which allows for a more accurate
characterisation of the target pattern through image recognition.
Based on the initial calibration, a separate and refined calibration is per-
formed for each of the measurement planes using the ‘disparity correction’
method [10]. For the application of the method, a separate evaluation of
the measurement planes is required. In the framework of the present work
two different strategies are proposed. Firstly, an one-by-one evaluation
of the measurement planes by using a single-plane illumination for the
calibration and secondly, an evaluation that is based on the allocation of
the particles to the measurement planes via CPI or IPR image processing.
The latter approach is considered more handy and flexible, while the
first one is more accurate since no additional uncertainty due to particle
overlapping is included.

9.3 Performance assessment

“The IPR and CPI methods are assessed by synthetic images. The as-
sessment addresses the influence of particle density, particle image size
and noise. For the generation of synthetic images, a random generator
with uniform probability distribution is used for the definition of particle
locations. Note that a minimum image-plane particle distance of 1.5 pixels
is enforced, such that particle overlapping exclusively stems from the super-
position of the measurement planes. The particle intensity is assumed as
uniform. The synthetic images have an image resolution of 100 × 100 px.
For image processing, the IPR method is carried out with eight external
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and six internal iterations. The CPI method uses a numerical discretisation
of 0.05 px for cross-correlation and 𝜖𝑔𝑒𝑜𝑚 = 0.1, 𝜖𝑐𝑜𝑟𝑟 = 0.1, 𝜖𝑖𝑛𝑡 = 0.15 as
thresholds.
In Figure 9.10, the results of the particle identification are shown for
different particle densities. Both methods show a comparatively high
identification rate for a particle density of 0.01 ppp. However, the CPI
technique is subject to a certain degree of miss allocation. Due to its ability
to reconstruct overlapping particles, the IPR method allows the identifica-
tion of particles, even for dense particle fields with 0.05 and 0.1 ppp. In
contrast, the CPI method, which addresses exclusively non-overlapping
particles, shows a significantly lower identification rate for higher particle
densities. However, the results indicate that even for dense particles fields
a certain number of particles are retrieved, in particular for 0.05 ppp.
In Figure 9.11, the rate of particle identification and allocation are shown
for different particle image sizes and signal-to-noise ratios as a function of
particle density. In accordance to the previous observation, the particle
identification rate of the IPR method is higher than the identification
rate of the CPI method. In general, it is observed that higher noise levels
lower the rate of particle identification as well as the validity of particle
allocation. With regard to particle image size, larger values lead to a
significantly lower identification rate, which is caused by an increased
occurrence of particle overlapping. In terms of particle allocation, the CPI
approach shows a constant level, whereas for the IPR method, the level
decreases for higher particle image sizes. This is due to the fact that for
higher particle image sizes the reconstruction is more likely to converge to
a different solution than to the actual particle locations.” [51]

9.4 Assessment of DPSA by means of synthetic
particle images

“In order to assess the applicability and robustness of the DPSA method
for general three-dimensional (3D) turbulent flow scenarios, the DNS data
of a transitional/turbulent boundary-layer flow [138] is considered. Origi-
nally, the data was simulated with the purpose to provide a reference for
comparison with various active flow control efforts. In the present context,
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Figure 9.10: Particle identification and allocation for different particle
densities [51]. Comparison of IPR and CPI results. Particle image di-
mensions: 𝑑𝑒11 = 𝑑𝑒22 = 2.5 px, 𝑑𝑒21 = 𝑑𝑒12 = 3.5 px; no noise; particle
locations: 𝑟𝑒𝑑 – front plane, 𝑏𝑙𝑢𝑒 – rear plane; validity: 𝑔𝑟𝑒𝑒𝑛 – correct,
white – incorrect particle location, 𝑟𝑒𝑑 – incorrect assignment.
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Figure 9.11: “Performance assessment of the CPI [...] and IPR method.
Particle identification rate - correct particle localisation (<0.5 px) and
particle allocation; particle allocation rate; mean uncertainty of particle
localisation. Thresholds: 𝜖𝑔𝑒𝑜𝑚 = 0.1, 𝜖𝑐𝑜𝑟𝑟 = 0.1, 𝜖𝑖𝑛𝑡 = 0.15.” [51]
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Figure 9.12: “Flow configuration [138] and dual-plane stereoscopic setup.
Measurement planes: 𝑟𝑒𝑑 – front, 𝑏𝑙𝑢𝑒 – rear.” [51]

a random 3D snapshot was considered to prove the DPSA approach for a
known velocity field. Figure 9.12 shows the configuration of the turbulent
boundary-layer flow in conjunction with the virtual stereoscopic setup and
dual-plane illumination. The inflow thickness 𝜃0 and the free stream veloc-
ity 𝑢∞ are used for the normalisation of the quantities. The spatial range
of the DNS data spans 30 × 2.1 × 3.1 (𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧), which corresponds
to 34 × 57 × 41 data points.
For the virtual image acquisition, a mutual camera angle of 20∘ is used,
where the optical systems of the virtual cameras are identical and satisfy the
Scheimpflug-criterion according to Section 9.1. The illumination describes
two parallel-aligned light sheets with [index 𝑖 = 1, 2 and] Gaussian intensity
profiles 𝐼𝑖 = 1/

√
2𝜋𝜎2 exp

(︁
− (𝑧 − 𝜇𝑖)2

/
(︀
2𝜎2)︀)︁, where 𝜇𝑖 = ±1.55𝜃0 are

the spanwise light-sheet coordinates and 4𝜎 = 0.078𝜃0 = 𝛿𝑙 specifies the
light-sheet widths.
The simulations are carried out with an image resolution of 6400 × 400 px.
The particle densities are selected individually. In accordance with the
findings of Section 9.3, particle densities of ≈ 0.02 ppp for CPI and
≈ 0.05 ppp for IPR are used. With regards to DPSPIV, a particle den-
sity of 0.05 ppp is specified. It should be noted that the particle density
per measurement plane is twice as high for DPSPIV than for DPSA
due to the joint image recording in terms of DPSA. For the initiation
of the particles, a random generator with uniform distribution is used.
As particle image sizes, for DPSA d𝑒 = (2.0, 4.0)T px and for DPSPIV
d𝑒 = (2.3, 2.3)T px are employed. To assess the undisturbed performance
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(a) DPSA-CPI (0.02 ppp)
d𝑒 = (2.0, 4.0)T px

(b) DPSA-IPR (0.05 ppp)
d𝑒 = (2.0, 4.0)T px

(c) DPSPIV (0.05 ppp)
d𝑒 = (2.3, 2.3)T px

Figure 9.13: Illustration of the respective particle densities and particle
image shapes for the DPSA-CPI, DPSA-IPR and DPSPIV configurations
showing sections of the raw images with colour-coded intensities.

of the methods, no additional noise is incorporated. An inter-framing
time of d𝑡𝑃 𝐼𝑉 = 7.7 · 10−5𝜃0/𝑢∞ is used. In reference to the light sheet
widths, the maximum out-of-plane [...] displacement contributes to quasi
no out-of-plane loss.” [51] Sections of the “[...] calculated raw images are
shown in Figure 9.13 for all tested approaches. The configuration of the
experimental setup and imaging are summarised in Table 9.1.
For particle identification, the IPR method is conducted with eight ex-
ternal and six internal iterations. With regard to CPI, the detection of
overlapping particles is exclusively based on the geometrical criterion. As
threshold, a value of 𝜖𝑔𝑒𝑜𝑚 = 0.05 is used, which represents a strict removal
of overlapping particles. The selected threshold promotes a more accurate
identification of the particles at the cost of the particle identification rate.
The identification process is indicated for both methods in Figure 9.14.
For displacement analysis, the PIV evaluation according to Section 9.2.2
is applied. The PIV evaluation is operated with a multi-grid, multi-pass
scheme [109, 110, 141] and further window deformation [142]. The final
interrogation area size is set based on the number of identified particles,
so that the interrogation areas contain an average of about 10 particles
each. An overlapping factor of 50% is used. The displacement analysis of
the DPSPIV configuration is done by means of a commercial image cross-
correlation code from LaVision’s DaVis 8.4 software. The respective values
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Illumination
dual-plane distance Δ𝑙 3.11 𝜃0

light-sheet width 𝛿𝑙 0.078 𝜃0

Camera
image resolution 6400 × 400 px
interframing time d𝑡𝑃 𝐼𝑉 7.7 × 10−5𝜃0/𝑢∞

Imaging
particle image dimensions

DPSA d𝑒 (4.0, 2.0)T px
DPSPIV d𝑒 (2.3, 2.3)T px

Optical setup
mutual camera angle 𝛼 20∘

Table 9.1: Specified setup for the assessment of DPSA [51].

(a) CPI (0.02 ppp)

800x200 px

100x25 px

(b) IPR (0.05 ppp)

Figure 9.14: Identified particles of the CPI and IPR evaluation [51]:
(a) CPI: 72.71% particle identification rate, 0.072 px mean uncertainty
of particle localisation (𝜖𝑔𝑒𝑜𝑚 = 0.05, particle density of 0.02 ppp,
d𝑒 = (2.0, 4.0)T px); (b) IPR: 83.32% particle identification rate, 0.114 px
mean uncertainty of particle localisation (particle density of 0.05 ppp, eight
external and six internal iterations). 𝑟𝑒𝑑 dots – front, 𝑏𝑙𝑢𝑒 dots – rear.
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Particle identification CPI IPR
identified particles 36428 104516
particle identification rate 72.71% 83.32%
mean uncertainty of
particle localisation

0.072 px 0.114 px

Displacement analysis DPSA DPSPIV
CPI IPR

particle density (ppp) 0.02 0.049 0.052
interrogation area grid

frontal plane 340 × 20 622 × 38 800 × 50
rear plane 340 × 20 622 × 38 800 × 50

interrogration area size (px)
frontal plane 38 × 40 21 × 21 16 × 16
rear plane 38 × 40 21 × 21 16 × 16

average particles per interrogation
area and measurement plane

∼ 10 ∼ 10 ∼ 13

overlap factor 0.5 0.5 0.5

Table 9.2: Results of the particle identification process and displacement
analysis via CPI and IPR [51].

of the used interrogation area sizes and grid sizes are listed in Table 9.2.
The reconstruction of the velocity components are calculated based on
the stereo-PIV velocity reconstruction [10]. For the transformation from
image-plane to object-plane coordinates, the Pinhole-model is used.
The determined velocities for all tested methods (DPSA-CPI, DPSA-IPR,
DPSPIV) are shown in Figure 9.15 in comparison to the original DNS data.
At first glance, all approaches show good agreement with the DNS data.
Both CPI and IPR successfully reconstruct the individual measurement
planes, whereby IPR is more accurate. In view of the present case, the re-
sults of DPSA is comparable to that of DPSPIV. To evaluate the accuracy
of the methods more rigorously, the normalised differences to the DNS
results are shown in Figure 9.16. Finally, the desired velocity-gradient in-
formation and corresponding uncertainties are given in Figure 9.17, which



9.4 Assessment of DPSA by means of synthetic particle images 129

in addition to the free stream velocity also uses the boundary layer thick-
ness to normalise the results.
The comparison of the different components as shown in figures 9.15 – 9.17
clearly demonstrate two different levels of accuracy for all methods, while
the in-plane velocities and gradients show good agreement, the spanwise
(out of plane) components are comprised of considerably higher uncertain-
ties. This comes with no surprise, since the choice of only 20∘ for the
mutual angle between the cameras inherently leads to larger displacement
errors for the out-of-plane components.
In accordance with Section 9.3, the IPR method is able to reconstruct
particles for high particle densities (cp. Figure 9.14). Despite the fact that
the CPI is limited to small particle densities, the flow field shows good
agreement, which is also resembled in the comparable uncertainty fields
of Figure 9.16. Note, however, that the CPI technique shows a very low
mean uncertainty of particle localisation (Table 9.2), which is due to the
strong removal of overlapping particles.” [51]
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Figure 9.15: “Normalised velocity components of the frontal (left) and rear
(right) measurement planes – DNS, DPSA (CPI), DPSA (IPR), DPSPIV
(top to bottom).” [51]
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Figure 9.16: “Normalised uncertainties of all velocity components of the
frontal (left) and rear (right) measurement planes – DNS, DPSA (CPI),
DPSA (IPR), DPSPIV (top to bottom).” [51]
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Figure 9.17: “Normalised velocity gradients (left) and corresponding un-
certainties (right) of the determined velocities – DNS, DPSA (CPI), DPSA
(IPR), DPSPIV (top to bottom).” [51]
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9.5 Experimental application of DPSA on
spray-induced flow

“As one of the first experimental applications of DPSA, two different ex-
perimental configurations are used to illustrate the DPSA approach based
on a non-synthetic case. Both experiments are designed to pursue differ-
ent objectives. The first experiment is a comparison of the Dual-Plane
Astigmatism approach with conventional planar PIV. Here, the primary
objective is to investigate congruence between both velocimetry techniques
in order to validate DPSA experimentally based on a well-known and highly
accurate technique. The second experiment is a fully performed DPSA
measurement enabling the characterisation of the complete velocity gradient
tensor. The experiments are conducted on spray-induced flow.” [51] Since
the velocimetry of spray-induced flow is subject to low signal-to-noise levels
due to background noise, multi-scattering and the use of fluorescent tracer
particles and optical filtering, the application is well-suited to investigate
the robustness of the DPSA approach.
“For the experiments, the spray-induced flow of a two-hole gasoline direct
injection (GDI) research sample is investigated. The experimental setup com-
prises a stereoscopic setup with dual-plane illumination. The experiments
are carried out in an optically accessible chamber [according to Chapter 5].
The cameras are arranged with a mutual angle of about 𝛼 = 45∘. As light
source, a double cavity Nd:YAG laser with a wavelength of 532 nm is used.
[...] The generation of the dual-plane light-sheets is realised by the use of
beam splitters, mirrors and a lambda-half plate for beam guidance as shown
in Figure 9.18. The lambda-half plate is utilised to adjust the intensity of
the individual light sheets. The spacing between the light sheets is specified
by the relative position of the traversable mirror and the unifying beam
splitter.” [51] To achieve a similar grid spacing between the out-of-plane
and in-plane directions, a spacing of about Δ𝑙 = 10 mm is chosen. In order
to introduce astigmatism, a series connection of cylindrical lenses with focal
lengths of 300 mm and -300 mm is used. The magnitude of astigmatism is
controlled by the lenses’ spacing. “The experiments are carried out at an
injection pressure of 𝑝𝑖𝑛𝑗 = 100 bar, an ambient gas pressure of 𝑝∞ = 1 bar,
and a fuel and gas temperature of 𝑇𝑓𝑢𝑒𝑙 = 25∘C and 𝑇∞ = 25∘C. Gasoline
is used as fuel. The specifications of the illumination and image acquisition
are summarised in Table 9.3.” [51]
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traversable mirror

mirror

beam splitter

beam splitter

λ/2-plate

s-polarizedp-polarized

p-polarized � 1st cavity

s-polarized � 2nd cavity

dual-plane
laser-light sheets

Figure 9.18: “Schematic illustration of the optical system used for the
generation and control of the dual-plane laser-light sheets.” [51]

Illumination
wavelength 𝜆 532 · 10−9𝑚

dual-plane spacing Δ𝑙 10 mm
light-sheet width 𝛿𝑙 0.2 mm
Image acquisition
pixel size 28 𝜇m
resolution 1280 × 860 px
acquisition frequency 𝑓𝑎𝑐𝑞 5 kHz
interframing time d𝑡𝑃 𝐼𝑉 80 𝜇𝑠

Table 9.3: Configuration of the illumination and image acquisition [51].
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Figure 9.19: Experimental setup used for the comparison between Dual-
Plane Astigmatism (DPA) and conventional PIV [51].

9.5.1 Comparison of Dual-Plane Astigmatism (DPA) and
standard 2D2C PIV

“For the comparison of the Dual-Plane Astigmatism (DPA) approach and
conventional PIV, two cameras are supplied with different optics. The
camera used for DPA is equipped with cylindrical lenses whereas the other
camera operates with a polariser (see Figure 9.19). The function of the
polariser is to provide an exclusive contemplation of a single measurement
plane while filtering out the particle signal of the second measurement plane.
Regarding different requirements on particle density, the introduction of
fluorescent tracer particles and the presence of polydisperse particle seeding
is utilised to reduce the number of effectively contributing particles in
case of DPA by exploiting the approximately quadratic dependence of
fluorescent emission with regard to droplet diameter. As tracer medium,
a solution of propylene carbonate and fluorescent DCM dye [19] is used.
For optical filtering, the objective is equipped with an OD4 long-pass filter
with a cut-off wavelength of 600 nm. In contrast to the DPA configuration,
the second camera, which is used for conventional PIV, is operated with
Mie scattering. Due to the higher signal-to-noise ratio of Mie scattering,
the image plane particle density is higher for the PIV case than for the
DPA case. In view of the signal-to-noise ratio, which is interfered by light
scattering at the spray, the velocimetry of spray-induced flow using Mie
scattering is limited to diluted spray areas.
To provide the examination of typical flow structures such as displacement
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and entrainment flow [50, 121], the injector is mounted on the opposite
side of the chamber [...] so that the spray propagation is directed towards
the measurement planes [(see Figure 5.1, side position)]. The present
examination addresses the displacement flow of a single spray plume.
The displacement analysis is conducted according to Section 9.2.2. A
multi-grid, multi-pass [109, 110, 141] evaluation scheme with window
deformation [142] is used. For the specification of the interrogation area
size, an average particle number of 15 particles per interrogation area
is considered. For particle identification, the CPI method is applied
since it provides a high flexibility with regards to changing particle image
sizes and dimensions as well as optical aberrations. For the image cross-
correlation, horizontally and vertically aligned synthetic particle images
with particle image dimensions of d𝑒 = (8, 4)T px are used. For the
detection of overlapping particles, the geometric criterion is used. To
enhance the rate of particle identification, a partial particle overlapping
is considered by using a threshold of 𝜖𝑔𝑒𝑜𝑚 = 0.2. The conventional PIV
evaluation is performed by means of LaVision’s DaVis 8.4. For both
DPA and PIV evaluation, spurious vectors are identified and removed
by a normalised median filter (3 × 3 neighbourhood) [108] in order to
promote data validity. In Table 9.4, the specifics of the optical setup and
displacement analysis are listed. In Figure 9.20, the resulting velocity
fields of the DPA and PIV displacement analysis are shown for an image
section. For both techniques, the displacement flow next to the penetrating
spray is clearly visible. Despite certain differences, the structure of the
flow fields shows good agreement. Potential reasons for deviations are
due to differences in particle densities, perspective, particle image size
and processing. In comparison, the particle image size regarding DPA
is substantially larger than that of the PIV imaging. Recall that the
fundamental need for particle identification generally makes DPA more
susceptible to optical aberrations and particle image characteristics, as
elaborated in Section 9.3.” [51]

9.5.2 Velocimetry of spray-induced flow by means of
DPSA

“For the application of DPSA on spray-induced flow, a central top mounted
injector position is used (see Figure 9.21). The orientation of the injector
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PIV DPA PIV
interrogation area grid 19 × 14 19 × 14
overlap factor 0.5 0.5
particle image dimensions d𝑒 = (8, 4)T px d𝑒 = (2.5, 2.5)T px
Particle seeding

seeding particle DCM and propylene
carbonate

particle diameter 𝑑𝑝 ≈ 1 𝜇m
Optical configuration
focal lengths 𝑓𝑖 100 mm
magnification 𝑀𝑖 0.34
f-numbers 𝑓# 11 (DPA), 4 (PIV)
field of view 102 × 68 mm2

mutual camera angle 𝛼 ∼ 45∘

Table 9.4: Setup and evaluation of the DPA and PIV experiment [51].

spray

(a) (b)

Figure 9.20: “Simultaneous DPA and planar PIV measurement.
Left: sliding average (8 × 8 px) of the DPA image with a zoomed in
section showing the horizontally and vertically aligned particle images,
right: vector fields of the s-polarised (frontal) plane superimposed to a
spray plume; 𝑟𝑒𝑑 – frontal DPA plane, 𝑔𝑟𝑒𝑒𝑛 – standard PIV.” [51]
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Figure 9.21: “Experimental setup: stereoscopic arrangement with
DPSA configuration; dual-plane illumination and cylindrical lenses for
astigmatism-based depth codification.” [51]

allows the transmission of the light sheets between the spray plumes
without spray-light-sheet intersection, thus allowing the exploitation of
Mie scattering. The setup is primarily reasoned by the necessity to avoid
strong beam deformation since the concept of DPSA relies on discrete
planar measurement domains. Furthermore, the use of Mie scattering
generally promotes higher signal-to-noise ratios, while avoiding spray-light-
sheet intersection.
The processing of the images comprises a separation of the measurement
planes, displacement analysis and a determination of the out-of-plane
gradients. For the separation of measurement planes, CPI is used due
to its robustness and flexibility with respect to background noise, optical
aberrations and inconsistent particle images. For the displacement analysis,
particle tracking (PTV) in combination with PIV evaluation is carried out.
The PIV result serves as an initial estimation for a nearest neighbour PTV
approach. The use of PTV is mainly justified by an increased vector field
resolution, which is generally aspired for detailed flow characterisation. For
the calculation of the out-of-plane gradients, the PTV result is mapped on
a regular grid for a simplified calculation. In Table 9.5, details about the
optical setup and the DPSA processing are listed. Figure 9.22 illustrates
the injection process for three consecutive time steps. Although the spray
does not intersect with the dual-plane light-sheets, the spray is clearly
visible due to the multiple scattering, especially in the area of dense
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PIV
interrogation area grid 50 × 42
overlap factor 0.5
particle per pixel ∼ 0.01 ppp
particle image dimensions d𝑒 (8, 4)T px
Particle seeding
seeding particle DEHS
particle diameter 𝑑𝑝 ∼ 1 𝜇𝑚

Optical setup
focal lengths 𝑓𝑖 100 mm
magnification 𝑀𝑖 0.34
f-number 𝑓# 16
field of view 102 × 68 mm2

mutual camera angle 𝛼 ∼ 45∘

light-sheet thickness 𝛿𝑙 ∼ 0.2 mm
dual-plane spacing Δ𝑙 5 mm

Table 9.5: Setup and evaluation of the DPSA experiment [51].

spray. In addition, multiple scattering and reflections on the glass windows
illuminate the interior of the chamber. Overall, a low signal-to-noise ratio
is observed. Only a certain fraction of particles is clearly visible.” [51] A
DPSA evaluation is carried out at a time 𝑡3 = 6 ms after SOI (right-hand
side of Figure 9.22). “Despite the low signal-to-noise ratio, the CPI method
identifies a particle number that corresponds to an approximate particle
density of 0.01 ppp on average. The ratio of particle allocation regarding
the measurement planes ranges between 50±5%. Figures 9.23 – 9.25 show
the results of the particle identification and displacement analysis for the
indicated image section.” [51]
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Figure 9.22: Course of the injection event under investigation [51].

(a)

(b)

Figure 9.23: “Identified particles at the second time frame.
(a) Left-hand-side camera, b) right-hand-side camera; red dots – frontal
measurement plane, blue dots – rear measurement plane. Background:
visible spray plumes and chamber interior; oversaturation at some spray
plume areas. The indicated rectangle is used to support the following
discussion on the data-processing steps.” [51]
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Figure 9.24: “Image-plane displacement analysis concerning the right-hand-
side camera. Displacements in pixels. (a) frontal plane, (b) rear plane;
black vectors – PIV, coloured vectors – PTV (PIV result as estimation
for nearest neighbour PTV approach). For better differentiation, the PIV
vectors are double-length compared to the PTV vectors; background – raw
image.” [51]
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Figure 9.25: “Obtained velocity fields and out-of-plane gradients.
(a) (𝑢1, 𝑢2)T |𝑓𝑟𝑜𝑛𝑡 – front plane, (b) (𝑢1, 𝑢2)T |𝑟𝑒𝑎𝑟 – rear plane, (c) out-
of-plane gradient (𝜕𝑢/𝜕𝑥3, 𝜕𝑢2/𝜕𝑥3)T. Colour coding – magnitude. Back-
ground: raw image of the right-hand-side camera.” [51]
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9.6 Discussion

“An essential aspect in DPSA is the accurate identification of particles in
the presence of particle overlapping. Particle overlapping is regarded as
limiting factor for the application on dense particle fields. However, even
for low to moderate particle densities, particle overlapping intrinsically
occurs due to the joint imaging of consecutive measurement planes. Rep-
resenting a simple method, the cross-correlation-based approach (CPI)
allows [for] the accurate identification of particle image shapes for non-
overlapping particles. Due to its ability of differentiating principal particle
image shapes, the approach is robust against varying particle image shapes
and optical aberrations. The allocation of particles does not require an
elaborate calibration. Note, however, that with regards to accuracy of
particle identification and allocation, the detection of particle overlapping
is crucial. Three different criteria [...]” [51] are proposed. “A rather
simple but powerful one is the criterion based on geometric particle image
intersection while considering particle location and orientation. To account
for the corresponding particle image shapes and orientations, the criterion
uses a priori information, which stem from the particle allocation process.
The approach is principally prone to misallocation. However, for low to
moderate particle densities and sufficiently differentiating particle image
shapes, the criterion operates robust. The intensity-based criterion equiva-
lently requires information about the particle image shape and orientation.
The particular strength of the approach in contrast to the other criteria
is the ability to address highly merging particles. A simple criterion for
the detection of particle overlapping is the ratio of the cross-correlation
peaks. However, the determination of the actual peak ratio suffers from the
discretisation of the particle images, in particular for small particle images.
Furthermore, the criterion is prone to neighbouring particles, which may
interfere with the cross-correlation of the non-matching particle image.
The criterion is specifically viable for low particle densities, moderate
to high particle image sizes and markedly differentiating particle image
shapes.
In the present work, an adapted version of the IPR algorithm was im-
plemented using a single perspective. Despite of imperfect information
and potential ambiguity, reasonable results are obtained for even highly
dense particle fields. For non-uniform particle images, in contrast, the IPR
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technique becomes increasingly complex. Likewise, significant amounts of
background noise or similar signal-to-noise ratios would require further
image pre-processing steps for the IPR, which is not mandatory for CPI.
Since such optimisation efforts are beyond the purpose of the present work,
the IPR was only evaluated for synthetic images, which however indicates
that the IPR method appears generally promising for the processing of
DPSA images.
Due to its restriction to non-overlapping particles, the CPI approach is
limited to low to moderate particle densities. High deformation rates,
big particle image sizes and high particle densities reduce the achievable
particle identification rate. However, the analysis shows a quite stable
performance of particle allocation in concern of noise and particle im-
age size. In contrast, the particle identification rate of the IPR method
decreases. Since the IPR method is an intensity-based approach, the
technique intrinsically suffers from weak signal-to-noise ratio. However,
the capability of the IPR method in terms of particle identification and
allocation is significantly stronger than the performance of the CPI ap-
proach, especially for higher particle densities, which are generally aspired
for the investigation of detailed flow fields and velocimetry-based pressure
evaluation.
To increase the performance of the implemented IPR method and the CPI
technique, an utilisation of the different camera perspectives is conceivable.
Traditionally, the IPR uses multiple perspectives for the particle recon-
struction in a volumetric domain. Since the light-sheets feature a certain
thickness, an adaptation in DPSA would require the use of voxels instead
of pixels. In terms of the CPI method, the use of multiple perspectives
allows a mutual particle cross-check for the reconstruction of overlapping
particles. In general, the use of time-resolved particle tracking is considered
as a viable approach to improve the capability of particle identification
and enhance the range of applicable particle densities. Existing and
highly-performant techniques such as 3D-PTV [92], tomo-PIV [49] and
“Shake-The-Box” STB [97, 143] are generally conceivable for the processing
of DPSA images and are believed to improve the overall performance of
the DPSA approach substantially.
The location-based PIV evaluation [(see Section 9.2.2)] shows an accurate
analysis of particle displacement as well as a fast and simple computa-
tion, which stems from the summation of bivariate normal distributions
of particle pairs. The approach intrinsically weights the contributions of
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the particles equally. Hence, no additional particle weighting is required.
Further, the standard deviation of the bivariate normal distributions acts
as a filter concerning the in-plane gradients. Displacements, which exceed
the ensemble-averaged displacement by more than six times the standard
deviation, are filtered out and do not contribute. Generally, the use of
smaller distributions tends to have less overlap than wider distributions.
For the formation of a global peak, a certain overlap is required. If no
overlap is present, no unique solution is obtained. On the other hand, wider
distributions principally lead to an attenuation of the convolution peak
and thus to a higher uncertainty concerning noise, particle overlapping
and particle localisation. The combination of window deformation and the
use of relatively small standard deviations is sought to minimise uncer-
tainty. To ensure further robustness, it is recommended to use adaptive
standard deviations beginning with higher values that trend to smaller
values. Techniques such as multi-grid, multi-pass [109, 110, 141] and win-
dow deformation [142] were adapted to the location-based PIV evaluation.
The implementation of window deformation is straightforward, simple and
easy to extend to higher order approximation.
As an alternative to location-based PIV, conventional image
cross-correlation can also be adapted for DPSA processing. Hereby, syn-
thetic images have to be generated according to the identified particles.
The approach enables the use of existing PIV algorithms and routines.
However, the particle detection and assignment process, which is consid-
ered as the major part of DPSA processing, is still required. As drawback,
the generation of synthetic particle images and the subsequent image
cross-correlation feature additional uncertainty. In the context of DPSA,
the location-based PIV evaluation is more accurate than the image cross-
correlation of synthetic images.
The capability of the DPSA approach was demonstrated by the inves-
tigation of a synthetic flow field and the comparison with a dual-plane
stereoscopic PIV approach. The results show a good agreement with
respect to the out-of-plane gradient determination. In accordance to the
performance assessment, the IPR method was able to identify a high
number of particles, whereas the CPI is limited to non-overlapping parti-
cles. However, the CPI results are highly accurate and furthermore, the
computational effort is considerably lower than for the IPR technique. In
general, a high particle identification rate is aspired for the displacement
analysis and particularly for a PTV evaluation, since the detection of



146 9 Dual-Plane Stereo Astigmatism (DPSA)

particle pairs requires the identification of the particles for both time steps.
For illustration, an identification rate of 80% leads to a mean detection
rate of 64%. Despite the joint recording of multiple measurement planes,
the DPSA approach provides a high in-plane resolution in comparison to
techniques such as APTV [93, 94], defocusing PIV [95] and XPIV [91].
This is mainly due to the concept of discrete depth levels, which allows
the use of compact particle images.
The investigation of spray-induced flow demonstrates the applicability of
CPI on data with a significantly low signal-to-noise ratio. The CPI method
is able to identify a substantial number of particles. The peak detection
based on the image cross-correlation proves to be a viable strategy to
enhance the robustness of particle identification and allocation. However,
regarding particle localisation the approach suffers from low particle image
discretisation. In accordance to the performance assessment, the com-
bination of attained particle image size, particle image deformation and
effective particle density shows a low tendency of particle overlapping. De-
spite varying particle image dimensions, the adjusted particle deformation
ratio of about 𝑟𝑑 = 0.5 provides a sufficient differentiation of particle image
shapes. Apart from the low signal-to-noise ratio, the configuration of the
optical setup is considered appropriate with regard to the CPI evaluation.
The PIV evaluation shows a marked difference between the displacement
fields of the individual measurement planes. The reconstructed velocity
fields characterise an entrainment flow, which is typical for spray-induced
flow and indicates reasonable results. Due to its statistical approach, the
PIV evaluation features a certain robustness with respect to uncertainty,
false detection and misallocation. The use of an average particle count of
15 particles per interrogation area shows reliable results. With regard to
general recommendations [106], the relative increase in particle numbers
is comparatively moderate. Contrarily, the increase in robustness and
accuracy is accompanied by a reduction in vector field resolution. The
PTV analysis confirms the applicability of PIV evaluation. However, only
a small proportion of particle pairs are identified. The uncertainty of
particle identification and particle allocation is regarded as major aspect
for the low detection rate. In addition, the resolution of the PIV dis-
placement fields may be too coarse to resolve small-scale structures and
serve as feasible estimates for the PTV analysis. An adjustment of the
search radius increased the number of identified particle pairs, however,
the results become more and more noisy.
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The particle image shapes are generally not restricted to horizontally and
vertically aligned particle images since the identification and assignment
of particles relies on the principal difference of the particle image shapes.
Consequently, the use of a combination of circular and elliptical particle
image shapes is also feasible to further increase the compactness of particle
images and therefore the range of applicable particle densities. For the
codification of depth, the DPSA approach generally requires only a single
optical system that incorporates astigmatism.
As a general note on possible extensions of the introduced method, the
DPSA approach can be extended by further measurement planes in princi-
pal. Theoretically, an extension would provide a finer and more accurate
out-of-plane gradient determination. In addition, it enables the applica-
tion of a central differencing scheme and the determination of the second
order partial derivative. However, there are some drawbacks, which may
limit the scope of application. Since the corresponding particle image
shapes of the measurement planes have to be unique, the incorporation
of additional measurement planes leads to a broader spectrum of particle
image sizes and deformations. This effort is inherently accompanied by a
higher tendency of particle overlapping, which relates to a smaller range
of applicable particle densities and lower in-plane resolutions.” [51]
Generally, “[...] the measurement planes do not require a parallel orien-
tation in principle. However, the out-of-focus effect in conjunction with
the optical system limits the range of applicable configurations. An unam-
biguous allocation of particles is constrained to non-crossing measurement
plane domains.” [51]

9.7 Concluding remarks

With the introduction of DPSA, a novel approach for the simultaneous
velocimetry in two successive planar measurement domains was developed
that allows the characterisation of the full velocity gradient tensor using
a stereoscopic PIV setup. “The DPSA approach is a hybrid technique,
which combines the concepts of APTV [94] and dual-plane stereo-PIV
(DPSPIV) [90]. It represents an attractive alternative to existing measure-
ment techniques due to its particular balance between low measurement
expense and utility. In contrast to other (quasi-) volumetric velocimetry
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techniques, the DPSA approach requires a low amount of measurement
equipment consisting of two cameras, one light source and few supplemen-
tary optical components. The DPSA approach features a comparatively
high in-plane resolution and robustness due to its measurement in planar
domains. [...] The DPSA approach is particularly attractive for appli-
cations with limited optical accessibility, low signal-to-noise ratio and
limited access to cost-intensive measurement equipment. It extends the
scope of applications especially for rough measurement conditions and
provides quasi-volumetric velocimetry (2.5D3C) for a comparatively low
budget. The characterisation of the full velocity gradient tensor enables
the evaluation of [...] instantaneous pressure fields [...].” [51] The DPSA
technique was successfully demonstrated on synthetic and experimental
data showing good and promising results. The developed methods as
well as the findings from the investigations serve as an excellent basis
for future spray investigations, especially for the study of singular spray
phenomena and shot-to-shot variations, which so far required the use of
more measurement equipment.
The DPSA approach is well-suited for the analysis of spray transport.
However, it shall be noted, that the experimental application of DPSA
requires a particular precise design of the optical setup, particle seeding
and illumination, as the attainable accuracy, robustness and velocity field
resolution largely depends on the quality of the particle imaging (particle
overlapping, particle identification, particle allocation).



10 Pressure evaluation by means
of Physics-Informed Neural
Networks (PINNs)

As current velocimetry/technology is not able to capture the gas flow in
dense spray regions of GDI sprays, the use of conventional pressure from
PIV is so far limited to the area of the surrounding gas flow and dilute spray
regions. To date, a velocimetry in dense spray regions is only conceivable
for converged/aligned spray gas flows by utilising the signal of the liquid
spray for displacement analysis. This, however, usually refers to the later
stage of spray transport. During the period of intense spray-gas interaction
and momentum exchange, the velocimetry and pressure evaluation is yet
not feasible, thus limiting the analysis of spray transport and spray-induced
flow to a certain degree.
In the field of deep learning, recently a promising approach, referred to
as physics-informed neural networks (PINNs) [52, 53], was introduced,
which combines the strengths of neural networks and data-driven modelling.
Neural networks are known as universal approximators of highly non-linear
functions, which are able to generalise tasks beyond the limits of trained data.
While conventional artificial neural networks (ANNs) usually rely on a rather
large amount of training data, PINNs drastically reduce the required data
by considering additional a priori information such as laws of physics, given
models or empirical correlations. In the pioneering works of Raissi et al. [52,
53] and more recently in Raissi et al. [144, 145], Karniadakis et al. [146] and
Cai et al. [147], the capabilities of PINNs were impressively demonstrated
for various engineering tasks including fluid mechanical problems, where
pressure and velocity fields as well as model parameters such as dynamic
viscosity are accurately obtained, even in hidden flow regimes, where no or
sparse velocity data is available.



150 10 Pressure evaluation by means of PINNs

Given its great potential in terms of accuracy, generalisation and modelling,
in the framework of the present thesis, the concept of physics-informed neural
networks was transferred to velocimetry-based pressure evaluation of spray-
induced flow. In this chapter, the developed architecture and methodology
for PINN-based pressure evaluation is presented and applied to experimental
data of a contracting GDI multi-hole spray to demonstrate its performance
and capabilities and to gain further insight into the nature of spray transport
and spray-gas interaction. For validation and assessment, the results of
PINN-based pressure evaluation are compared with conventional pressure
from PIV evaluation.
For the description of neural networks, a nomenclature based on the course
of Amini & Soleimany [148] was adopted. In this chapter, no Einstein
summation convention is used except for the equations of fluid mechanics
(modelling equations in Section 10.2.1).

10.1 Artificial Neural Networks (ANNs)

Artificial neural networks (ANNs) [149] are computational models that
consist of several connected elements ,referred to as neurons, that receive,
process and transmit information based on their predefined weights and
activation functions as illustrated in Figure 10.1. As fundamental building
block, the neuron is described by a set of mathematical operations. The
output of a neuron is given by

𝑦 = 𝑎

⎛⎝𝑤0 +
𝑁0∑︁
𝑗=1

𝑥𝑗𝑤𝑗

⎞⎠ (10.1)

where 𝑤𝑗 are weighting factors (𝑤0 represents a bias), 𝑥𝑗 are inputs, 𝑁0 is
the number of inputs and 𝑎 is an activation function.
In the field of deep learning, several different types, architectures and
structures of ANNs exist. In Figure 10.2, a deep neural network consisting
of multiple, successive layers of input, output and hidden nodes/neurons
is shown. The information is passed from layer to layer in one direction
(feedforward), whereby in the present example each node of a layer is
connected to each node of the preceding and following layer. Such a
structure is referred to as dense neural network.
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Figure 10.1: Schematic representation of a single artificial neuron.

hidden layersinput layer output layer
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Figure 10.2: Structure of a dense deep neural network composed of multi-
ple, successive layers of input, output and hidden layers.
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The output of the neural network is determined by its structure and
definition of the activation functions and weights. It is given by

𝑦𝑖 = 𝑎

⎛⎝𝑤
(𝑚+1)
0,𝑖 +

𝑁𝑚∑︁
𝑗=1

𝑎 (𝑧𝑚,𝑗) 𝑤
(𝑚+1)
𝑗,𝑖

⎞⎠ (10.2)

with

𝑖 = 1, 2, · · · , 𝑁𝑚+1,

𝑧𝑘,𝑖 = 𝑤
(𝑘)
0,𝑖 +

𝑁𝑘−1∑︁
𝑗=1

𝑎 (𝑧𝑘−1,𝑗) 𝑤
(𝑘)
𝑗,𝑖 ,

𝑧1,𝑖 = 𝑤
(1)
0,𝑖 +

𝑁0∑︁
𝑗=1

𝑎 (𝑥𝑗) 𝑤
(1)
𝑗,𝑖 ,

where 𝑚 is the number of hidden layers, 𝑁0 is the number of inputs, 𝑁𝑘

is the number of neurons in layer 𝑘 and 𝑁𝑚+1 is the number of outputs.
The training of ANNs describes the process of adapting the weighting
factors based on available information/data to optimise the performance
of the model. This is generally done by minimising or maximising an
objective function

𝐿 (W) = 𝐿 (ŷ (x, W) , y) (10.3)

with

x = (𝑥1, · · · , 𝑥𝑁0)T
, y =

(︀
𝑦1, · · · , 𝑦𝑁𝑚+1

)︀T ŷ =
(︀
𝑦1, · · · , 𝑦𝑁𝑚+1 ,

)︀T
,

W =
(︁

W(1), · · · , W(𝑚+1)
)︁

, W(𝑘) =

⎛⎜⎜⎝
𝑤

(𝑘)
1,1 · · · 𝑤

(𝑘)
1,𝑁𝑘

...
. . .

...
𝑤

(𝑘)
𝑁𝑘−1,1 · · · 𝑤

(𝑘)
𝑁𝑘−1,𝑁𝑘

⎞⎟⎟⎠ ,

that characterises the quality of a prediction ŷ (x, W) with respect to a
known solution y (x). In order to minimise or maximise the objective
function, gradient-based methods are generally used. Their principle is
based on the iterative approximation of a global minimum or maximum
by using the local gradient grad (𝐿 (W)) for the adaptation of the weights
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a)

b)

Figure 10.3: Optimisation process using a gradient descent method [149].
The algorithm advances iteratively based on the steepest local descent.

given by W𝑖+1 = W𝑖 ± 𝜁 grad (𝐿 (W𝑖)), where 𝜁 is a factor that describes
the learning rate. For the computation of the gradient, the concept of neu-
ral networks allows the use of automatic differentiation [150]. Automatic
differentiation is a set of techniques which provides numerical evaluation
of derivatives at machine precision by utilising symbolic rules for differen-
tiation. In Figure 10.3, the optimisation process of an objective function is
schematically shown using a gradient descent method [149]. Starting from
a point of initialisation, the weights are gradually adapted such that the
objective function minimises. So far, several strategies were introduced
to enhance the performance, robustness and computation expense of the
optimisation process. For more detailed information, the reader is referred
to the literature [148, 149].

10.2 Methodology of velocimetry-based
pressure evaluation by means of PINN

Physics-informed neural networks (PINNs) [52, 53] are data-driven models
that provide the solution to partial differential equations (PDEs) by the
guidance of data and modelling. The principle is based on the definition
of specific objective functions that encode any prior information of PDEs,
modelling equations and data.
In the following, a physics-informed neural network architecture is presented
that is designed to approximate the solutions of the velocity and pressure fields
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of spray-induced flow. It shall be noted that the introduced PINN-architecture
and methodology is also applicable to other types of flows.

10.2.1 Architecture for PINN-based pressure evaluation

In continuation to previous spray-induced flow modelling the statistical ap-
proach based on URANS and ensemble averaging is adopted to PINN-based
pressure evaluation. The incompressible Reynolds-averaged equations for
mass and momentum conservation are used as regularising model informa-
tion. The equations are formulated in two-dimensional space, since the
flow under investigation describes a statistically symmetric problem with
virtually no out-of-plane velocities 𝑢3 = 0 and gradients 𝜕(·)/𝜕𝑥3 = 0. Due
to small Mach numbers (𝑀𝑎 < 0.2), density fluctuations are assumed to
be negligible 𝜌′ = 0. According to the scale and sensitivity analysis of the
given problem in Section 6.4, the effect of the Reynolds stresses is regarded
as rather moderate with respect to the present case of spray-induced
flow evaluation as a late stage spray transport with reduced momentum
exchange between spray and ambient gas is examined. Consequently, the
Reynolds stresses are not considered in the present evaluation to avoid
superfluous computational effort. Note however, that inclusion of the
Reynolds stresses is principally conceivable if the given problem at hand
requires consideration of turbulent fluctuations. The modelling equations
used are given by

𝑒1 : 𝜕𝑢𝑖

𝜕𝑥𝑖
= 0 (10.4)

𝑒2,𝑖 : 𝜌

(︂
𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗

)︂
+ 𝜕𝑝

𝜕𝑥𝑖

− 𝜕

𝜕𝑥𝑗

[︂
𝜇

(︂
𝜕𝑢𝑖

𝜕𝑥𝑗
+ 𝜕𝑢𝑗

𝜕𝑥𝑖

)︂]︂
− 𝜌𝑓 𝑖 = 0 (10.5)

with 𝑖, 𝑗 = 1, 2, where (𝑥1, 𝑥2, 𝑡)T ∈ Ψ ∈ R3 and Ψ is the domain of
evaluation/training. Note that for equations 10.4 and 10.5, the Einstein
summation convention applies.
Accordingly, for PINN-based pressure evaluation, a specific objective
function 𝐿 was designed and used to train a dense neural network (see
Figure 10.4) consisting of three input (𝑥1, 𝑥2, 𝑡) and three output nodes
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hidden layersinput layer output layer

… …

…

…

…

data/conditions:

object function:

equations:

Figure 10.4: Architecture of the physics-informed neural network used
for the evaluation of ensemble-averaged velocity and pressure fields of
spray-induced flow.

(�̂�1(𝑥1, 𝑥2, 𝑡), �̂�2(𝑥1, 𝑥2, 𝑡), �̂�(𝑥1, 𝑥2, 𝑡)) under the guidance of measured
velocity data, known boundary/initial conditions and modelling equations
10.4 – 10.5. The objective function 𝐿 is defined by

𝐿 = 𝜒𝑚𝐿𝑚 + 𝜒𝑏𝐿𝑏 + 𝜒𝑒𝐿𝑒 (10.6)

with

𝐿𝑚 = 1
𝑁𝑚

𝑁𝑚∑︁
𝑛𝑚=1

2∑︁
𝑖=1

|𝑢(𝑛𝑚)
𝑚𝑖

− �̂�𝑖(𝑥(𝑛𝑚)
𝑚1

, 𝑥(𝑛𝑚)
𝑚2

, 𝑡(𝑛𝑚)
𝑚 )|2,

𝐿𝑏 = 1
𝑁𝑏

𝑁𝑏∑︁
𝑛𝑏=1

|𝑝(𝑛𝑏)
𝑏 − �̂�(𝑥(𝑛𝑏)

𝑏1
, 𝑥

(𝑛𝑏)
𝑏2

, 𝑡
(𝑛𝑏)
𝑏 )|2,

𝐿𝑒 = 1
𝑁𝑒

𝑁𝑒∑︁
𝑛𝑒=1

[︂
|𝑒1(𝑥(𝑛𝑒)

𝑒1
, 𝑥(𝑛𝑒)

𝑒2
, 𝑡(𝑛𝑒)

𝑒 )|2 +
2∑︁

𝑖=1
|𝑒2,𝑖(𝑥(𝑛𝑒)

𝑒1
, 𝑥(𝑛𝑒)

𝑒2
, 𝑡(𝑛𝑒)

𝑒 )|2
]︂
,

where 𝜒𝑚, 𝜒𝑏 and 𝜒𝑒 are weighting factors for the respective mean
squared errors 𝐿𝑚, 𝐿𝑏 and 𝐿𝑒 of the measured velocity data, pressure
boundary conditions and modelling equations. Note that the model out-
puts/predictions are denoted by (̂·). The measured velocity data 𝑢

(𝑛𝑚)
𝑚𝑖

with index 𝑖 = 1, 2 and pressure boundary conditions 𝑝
(𝑛𝑏)
𝑏 are trained
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at a number of 𝑁𝑚 and 𝑁𝑏 data points (𝑥(𝑛𝑚)
𝑚1 , 𝑥

(𝑛𝑚)
𝑚2 , 𝑡

(𝑛𝑚)
𝑚 )T ∈ Ψ𝑚 ⊂ Ψ

and (𝑥(𝑛𝑏)
𝑏1

, 𝑥
(𝑛𝑏)
𝑏2

, 𝑡
(𝑛𝑏)
𝑏 )T ∈ Ψ𝑏 ⊂ Ψ, respectively, with 𝑛𝑚 = 1, 2, · · · , 𝑁𝑚

and 𝑛𝑏 = 1, 2, · · · , 𝑁𝑏. The modelling equations 10.4 – 10.5, on the other
hand, are trained over the full range of interest at a finite number of 𝑁𝑒

randomly generated and alternating points (𝑥(𝑛𝑒)
𝑒1 , 𝑥

(𝑛𝑒)
𝑒2 , 𝑡

(𝑛𝑒)
𝑒 )T ∈ Ψ with

𝑛𝑒 = 1, 2, · · · , 𝑁𝑒

10.2.2 Implementation and training

The PINN architecture was implemented in Python using the open source
artificial intelligence library Tensorflow (version 2.1.0). The training and
calculation was conducted on a NVIDIA Geforce RTX 2080 Super graphics
processing unit (GPU) and an AMD Ryzen 9 3950X processor.
A number of 10 hidden layers with 60 neurons each is used. The weights
and biases are initialised according to ‘Xavier initialisation’ [151]. For
training and validation, the velocimetry data is partitioned in training and
validation sets with a ratio of 4:1 (training to validation). To minimise
the loss/objective function, the Adam algorithm [152] is used as optimiser.
In order to improve the convergence [153] of the training, the initial
and boundary conditions are are weighted stronger than the regularising
equations, i.e. 𝜒𝑚, 𝜒𝑏 > 𝜒𝑒.

10.3 Experimental configuration and evaluation

The study considers a conventional gasoline direct injection (GDI) multi-
hole spray with axisymmetric injector design and centrally oriented spray
targeting. The experimental data on spray-induced flow was obtained by
means of time-resolved stereoscopic Particle Image Velocimetry (SPIV). The
PIV measurement and evaluation was performed according to Chapter 5. To
measure the spray-induced flow along the spray-axis, an experimental setup
with a top-mounted injector position (see Figure 5.1) was used. Images
were recorded at 𝑓𝑎𝑐𝑞 = 10 kHz double-frame rate with an interframing
time d𝑡𝑃 𝐼𝑉 = 10 𝜇s. The recorded field of view spans 160 × 140 mm. To
ensure statistical significance, the desired velocity quantities are determined
by the ensemble-average of 50 separately performed measurements.
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Figure 10.5: Snapshot of the ensemble-averaged velocity data used for
the evaluation by means of PINN and conventional pressure from PIV
[50] at time 𝑡 = 4.2 ms after SOI. Absolute ensemble-averaged velocity
𝑉 =

√︀
𝑢1

2 + 𝑢2
2.

The measurements were carried out under non-flash-boiling conditions at
𝑝∞ = 1 bar, 𝑇∞ = 25∘C, 𝑇𝑓𝑢𝑒𝑙 = 60∘C and 𝑝𝑖𝑛𝑗 = 250 bar with 𝐽𝑎 = −319.
The flow is modelled with a dynamic viscosity of 𝜇 = 11.43·10−6 Pa/s, density
of 𝜌∞ = 1.25 kg/m3 (nitrogen environment) and 𝑓1 = 0, 𝑓2 = 9.81 𝑚/𝑠2 as
body forces.
Figure 10.5 shows a snapshot of the resultant ensemble-averaged velocity field
at 𝑡 = 4.2 ms after start of injection (SOI) superimposed on the shadowgram
of the underlying spray formation. As illustrated, the velocity data is confined
to the spray surrounding and dilute spray regions, while at the area of
dense spray there is no data available due to the lack of observable tracer
signals. The hidden flow regime accounts for about 25% of the total range of
interest. A data resolution of 52 × 45 × 60 (𝑁𝑥1 × 𝑁𝑥2 × 𝑁𝑡) data points was
obtained on a regular grid. The measured data was used for the training and
validation of the PINN-based pressure evaluation as well as for a comparative
state-of-the-art pressure evaluation according to Kling et al. [50].
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10.4 Results, error discussion and best practices

Figure 10.6 shows the resulting velocity and pressure fields for conventional
and PINN-based pressure evaluation. The results are presented on an
equivalent grid. Note that PINN provides a continuous description of the
latent variables and derivatives. The results show a high level of agreement
between both methods. The topology of the pressure distribution is met
qualitatively and quantitatively.
Remarkably, the physics-informed neural network is capable of predicting
the velocity and pressure field even in the area where no velocimetry
data is available by utilizing the conservation of mass and momentum.
Furthermore, the PINN-based pressure evaluation confirms the presence
of a vortex flow during the event of spray contraction. The data-driven
modelling enables the extension of flow evaluation both in space and time.
There are no restrictions regarding a fixed grid or range of evaluation.
Particularly, the definition of boundary conditions is largely simplified, as
e.g. location and temporal incident can be chosen independent from the
recorded data.
Sources of potential deviations from the ground truth are incomplete
convergence, insufficient (oversimplified) modelling and/or erroneous mea-
surement data. In terms of the present modelling this includes the assump-
tions of negligible fluctuations, constant gas mixture, material properties,
negligible Reynolds stresses. Furthermore, mass, heat and momentum
exchange between spray and ambient gas and additional phase-change
phenomena have not been considered. The error propagation is largely
determined by the definition of the objective function and corresponding
weighting factors – 𝜆𝑚, 𝜆𝑏, 𝜆𝑒 – , which specify whether the measured
data, boundary and initial conditions or the given PDEs are prioritized
during optimization.
The experiences made during the course of training is that if the mea-
sured velocity data and boundary conditions are prioritized, the mass and
momentum conservation are not fully met. As a consequence, both the
hidden flow regime and the latent variables of velocity and pressure deviate
accordingly. Vice versa, in case of prominent model equations the obtained
velocity field overrules the originally measured velocity data to some degree.
This can either be advantageous in case of accurate modelling, so that the
laws of physics regularize erroneous experimental data, or hindering if the



10.4 Results, error discussion and best practices 159

-75 -50 -25 0 25 50 75
150

125

100

75

50

25

0

-50

-25

0

25

50

𝑦 (mm)

𝑥 (mm)

𝑝 − 𝑝∞ (Pa)

(a) conventional evaluation [50].
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(b) PINN-based evaluation.

Figure 10.6: Ensemble-averaged pressure and velocity fields of the spray-
induced flow of a GDI 6-hole nozzle at 𝑡 = 4.2 ms after SOI for conventional
and PINN-based evaluation.
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modelling is inadequate, so that the velocity field is unfavorable modified.
The present study confirms the observation of an increased convergence
[153] in case of predominant weighting of the measured data and bound-
ary/initial conditions compared to the weighting of the model equations.
As best practice, the present study recommends a strong weighting of
the measured velocity data and boundary/initial conditions at the early
stage of the training until a reasonable state of learning has been achieved,
such that the neural networks predicts reasonable velocities, pressures and
derivatives, which justify an increasing adjustment in favor of the model
equations in order to regularize the intrinsically flawed measurement data.
This recommendation mainly applies for sufficiently valid modelling.
In contrast to conventional pressure evaluation, PINN-based pressure eval-
uation (training) is rather computationally expensive and time consuming.
In addition, the configuration of the hyperparameters including the struc-
ture, number/type of layers/neurons, activation functions, complementary
regularization strategies (weighting, dropout layers), data precondition-
ing and/or partitioning, training scheme, learning rate, weighting factors
etc. is crucial [154] and particularly experience-driven. However, the
opportunities of the PINN-based pressure evaluation advances beyond the
limitation of conventional algorithms as demonstrated in the presented
proof-of-concept study.

10.5 Discussion

With the transfer of physics-informed neural networks to velocimetry-
based pressure evaluation, the scope of spray-induced flow analysis and
flow evaluation in general changes markedly. The fusion of neural networks
and a priori information of laws of physics, models and empirical correla-
tions is able to overcome existing limitations. The data-driven modelling
allows for the evaluation of yet hidden flow regimes both in space and
time, even for sparse data. PINN opens up the possibility to investigate
spray-induced flows and corresponding phenomena beyond conventional
analysis approaches, where the vortex flow of a contracting, dense multi-
hole spray becomes accessible by means of PINN, as highlighted by the
present investigation.
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With the ability of neural networks to approximate highly non-linear func-
tions, the technique overcomes the inherent shortcomings of numerical ap-
proximation by providing more accurate information on highly desirable
derivatives at the level of machine precision through the concept of automatic
differentiation. The current restrictive need for high-resolution measurement
data is thus significantly reduced. As a result, future spray measurements
can be performed with a much lower data resolution, allowing for the use of
either higher FOVs, higher frame rates or less sophisticated measurement
technology.
The utility of automatic differentiation is of great significance, as it allows a
much more accurate characterisation of intrinsically noise-susceptible quanti-
ties/terms such as vorticity or viscosity. Due to the very precise function
approximation and derivative computation, it is conceivable to use addi-
tional laws of physics and modelling equations, such as mass and energy
conservation, which are usually not applicable for standard flow evaluation
with discrete numerical approximation. The inclusion of mass and energy
conservation would, however, extend the scope of current modelling, for in-
stance compressible flows with heat transfer. Such a modelling is considered
particularly attractive for the investigation of spray gas interaction at high
fuel and/or gas temperatures, respectively flash-boiling conditions, which is
foreseen for future investigations.
Finally, some general remarks are placed on the capabilities of PINN. Since
the methodology allows the implementation of sophisticated models, it is
conceivable to address more complex flows and physics such as flows with
chemical reactions or multiphase flows. Moreover, PINN is well suited to
exploit the data of different measurement techniques (e.g. velocimetry, tem-
perature/concentration measurement) or any other sources of information.
Apart from that, the automatic differentiation and continuous description of
variables is very attractive for post-processing and derivative-based tasks such
as the computation of Lagrangian particle tracks or finite-time Lyapunov
exponents (FTLE) [155–157], for instance. Due to its ability to generalise
and cope with sparse data, PINNs have a great potential to be well suited
for the prediction of particle tracks. A combination of 4D-PTV algorithms
and PINN-based prediction may pose an attractive instrument to increase
the accuracy and resolution of current velocimetry techniques.
Accordingly, the author considers the concept of physics-informed neural
networks (data-driven modelling) to be a cutting-edge technique with the
potential for a fundamental paradigm shift in experimental fluid mechanics.
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In the present work, velocimetry-based pressure evaluation was successfully
applied to spray-induced flow of complex gasoline direct injection (GDI)
sprays. For the first time, highly-desired pressure field information were
experimentally obtained, revealing novel and formerly hidden insights
into the nature of sprays. The ability to evaluate pressure fields of spray-
induced flow closes an important and much desired gap in research and
development, as the cause-effect relationship between induced pressure
forces, momentum exchange and material acceleration is now accessible,
enabling the study of yet undisclosed mechanisms such as the interplay
between spray and ambient gas flow, jet-to-jet interaction and spray con-
traction.
In order to qualify pressure evaluation of spray-induced flow, a statisti-
cal approach based on the Unsteady Reynolds-Averaged Navier-Stokes
(URANS) equations and ensemble averaging was introduced in the present
work, which enables the pressure evaluation of transient, statistically sta-
tionary flows by means of conventional planar PIV. A major advantage
of the statistical approach is an advanced accuracy and robustness that
can be achieved through the use of multiple measurement samples for
the characterisation of the velocity field. It was shown that for a rather
moderate number of measurement samples, the contribution of random
errors can be reduced significantly. The statistical approach was validated
by a comparative pressure sensor measurement, which showed remarkably
good agreement both qualitatively and quantitatively. It was further
verified in the work of Kaiser et al. [158], where a net transient force
acting on an impulsively accelerated body in a water flow was quantified
based on derived pressure fields. Importantly, the statistical approach
offers large degrees of freedom, which allows to overcome some of the
current limitations. Thus, the velocity data used for evaluation can be
expanded and refined as desired, both spatially and temporally. The data
of multiple separate measurements can be merged freely. The statistical
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approach proved to be indispensable for the study of sprays, especially
spray contraction, due to its advanced robustness and versatility. It is
particularly suitable for experiments that suffer from low signal-to-noise
ratio, limited optical access and limited measurement technology, such
as the PIV of spray-induced flow. Accordingly, the statistical approach
enables previously infeasible investigations and spray analysis to be carried
out.
As such, the developed methodology of velocimetry-based pressure evalua-
tion was used to investigate the spray transport of multiple GDI sprays
for varying operating conditions and spray layouts, and to gain fundamen-
tal insights into the interrelation between spray formation, momentum
exchange and macroscopic spray properties such as the penetration of
spray, as well as into the mechanisms of spray contraction and jet-to-jet
interaction. From the study of single jets and multi-hole sprays, it was
found that the momentum exchange between spray and ambient gas flow
increases with higher injection pressure, gas density, fuel temperature,
greater relative velocity, larger spray-gas interface and spray expansion.
Furthermore, it was revealed that the salient effect of flash-boiling initiates
a particularly high momentum exchange resulting from the strong and
immediate disintegration into small droplets and marked expansion of the
spray. This result is an important finding, as it quantitatively demon-
strates the relevance of small droplets for momentum exchange. Following
these insights, it can be concluded that an intensive momentum exchange
between spray and ambient gas flow can also be initiated by means of
mechanically induced atomisation. This conclusion highlights the great
potential that is available in influencing and controlling spray transport
by designing sprays with improved mechanical spray disintegration.
Based on the statistical approach and specially designed experiments, so far
limited and highly desired experimental data on the velocity and pressure
field of a complex GDI multi-hole spray in a cross-sectional plane close
to the injector nozzle were obtained for the first time, revealing formerly
hidden insights into the mechanisms of jet-to-jet interaction and spray
contraction. It was found that the deflection of spray is traced back to a
net momentum exerted by the surrounding gas flow on individual spray
plumes as a result of pressure forces that are induced by the interplay and
momentum exchange between spray and ambient gas flow. As a major
finding, the investigation confirms the hypothesised [39–42] presence of
lower pressures in the centre area of spray and spray plume interspaces of
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multi-hole sprays. This finding supports the theory that spray contraction
is caused by spray-induced pressure forces that are reinforced by certain
spray designs and operating conditions. It was shown that the effect
of jet-to-jet interaction and spray contraction is facilitated by a narrow
spray layout and targeting (high spray hole numbers, close mutual jet
orientations), strong atomisation (e.g. through flash-boiling) and enhanced
droplet tracking behaviour (small droplet sizes, high ambient gas den-
sity). From the above findings, it is concluded that in addition to the
injection system and engine design, there are viable options in GDI to
actively influence and control spray transport during engine operation, e.g.
through the SOI, injection timing, multiple injection strategies, exhaust
gas recirculation, valve lift/control and tumble/swirl flaps.
While most technical tasks in GDI can be tackled by the use of the statisti-
cal approach, there are certain issues that are related to singular injection
events/phenomena or shot-to-shot variations which require the evaluation
of instantaneous pressure fields and, moreover, the use of sophisticated,
usually cost-intensive measurement technology. To enable the evaluation
of instantaneous pressure fields by means of an experimental setup with
a reduced number of measurement equipment, consisting of two cameras
and a single, ordinary light source, a novel quasi-volumetric velocimetry
technique (2.5D3C), referred to as Dual-Plane Stereo Astigmatism (DPSA)
[51], was developed and successfully demonstrated in the framework of
the present thesis. In contrast to existing dual-plane techniques [90], the
DPSA approach utilises astigmatism-based depth codification and a dis-
crete planar illumination to enable a simultaneous measurement in two
planar measurement domains through the use of particle image identifi-
cation algorithms. As part of the development of DPSA, new processing
and evaluation techniques were introduced, which includes two different
strategies for particle identification – a correlation-based method (CPI)
and an adapted version of the iterative particle identification (IPR) ap-
proach [139] – and a new approach for PIV evaluation. The performance of
DPSA was evaluated using synthetic images generated from DNS data of a
turbulent boundary layer flow, showing good results for both the in-plane
and out-of-plane velocities and velocity gradients. Furthermore, first exper-
imental applications to spray-induced flow yielded feasible and promising
data suggesting the use of DPSA for spray analysis and velocimetry-based
pressure evaluation. For a comparatively low budget, the DPSA approach
allows for the full characterisation of the velocity gradient tensor and thus
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the evaluation of instantaneous pressure fields. The DPSA approach is
particularly attractive for applications with limited optical accessibility
(no use of multiple cameras feasible) and low signal-to-noise ratios.
As a further step to overcome current limitations of data evaluation, the
recently introduced deep learning technique of physics-informed neural
networks (PINN) was successfully transferred to velocimetry-based pres-
sure evaluation. The capabilities of neural networks as freely trainable,
powerful approximators of highly non-linear functions allow for a more
advanced evaluation of flows by combining both measurement data and a
priori information such as laws of physics and empirical correlations. As
was demonstrated by the evaluation of a contracting GDI multi-hole spray,
PINN is able to evaluate the pressure field in the much desired area of
dense, liquid spray, where velocimetry data of spray-induced flow have not
been accessible so far. The data-driven modelling enables the evaluation
of formerly hidden flow regimes, both in space and time, and reduces the
amount of required data resolution, thus extending the limits of applicable
flows, measurement techniques and setup configurations significantly. Due
to its ability to provide particularly accurate function approximation,
especially the description of derivatives, PINN is hypothesised to justify
the use of additional equations for flow modelling, which may allow the
treatment of further physics such as compressibility, heat transfer, mixing,
turbulence or chemical reactions. In conjunction with its great freedom in
data processing, PINN is believed to be well-suited to combine different
data sources and measurement methods, e.g. velocity data from PIV [10],
LDV, PDV, or hot-wire anemometry [159], pressure data from pressure
sensors [159] or pressure sensitive paint [160], species concentrations from
Ramann imaging [161, 162] or temperature data from LIF [159], particle
image thermography [163–165], temperature sensitive paint [160, 166] or
coherent anti-Stokes Raman scattering [159, 167], to fully exploit the
available data and knowledge. From the author’s point of view, PINN is
considered a highly disruptive technique capable of significantly extending
the current limits of velocimetry-based pressure evaluation and, moreover,
of data evaluation in experimental fluid mechanics.
The present work has led to a number of important findings in the field
of spray transport of GDI sprays and, moreover, to the introduction and
development of new, powerful approaches and methods that are able to
provide even deeper insights into sprays. As such, the present work forms
the basis for further research and development, e.g. the investigation of



167

further sprays, design parameters, multiple injection strategies or, very
interestingly, the influence of superimposed ambient gas flows to study
spray transport for engine-type flow conditions. As an outlook, attention
should be drawn to possible megatrends within the automotive industry.
Due to the increasingly strict legislation on CO2 fleet emissions and pos-
sible legislative changes, alternative/synthetic fuels as well as hydrogen
combustion engines [168, 169] may represent future options for reducing
CO2 emissions. The procedures and methods developed in the present
work are powerful tools for gaining valuable insights and knowledge for
the design and development of such systems.
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Technische Universität Darmstadt, Darmstadt, April 2002. URL
https://tuprints.ulb.tu-darmstadt.de/id/eprint/241.

[60] Lars Zigan, Jun-Mei Shi, Ivan Krotow, Ingo Schmitz, Michael Wens-
ing, and Alfred Leipertz. Fuel property and fuel temperature effects
on internal nozzle flow, atomization and cyclic spray fluctuations of

https://doi.org/10.1088/1361-6501/ab7283
https://arxiv.org/abs/1711.10561
https://arxiv.org/abs/1711.10561
https://arxiv.org/abs/1711.10566
https://arxiv.org/abs/1711.10566
https://doi.org/10.1201/9781315120911
https://doi.org/10.1002/zamm.19360160611
https://doi.org/10.1016/j.fuel.2003.09.010
https://doi.org/10.1016/j.fuel.2004.10.009
https://tuprints.ulb.tu-darmstadt.de/id/eprint/241


176 Bibliography

a direct injection spark ignition–injector. Int. J. Engine Res., 14(6):
543–556, 2013. doi:10.1177/1468087413482320.

[61] Nils H Kling, Lars Opfer, Bettina Frohnapfel, Philipp Rogler, and
Jochen Kriegseis. Analysis of the spray-gas interaction of a single
GDI jet by means of velocimetry-based pressure evaluation. At.
Sprays, 32(7):23–33, 2022. doi:10.1615/AtomizSpr.2022042103.

[62] Nasser Ashgriz. Handbook of Atomization and Sprays: Theory and
Applications. Springer New York, NY, 2011. ISBN 978-1-4419-7263-7.
doi:10.1007/978-1-4419-7264-4.

[63] Christopher E Brennen. Cavitation and Bubble Dynamics. Cam-
bridge University Press, Cambridge, 1995. ISBN 9781107338760.
doi:10.1017/CBO9781107338760.

[64] David P Schmidt and Michael L Corradini. The internal flow of
diesel fuel injector nozzles: A review. Int. J. Engine Res., 2(1):1–22,
2001. doi:10.1243/1468087011545316.

[65] Hiroyuki Hiroyasu. Spray breakup mechanism from the hole-
type nozzle and its applications. At. Sprays, 10(3):511–527, 2000.
doi:10.1615/AtomizSpr.v10.i3-5.130.
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Nomenclature

Dimensionles numbers

Symbol Description
𝐶𝑎 Cavitation number
𝐽𝑎 Jakob number
𝑀𝑎∞ ensemble-averaged ambient Mach number
𝑂ℎ Ohnesorge number
𝑅𝑒 Reynolds number
𝑅𝑒𝑙 liquid Reynolds number
𝑅𝑒𝑝 particle Reynolds number
𝑊𝑒 Weber number
𝑊𝑒𝑙 liquid Weber number

Latin letters

upper case

Symbol Description
𝐴, 𝐴1 cross-sectional area
𝐴𝐼𝑊 overlapping area of interrogation windows
𝐵 variable
𝐶 characteristic frequency
𝐶𝐷 drag coefficient
𝐷𝑆𝐻 spray-hole diameter
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𝐷𝛼 aperture
𝐸 variable
𝐹𝑑𝑟𝑎𝑔 drag
𝐼 image intensity distribution
𝐼𝑖 intensity profile of a light sheet with index 𝑖

𝐼𝑖𝑛𝑡𝑒𝑟 intersection intensity
𝐼𝑛 noise intensity
𝐼𝑝 particle image intensity
𝐼𝑝𝑖

particle image intensity of a particle with index 𝑖

𝐼𝑟𝑒𝑠 residual intensity after image matching
J𝐼𝐴 Jacobi matrix of a PIV-evaluated velocity field
𝐿 objective function
𝐿𝑏 share of the objective function that relates to the

training of a PINN with boundary/initial conditions
𝐿𝑒 share of the objective function that relates to the

training of a PINN with modelling equations
𝐿𝑚 share of the objective function that relates to the

training of a PINN with measured velocity data
𝐿𝑆𝐻 spray-hole length
𝐿𝑗𝑒𝑡 length of the intact liquid column of a jet
𝐿𝑥 spatial range in 𝑥-direction
𝐿𝑦 spatial range in 𝑦-direction
𝐿𝑧 spatial range in 𝑧-direction
𝑀𝑖 optical magnification of the camera with index 𝑖

𝑀𝑖 optical magnification for the dimension with index 𝑖

𝑁 number of experiments/samples
𝑁𝑏 number of data points used for the training of a

PINN with boundary/initial conditions
𝑁𝑒 number of data points used for the training of a

PINN with modelling equations
𝑁𝑚 number of data points used for the training of a

PINN with velocities
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𝑁𝑘 number of neurons in the layer with index 𝑘

𝑁0 number of inputs of a neuron or neuronal network
𝑁𝑚+1 number of outputs of a NN with 𝑚 hidden layers
𝑁𝑝 number of particles
𝑁

(𝑖)
𝑝 number of particles at the exposure with index 𝑖

𝑁𝑥 image resolution in 𝑥-direction
𝑁𝑦 image resolution in 𝑦-direction
𝑅 specific gas constant
𝑅𝑢𝑖𝑢𝑖

Reynolds normal stress with respect to 𝑢𝑖

𝑅𝑢𝑖𝑢𝑖,𝑐𝑜𝑟𝑟 corrected Reynolds normal stress with respect to 𝑢𝑖

𝑅𝑢𝑖𝑢𝑗 Reynolds shear stress with respect to 𝑢𝑖, 𝑢𝑗 (𝑖 ̸= 𝑗)
𝑅𝐼 image cross-correlation function
𝑅𝐼𝑗

image cross-correlation function with respect to the
measurement plane with index 𝑗

𝑅𝐼,𝑚𝑎𝑥 maximum cross-correlation value
𝑅𝐼,𝑚𝑖𝑛 minimum cross-correlation value
𝑆 Sutherland’s temperature
𝑆𝑖 line that describes the intersection of the image,

object and principal plane of a camera with index 𝑖
according to the Scheimpflug criterion

𝑇 temperature
𝑇 ensemble-averaged temperature
𝑇0 reference temperature
𝑇𝑐 critical temperature
𝑇𝑓𝑢𝑒𝑙 fuel temperature
𝑇𝑠 saturation temperature
𝑇∞ ambient gas temperature
𝑇 ∞ ensemble-averaged ambient gas temperature
𝑈 object plane velocity component in 𝑋-direction
𝑈𝑖 projected object plane velocity in 𝑥-direction for the

camera with index 𝑖

𝑈𝑢𝑖
standard uncertainty of 𝑢𝑖
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𝑈𝑢𝑖
standard uncertainty of 𝑢𝑖

𝑈𝜎𝑈𝑝
standard uncertainty of 𝜎𝑈𝑝

𝑈𝑈𝑝
standard uncertainty of the mean of 𝑈𝑝

𝑈𝑢𝑖
mean of the standard uncertainty 𝑈𝑢𝑖

𝑈2
𝑢𝑖

mean square of the standard uncertainty 𝑈𝑢𝑖

𝑈𝑝 standard uncertainty of 𝑝

𝑈𝑝 mean standard uncertainty of 𝑝

𝑈
𝑈2

𝑢𝑖

standard uncertainty of 𝑈2
𝑢𝑖

𝑈𝑅𝑢𝑖𝑢𝑖
standard uncertainty of 𝑅𝑢𝑖𝑢𝑖

𝑈𝑅𝑢𝑖𝑢𝑗
standard uncertainty of 𝑅𝑢𝑖𝑢𝑗

𝑉 object plane velocity component in 𝑌 -direction
𝑉𝑖 projected object plane velocity in 𝑦-direction for the

camera with index 𝑖

𝑉 ensemble-averaged absolute velocity
𝑉 ∞ ensemble-averaged absolute ambient velocity
𝑊 object plane velocity component in 𝑍-direction
𝑋 spatial coordinate
𝑌 spatial coordinate
𝑍 spatial coordinate
𝑊 object plane velocity component in 𝑍-direction
W(𝑖) tensor of weighting factors for the position with

index 𝑖

W tensor of weighting factors
W𝑖 tensor of weighting factors at the iteration with

index 𝑖

lower case

Symbol Description
𝑎 activation function
𝑐 circle of confusion
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𝑐𝑝,𝑙 liquid heat capacity
𝑑𝑒 particle image diameter
d𝑒 vector describing the dimensions of a particle image
𝑑𝑒𝑖 particle image dimension in 𝑖-direction
d𝑒𝑖 vector describing the particle image dimensions of

the particle with index 𝑖

𝑑𝑒𝑖𝑗
particle image dimension in 𝑖-direction of a particle
located in measurement plane with index 𝑗

d𝑒,𝑝𝑗
vector describing the particle image dimensions of a
characteristic particle image related to the measure-
ment plane with index 𝑗

𝑑𝑒𝑥𝑖
particle image dimension in 𝑥-direction of the parti-
cle with index 𝑖

𝑑𝑒𝑦𝑖
particle image dimension in 𝑦-direction of the parti-
cle with index 𝑖

𝑑𝑝 particle diameter
𝑑𝑡 time increment
d𝑡𝑃 𝐼𝑉 interframing time
dx𝐼𝐴 vector describing the displacement of an IA-related

particle ensemble
d𝑥𝐼𝐴 displacement of an IA-related particle ensemble in

𝑥-direction
d𝑦𝐼𝐴 displacement of an IA-related particle ensemble in

𝑦-direction
𝑒1 equation of mass conservation
𝑒2,𝑖 momentum equation in 𝑖-direction
𝑓 focal length
𝑓 function
𝑓𝑎𝑐𝑞 acquisition frequency
𝑓𝑖 focal length in 𝑖-direction
𝑓 𝑖 ensemble-averaged body force in 𝑖-direction
𝑓# f-number
𝑓#𝑖

f-number for 𝑖-direction
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𝑔 function
𝑔 gravitational acceleration
ℎ latent heat
𝑖 index
𝑗 index
𝑘 index
𝑙 characteristic length scale
𝑚 number of hidden layers
𝑛, 𝑛𝑏, 𝑛𝑒, 𝑛𝑚 index
𝑝 pressure
𝑝𝑖 pressure at the position with index 𝑖

𝑝 ensemble-averaged pressure
𝑝𝑖𝑛𝑗 injection pressure
𝑝𝑣 vapour pressure
𝑝∞ ambient gas pressure
𝑝

(𝑛𝑏)
𝑏 pressure boundary/initial condition with index 𝑛𝑏

�̂� predicted ensemble-averaged pressure
𝑟𝑑 deformation ratio of the particle image
𝑟𝑝𝑒𝑎𝑘𝑖

cross-correlation peak ratio at the location of the
particle with index 𝑖

𝑟𝑝𝑒𝑎𝑘,𝑡 theoretical cross-correlation peak value
s shift vector
𝑠𝑖 image distance
𝑠𝑜 object distance
𝑡 time
𝑡𝑖, 𝑡𝑗 time with index 𝑖 or 𝑗

𝑡
(𝑛𝑏)
𝑏 time of the data point with index 𝑛𝑏 used for the

training of a PINN with boundary/initial conditions
𝑡
(𝑛𝑒)
𝑒 time of the data point with index 𝑛𝑒 used for the

training of a PINN with modelling equations
𝑡
(𝑛𝑚)
𝑚 time of the data point with index 𝑛𝑚 used for the

training of a PINN with measured velocity data
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𝑢 velocity in 𝑥-direction
𝑢𝐷𝑁𝑆 velocity in 𝑥-direction of DNS data
𝑢𝑖 image plane velocity component in 𝑥-direction of

the camera with index 𝑖

𝑢𝑖 velocity component with index 𝑖

𝑢𝑖,𝑛 velocity component with index 𝑖 of the 𝑛𝑡ℎ sample
𝑢𝑖 ensemble-averaged velocity component with index 𝑖

𝑢
(𝑛𝑚)
𝑚𝑖 measured ensemble-averaged velocity component

with index 𝑖 at the data point with index 𝑛𝑚

𝑢′
𝑖 fluctuation of the velocity component with index 𝑖

�̂�𝑖 predicted ensemble-averaged velocity component
with index 𝑖

𝑢𝑓 fluid velocity
𝑢2

𝑓 fluid kinetic energy
𝑢𝑝 particle velocity
𝑢2

𝑝 particle kinetic energy
𝑢∞ free stream velocity in 𝑥-direction
𝑣 specific volume
𝑣 velocity in 𝑦-direction
𝑣𝐷𝑁𝑆 velocity in 𝑦-direction of DNS data
𝑣𝑖 image plane velocity component in 𝑦-direction of

the camera with index 𝑖

𝑣𝑙 liquid/jet velocity
𝑣𝑟𝑒𝑙 relative velocity
𝑣∞ ambient flow velocity in 𝑦-direction
𝑥 spatial coordinate
𝑥 pixel shift in image cross-correlation
𝑥

(𝑛𝑏)
𝑏𝑖

spatial coordinate in the direction with index 𝑖 of
the data point with index 𝑛𝑏 used for the training
of a PINN with boundary/initial conditions

𝑥
(𝑛𝑒)
𝑒𝑖 spatial coordinate in the direction with index 𝑖 of

the data point with index 𝑛𝑒 used for the training
of a PINN with modelling equations
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𝑥
(𝑛𝑚)
𝑚𝑖 spatial coordinate in the direction with index 𝑖 of

the data point with index 𝑛𝑚 used for the training
of a PINN with measured velocity data

𝑥𝑗 input with index 𝑗

x vector of inputs
x image plane vector position
𝑥𝑖 spatial coordinate with index 𝑖

𝑥𝑖 image plane position in 𝑥-direction of the particle
with index 𝑖

x𝑖 image plane vector position of the particle with
index 𝑖

x(𝑗)
𝑖 image plane vector position of the particle with

index 𝑖 at the time with index 𝑗

𝑥𝐼𝐴 𝑥-coordinate of the IA centroid
𝑦 spatial coordinate
𝑦 pixel shift in image cross-correlation
𝑦𝑖 image plane position in 𝑦-direction of the particle

with index 𝑖

𝑦 output of a neuron
𝑦𝑖 output with index 𝑖

y known solution of a neural network
ŷ vector of the predicted solution of a neural network
𝑤 velocity in 𝑧-direction
𝑤𝐷𝑁𝑆 velocity in 𝑧-direction of DNS data
𝑤𝑗 weighting factor with index 𝑗

𝑤
(𝑘)
𝑗,𝑖 weighting factor with indices 𝑖, 𝑗 and 𝑘

𝑤∞ ambient flow velocity in 𝑧-direction
𝑧 spatial coordinate
𝑧 out-of-focus coordinate
𝑧𝑖𝑗 distances between the focal line with index 𝑖 and

the measurement plane with index 𝑗

𝑧𝑚,𝑗 value of a neuron with indices 𝑚 and 𝑗
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Greek letters

upper case

Symbol Description
Δ𝑙 dual-plane spacing
Δ𝑝 differential pressure
Δ𝑝𝑙𝑜𝑠𝑠 pressure loss
Γ set of image plane particle positions x𝑖

Γ(1), Γ(2) set of image plane particle positions x𝑖 at the first
or second exposure

Λ set of particle image intensities 𝐼𝑝𝑖

Λ(𝑖) set of particle image intensities 𝐼𝑝𝑖
at the exposure

with index 𝑖

Ω set of particle image deformations d𝑒𝑖

Ψ range of evaluation
Ψ𝑏 range used for the training of a PINN with bound-

ary/initial conditions
Ψ𝑚 range used for the training of a PINN with measured

velocity data
Θ arbitrary quantity
Θ ensemble-average of an arbitrary quantity

lower case

Symbol Description
𝛼 mutual camera angle
𝛼𝑖 angles between the 𝑧-axis and the particle light ray

in the 𝑥𝑧-plane with respect to the camera with
index 𝑖.

𝛼𝑆𝐶 spray cone angle
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𝛽𝑖 angles between the 𝑧-axis and the particle light ray
in the 𝑦𝑧-plane with respect to the camera with
index 𝑖.

𝛽 parameter for the approximation of particle images
𝜒𝑏 weighting factor used for the training of a PINN

with boundary/initial conditions
𝜒𝑒 weighting factor used for the training of a PINN

with modelling equations
𝜒𝑚 weighting factor used for the training of a PINN

with measured velocity data
𝛿𝑙 light-sheet width
𝜖𝑔𝑒𝑜𝑚 threshold of the CPI geometrical criterion
𝜖𝑖𝑛𝑡 threshold of the CPI image-matching criterion
𝜖𝑐𝑜𝑟𝑟 threshold of the CPI cross-correlation criterion
𝛾 heat capacity ratio
𝜆 wavelength of light
𝜇 dynamic viscosity
𝜇𝑖 position of the light sheet with index 𝑖

𝜇0 dynamic viscosity at the reference temperature 𝑇0

𝜇𝑓 fluid dynamic viscosity
𝜇𝑙 liquid dynamic viscosity
𝜔𝑐 highest frequency
𝜌 density
𝜌𝑢′

𝑖𝑢
′
𝑖 Reynolds normal stress with respect to 𝑢′

𝑖

𝜌𝑢′
𝑖𝑢

′
𝑗 Reynolds shear stress with respect to 𝑢′

𝑖, 𝑢′
𝑗 (𝑖 ≠ 𝑗)

𝜌𝑓 fluid density
𝜌𝑙 liquid density
𝜌𝑝 particle density
𝜌𝑢𝑖,𝑢𝑗

cross-correlation coefficients with indices 𝑖 and 𝑗

𝜌𝑣 vapour density
𝜙𝑆𝐻 spray-hole inclination angle
𝜏 bivariate normal distribution
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𝜃0 inflow thickness of a turbulent boundary flow
𝜎𝑖 standard deviation used for the characterisation of

the intensity profile of a light sheet with index 𝑖

𝜎𝑐𝑜𝑟𝑟 depth of correlation
𝜎𝑖 standard deviation with index 𝑖

𝜎𝑙 liquid surface tension coefficient
𝜎𝑢𝑖

standard deviation of the velocity 𝑢𝑖

𝜎2
𝑢𝑖

variance of the velocity 𝑢𝑖

𝜎2
𝑢𝑖𝑢𝑗

covariance of 𝑢𝑖 and 𝑢𝑗 with 𝑖 ̸= 𝑗

𝜎𝑈𝑝
standard deviation of 𝑈𝑝

𝜎𝑈𝑢𝑖
standard deviation of the standard uncertainty 𝑈𝑢𝑖

𝜎𝑧 depth of field
𝜉 time variable
𝜁 step size of the gradient descent method

Mathematical symbols

Symbol Description
𝜕(. . . )/𝜕(. . . ) partial derivative
D (· · · ) /D𝑡 material derivative
grad (· · · ) gradient
max (· · · ) maximum
min (· · · ) minimum
N normal distribution
O (·) order of magnitude

Abbreviations

Symbol Description
APTV Astigmatism Particle Tracking Velocimetry
BBO Basset-Boussinesq-Oseen
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C Components
CFD Computational Fluid Dynamics
CPI correlation-based particle identification
CMOS Complementary metal-oxide-semiconductor
D Dimensions
DCM 4-(Dicyanomethylene)-2-methyl-6-(4-

dimethylaminostyryl)-4H-pyran
DEHS Di-Ethyl-Hexyl-Sebacat
DNS Direct Numerical Simulation
DOF depth of field
DPA Dual-Plane Astigmatism
DPSA Dual-Plane Stereo Astigmatism
DSPIV Dual-Plane Stereo Particle Image Velocimetry
FOV field of view
GDI gasoline direct injection
GPU graphics processing unit
HPIV Holographic PIV
IA interrogation area
IPR Iterative Particle Reconstruction
IW interrogation window
LIF laser-induced fluorescence
LDV laser-Doppler velocimetry
Micro-PIV microscopic Particle Image Velocimetry
Nd:YAG Neodymium-doped Yttrium Aluminum Garnet
OD optical density
PDE partial differential equation
PDV phase-Doppler velocimetry
PINN physics-informed neuronal network
PIV Particle Image Velocimetry
PTV Particle Tracking Velocimetry
PSF point spread function
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RDE Real Driving Emissions
RMS root mean square
SMD Sauter mean diameter
SOI start of injection
STB Shake-the-box
stereo-PIV stereoscopic Particle Image Velocimetry
Tomo-PIV tomographic Particle Image Velocimetry
URANS Unsteady Reynolds-Averaged Navier-Stokes
XPIV multi-plane stereoscopic Particle Image Velocimetry
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cle Image Velocimetry (in German). Bachelor thesis, Hochschule für
Angewandte Wissenschaften Hamburg (HWI), Hamburg, March 2019.


	Acknowledgements
	Abstract
	Kurzfassung
	Table of Contents
	1 Introduction
	1.1 Motivation
	1.2 Objectives and outline

	2 Fundamentals of atomisation and sprays
	2.1 GDI sprays and terminology
	2.2 Spray formation
	2.2.1 Internal nozzle flow
	2.2.2 Cavitation
	2.2.3 Aerodynamic forces
	2.2.4 Spray transport


	3 Particle Image Velocimetry
	3.1 Stereo-PIV
	3.2 Tracking characteristics
	3.3 Particle imaging
	3.4 PIV evaluation via image cross-correlation
	3.4.1 Advanced digital techniques
	3.4.2 PIV processing scheme

	3.5 The application of stereo-PIV to spray-induced flow

	4 Pressure from PIV by means of URANS and ensemble averaging
	4.1 Fundamentals
	4.1.1 Pressure gradient integration
	4.1.2 Compressibility
	4.1.3 Viscosity
	4.1.4 Reynolds stresses

	4.2 Uncertainty quantification
	4.2.1 Uncertainty quantification of instantaneous velocities
	4.2.2 Uncertainty propagation of the instantaneous velocities
	4.2.3 Uncertainty propagation to the pressure field


	5 Experimental setup and evaluation
	5.1 Experimental setup
	5.2 PIV and pressure evaluation

	6 Pressure evaluation of spray-induced flow
	6.1 Pressure evaluation of spray-induced flow of a two-hole nozzle
	6.2 Comparative assessment with a pressure sensor measurement
	6.3 Uncertainty quantification
	6.4 Scale and sensitivity analysis
	6.5 Discussion

	7 Spray-gas interaction
	7.1 Experimental procedure, parameter space and data processing
	7.2 Results and Discussion
	7.2.1 Flash-boiling and fuel temperature
	7.2.2 Ambient gas pressure and corresponding density
	7.2.3 Injection pressure

	7.3 Concluding remarks

	8 Multi-hole spray formation
	8.1 Spray transport of a contracting multi-hole spray
	8.1.1 Experimental setup and evaluation
	8.1.2 Results

	8.2 Spray contraction
	8.2.1 Experimental setup and evaluation
	8.2.2 Results

	8.3 Discussion

	9 Dual-Plane Stereo Astigmatism (DPSA)
	9.1 Principles
	9.2 Processing
	9.2.1 Correlation-based particle identification (CPI)
	9.2.2 PIV evaluation
	9.2.3 Iterative Particle Reconstruction (IPR)
	9.2.4 Calibration

	9.3 Performance assessment
	9.4 Assessment of DPSA by means of synthetic particle images
	9.5 Experimental application of DPSA on spray-induced flow
	9.5.1 Comparison of DPA and 2D2C PIV
	9.5.2 Velocimetry of spray-induced flow by means of DPSA

	9.6 Discussion
	9.7 Concluding remarks

	10 Pressure evaluation by means of PINNs
	10.1 Artificial Neural Networks (ANNs)
	10.2 Methodology of pressure evaluation by means of PINN
	10.2.1 Architecture for PINN-based pressure evaluation
	10.2.2 Implementation and training

	10.3 Experimental configuration and evaluation
	10.4 Results, error discussion and best practices
	10.5 Discussion

	11 Conclusions and Outlook
	Bibliography
	Nomenclature
	List of Figures
	List of Tables
	Publications

