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ABSTRACT
Augmented Reality (AR) Head-Mounted Displays (HMD) are in-
creasingly used in industry to digitize processes and enhance user
experience by enabling real-time interaction with both physical
and virtual objects. In this context, HMD provide access to sen-
sitive data and applications which demand authenticating users
before granting access. Furthermore, these devices are often used in
shared spaces. Thus, shoulder-surfing attacks need to be addressed.
As users can remember pictures more easily than text, we applied
the recognition-based graphical password scheme “Things" from
previous work on an AR HMD while placing the pictures for each
authentication attempt in a random order. We implemented this
scheme for the HMD Microsoft HoloLens and conducted a user
study evaluating Things’s usability. All participants could be suc-
cessfully authenticated and the System Usability Scale (SUS) score
is with 74 categorized as above average. We discuss as future work
how to improve the SUS scores, e.g., by using different grid designs
and input methods.

CCS CONCEPTS
• Security and privacy→ Usability in security and privacy.
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1 INTRODUCTION
Augmented Reality (AR) provides breakthrough innovations and
empowers the industry in many ways. AR Head-Mounted Displays
(HMD) digitize many activities by seamlessly integrating virtual
elements into the real world and allowing real-time interaction
between physical and virtual objects. Over the past years, HMD
have been used in various areas like civil engineering, industrial
engineering, architecture, medical aids and education [29]. In most
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of these contexts, these devices store and provide access to sensitive
data. Thus, it needs to be ensured that only authorized people have
access to the HMD.

In most of these contexts, HMD are used in shared or even public
places: For example in the industry, smart factories use AR HMD in
areas like production, maintenance or logistics to guide the worker
by displaying virtual information whenever it is needed [25, 30]. In
medicine, doctors use AR to provide medical data during surgeries
and consultation with patients [28]. Thus, the authentication in
place at HMD needs to be shoulder-surfing resistant. Note, HMD
limit users’ peripheral awareness by reducing the field of view
and overlaying the real world with virtual elements. This makes
it more difficult to notice potential observers when entering the
secret (password or PIN).

There are various types of HMD. Our focus is on the Microsoft
HoloLens which is one of the most popular AR HMD in industry.
To authenticate to the HoloLens, one needs to either enter a (at least
6 digit) PIN or a password on a PIN pad or keyboard respectively.
While using voice as input channel is obvious not shoulder-surfing
resistant, Kreider showed in [17] that using gestures is also not
shoulder-surfing resistant as one can deduce the secret from ob-
serving the gesture input (even when the observer does not see the
exact position of the virtual PIN pad or the keyboard).

The goal of our research is to propose and evaluate the usabil-
ity of a shoulder-surfing resistant authentication scheme for the
HoloLens. Shoulder-surfing resistant means that someone observ-
ing and recording the user while entering his/her secret cannot de-
duce the actual secret – even if the user is observed during multiple
authentication attempts. We discuss the related work on authentica-
tion schemes for AR HMD as well as on shoulder-surfing resistant
authentication schemes. Based on this discussion, we consider the
recognition-based graphical authentication scheme Things – pro-
posed by [23] for the non-AR context – as most appropriate for
the HoloLens. In the desktop setting, previous work states a higher
effectiveness and memorability of graphical passwords compared to
alphanumeric passwords [4, 24] . Furthermore, the Things scheme
was shown to have the highest effectiveness compared to other
recognition-based and recall-based graphical passwords [22]. In
this scheme, the secret consists of images. During authentication,
grids with shuffled images are displayed and for each grid the user
has to select the one image which is part of his/her secret. Due to
the private display of AR HMD the shuffling of images provides
already full protection against shoulder-surfing attacks. Based on
our literature review in Sec. 2.2, we could not find any work so
far that investigated the usability of recognition-based graphical
passwords in the AR context.
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We implemented the Things scheme for the Microsoft HoloLens
and evaluated its usability in a lab study. The usability of the scheme
including both enrollment and authentication process was mea-
sured by the effectiveness (all participants could successfully au-
thenticate), efficiency (authentication took on average 32.2 sec-
onds), System Usability Scale (SUS) (score of 74, i.e. above average),
perceived usability (e.g., ease of use was rated on average with 4
out of 5) and perceived security (e.g., perceived protection against
shoulder-surfing was rated in average with about 4 out of 5). We
discuss our results with respect to existing literature on comparable
schemes and discover areas of future research.

The paper is structured in the following sections: Sec. 2 details
the literature on AR authentication as well as recognition-based
graphical authentication schemes. Sec. 3 describes the selection
process of the proposed scheme, details the design decisions of
Things and outlines the enrollment as well as authentication process
of the scheme. Thereafter, in Sec. 4 we introduce our research
questions and give details on the user study. Sec. 5 presents the
results of the user study. To discuss the results, Sec. 6 compares the
study results with existing work and indicates the limitations of
our work as well as areas for future research. Finally, we conclude
our work in Sec. 7.

2 RELATEDWORK
Various knowledge-based authentication schemes for AR HMD
have been published in the literature: while some are shoulder-
surfing resistant and others are not. Some have been evaluated with
respect to their usability others not. Furthermore, shoulder-surfing
resistant schemes have been proposed and evaluated with respect
to their usability in the non-AR-HMD context.

2.1 Knowledge-Based Authentication Schemes
for AR HMD Not Being Shoulder-Surfing
Resistant

Schemes with graphical passwords – including recall-based as well
as recognition-based passwords – have been proposed. The recall-
based scheme proposed by Friström et al. [10] is based on users
entering a free form pattern by gaze gestures. Hadjidemetriou et al.
[13] propose for the HoloLens a cued recall-based scheme which
requests users to enter a pattern on specific positions of an image
through hand gestures. Other schemes use haptic patterns as the
password by tapping a pattern on the touch pad of the Google
Glass or other HMD equipped with a touch pad. In [16], the tapping
gestures are combinations of flat finger and finger tip taps, and in
[34] combinations of various swipes and taps. In [15], Hutchins
et al. propose to enter a beat of a song or jingle. Funk et al. [11]
propose for the HoloLens to use spatial passwords by choosing
coordinates from the real environment through looking at real tar-
gets via head-gaze. While all these authors conducted user studies
with the proposed authentication schemes, these schemes are not
shoulder-surfing resistant.

Two-factor authentication (2FA) schemes have also been pro-
posed: Those which combine the knowledge of the user with a
second factor, e.g. biometrics [9, 35] or tokens [1]. Thereby, only
the combination with a second factor makes the schemes resistant

to shoulder-surfing while the knowledge alone does not protect the
user from shoulder-surfing.

2.2 Shoulder-Surfing Resistant
Knowledge-Based Authentication Schemes
for AR HMD

There are also proposals for shoulder-surfing resistant schemes:
e.g., Funk et al. [11] present for the HoloLens a recognition-based
scheme which requires users to select virtual 3D objects by head-
gaze. Thereby, various objects are randomly scattered in the view
field of the user and once the user has selected the first object, the
positions of the objects are changed before selecting the next one.
Thus, the objects are at random positions for each input. Similarly,
Bailey et al. [2] propose for the Google Glass to use 2D images which
are selected from a grid of decoy pictures. Selection of pictures can
be done via speaking out randomly assigned labels or using head
movement in combination of a touch pad integrated in the HMD.
Duezguen et al. [7] propose another shoulder-surfing resistant
scheme: The secret of the user consists of semantic connections
of concepts which is entered in a challenge-response fashion via
innate human-based computation without disclosing the secret
itself. In each authentication session, a different set of challenges
are answered with yes and no responses that observers only watch
a random series of yes and nos. All three papers did not evaluate
the usability of their proposals.

A series of authentication schemes based on entering a PIN
with a randomized PIN pad shown on the private display of the
AR HMD have been proposed for various AR HMD as well as for
different input channels. Some only proposed the scheme without
conducting user studies: The authors of [12] proposed tapping on
any physical surface that faces the virtual PIN pad and capturing
the thermal residue. In [20], the authors proposed to speak out the
randomly assigned character associated with the PIN digit. Others
conducted user studies to investigate the usability of their proposed
schemes: In [19, 34], the secret digits are selected by tapping on
a touch pad of the Google Glass. The authors of [36] proposed
tapping in the air that faces the virtual PIN pad and using a gesture
tracker. Furthermore, the authors of [19] proposed for the Google
Glass to navigate via head movements. Several papers proposed for
the Google Glass to speak out the randomly assigned character or
number associated with the PIN digit [2, 19, 34]. Seo et al. [31] is
displaying random numbers in the length of the PIN on the private
display. The user calculates the difference between the random
number and PIN and speaks it out or scrolls the PIN digit on the
touch pad of the Google Glass.

Shuffling the entire keyboard to enable users to enter a textual
password using the voice channel was proposed by [2] for the
Google Glass and by [20] for an unspecified HMD. No user studies
were conducted for these schemes.

2.3 Recognition-Based Graphical Passwords in
Other Contexts Than AR HMD

Previous work investigated recognition-based graphical passwords
in other contexts than AR HMD. Brostoff and Sasse [4] compared
textual passwords with Passfaces which is a recognition-based
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scheme using a set of face images as the password. The effective-
ness with Passfaces was higher than with textual passwords, but
the efficiency was lower. Moncur and Leplatre [24] compared the
memorability of PIN and graphical recognition-based passwords
and figured out that the graphical password is substantially more
effective than PIN. Additionally, usingmnemonics further improved
the memorability of the graphical password.

Dunphy et al. [8] investigate the usability of recognition-based
schemes with photographs on mobile phones. They measured a sim-
ilar effectiveness compared to other graphical schemes, but mention
the limitation of long login duration times which was unacceptable
to about a third of the participants. Note, the duration decreased
significantly over two weeks. Thus, it would be interesting to study
the duration over time. As AR HMD are currently considered to
be used for specific tasks only, we assume that the user needs to
authenticate only a few times per day. Thus, we focus on providing
a high effectiveness while we hope that using the scheme over time
decreases the login duration.

Hlywa et al. [14] studied the usability of different types of images
in recognition-based graphical passwords, comparing object images
with face images. In a within subject study, participants tested the
schemes on a web service at home. The login duration time with
object images was much shorter than with face images. The effec-
tiveness of the two different types of images was not significantly
different.

Mayer et al. [22] compared different recognition-based and recall-
based graphical passwords to each other. They found out that the
recognition-based scheme with object images grouped according
their semantics showed the highest effectiveness, i.e, success rate
during authentication.

All these schemes randomize the position of the images in each
authentication session. But as these schemes are proposed for de-
vices like PC or smartphone which do not own a private display, the
randomization of the grids only provide limited protection against
shoulder-surfing attacks. As the display of AR HMD is only vis-
ible to the user, these schemes can provide full shoulder-surfing
protection when applied on an AR HMD.

3 PROPOSED AUTHENTICATION SCHEME
Thiswork aims to propose a knowledge-based authentication scheme
for the Microsoft HoloLens 2 which is resistant to shoulder-surfing
attacks. Currently, the HoloLens provides a PIN based scheme with
a length of 6 digits. Thus, the proposed scheme needs to have at
least the password space of a 6-digit PIN. Additionally, from the
three usability criteria, effectiveness is the most important one as
resetting forgotten passwords is more complicated on the HMD, i.e.,
the user needs to take off the HMD and switch to another device.

3.1 Evaluation of Relevant Schemes from the
Literature

We summarized the proposals from the literature for shoulder-
surfing resistant schemes in Sec. 2. In this section, we discuss those
with respect to their applicability on the HoloLens in a context in
which a password space of at least 106 (because of the 6-digit PIN)
is required and which is shoulder-surfing resistant.

The scheme based on semantic connections proposed byDuezguen
et al. [7] would require to answer 25 challenges while allowing
one error to achieve 106. While the usability of this scheme is not
investigated, we expect here a much longer authentication time
compared to other proposed schemes. For example, a recognition-
based graphical scheme which requires to select, e.g., one image
out of 16 for five times for the same security level. Furthermore, a
knowledge-base describing the semantic relationships between the
concepts need to be developed and evaluated before the scheme
can be applied. Thus, we decide to not further consider this scheme
for the HoloLens.

Several schemes using PIN as secret while the PIN pad shows the
numbers in a random order have been proposed and evaluated; e.g.
in [2, 12, 19, 31, 34, 36]. Similarly, the shuffling of the characters of a
keyboard was proposed to enter the secret (most likely a password)
even when being observed [2, 20]. There are also proposals to
use recognition-based graphical-password schemes, e.g. [2, 11], i.e.
objects or pictures are the secret while again their position changes
either each time users enter their secret or even before entering the
next object/picture. Due to the private display of HMD, for all these
schemes it holds that the positions are only visible to the user.

Past research shows, that graphical authentication schemes out-
perform those with numbers/characters with respect to effective-
ness – see e.g. [24]. As for our context effectiveness is the most im-
portant usability criteria, we decided to not consider those schemes
based on PIN pads / keyboards. Note, in some studies graphical pass-
words were less efficient than PIN [25, 30]. However as effectiveness
is considered more important than the other usability criteria and
as the industry context does usually not require entering the pass-
words several times a day, we acknowledge their findings, but keep
the decision to consider a graphical-authentication scheme for the
HoloLens.

The recognition-based graphical schemes – proposed e.g. in
[2, 11, 14, 23] – are randomizing the position of various types of
images and 3D objects respectively before users can select their
secrets from the set of displayed options. According to Hlywa et
al. [14] object images have a higher efficiency than face images.
Furthermore, the Things scheme – proposed by [23] – which uses
object images and groups the images according their semantics
was identified as the scheme with the highest effectiveness among
other graphical schemes. Thus, we decided to go with objects rather
than faces. The authors in [11] propose to randomly distribute the
objects in the room while Things places images of objects in a grid.
We decided to go with the Things approach, i.e. displaying images
in a grid, in order to reduce the mental effort for searching the
secret image.

3.2 Things Related Design Decisions
3.2.1 Image Collection. The images chosen for the scheme are
images of objects and each image of the password belongs to a
semantic group, e.g., fruits, flowers or animals. During the authenti-
cation session, each grid shows random images of a single semantic
group and every grid is assigned to a different semantic group. The
data base of the object images was composed according the findings
of Weinshall and Kirkpatrick [32] as well as Hlywa et al. [14]. Wein-
shall and Kirkpatrick report that images with a clear central subject
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or theme are easier to recognize. Hlywa et al. advise to choose
images with white backgrounds and bright colored objects. The
images in the grid should also vary in color, shape and semantic.
Thus, we focus on these criteria when selecting the images for each
semantic group. For example, when composing the data base for the
group of fruits, we make sure that every image shows a different
fruit type which differs from shape and color and is depicted on
a white background (see Fig. 1c). The images were collected from
royalty free images on the web.

3.2.2 Password Space. The length of the password (i.e., number of
images which are part of the password) and the size of the grids
depend on the requirements towards the strength of the password.
Microsoft HoloLens requires the user to enter a 6-digit PIN for
getting access to the HMD. The password space of a 6-digit PIN is
106 = 19.93 bits. The arrangement of the grid for recognition-based
schemes is quadratic [4, 8, 23]. To define the grid size for Things
on the HoloLens, we checked the visibility of virtual images in the
field of view of the user for various quadratic grid sizes. Note, the
optical system displays the holographic images in a field of view
of 53 degrees. Our pre-studies found out that a grid of up to 16
images was clearly visible to the user, whereas a grid 25 images
and above made it difficult to clearly identify the objects and see
all images at a glance due to the restricted size of the view field
of the HMD. A grid of 9 images would require a password length
bigger than 6 for a security level not lower than of the 6-digit PIN.
To have the password space as close as to the 6-digit PIN, we chose
a grid size of 16 images and a password length of 5 which leads to
a password space of 165 = 1.048.576 = 20 bits. Note, the fact that
users only select 5 images rather than 6 numbers may also address
the fact that in some studies entering secrets on shuffled PIN pads
was faster than on shuffled images.

3.2.3 Password Choice. We decided to assign the user a random
password due to predictability issues of recognition-based pass-
words [5] and increased memorability of pictures [26, 27]. Due
to randomly chosen passwords the theoretical password space is
aligned with the effective password space, i.e. we achieve at least
the same security level as with a 6-digit PIN.

3.2.4 Interaction Method. The Microsoft HoloLens 2 provides var-
ious interaction methods to navigate in the virtual space and ’ma-
nipulate’ virtual objects. The following input options are available:
(1) gaze by looking at the target, (2) air-tap gestures by touching the
holographic image with the finger, and (3) voice by speaking out
assigned labels. We decided to use air-tap gestures for selecting the
corresponding image. The gesture method is the most similar one
to those methods people are familiar with when using wearables
or laptops, i.e., touch display or touch pad. Furthermore, it is very
similar to the way people interact with PIN pads, e.g., at ATMs.
There are also further disadvantages of the other two: The first
one may come with privacy issues as some aspects of biometric
authentication. The third one would require to put shuffled symbols
or numbers on the images which users would read out loud to select
an image.

3.3 Enrollment and Authentication
Based on our design decisions, all interactions during both enroll-
ment and authentication are performed via hand gestures. Further-
more, the information provided to users is displayed on the private
display of the HMD and is only visible to the user.

The steps of the enrollment process are as follows: First, the user
enters the user name by holding a QR code in front of the camera of
the HMD and scanning the QR code (see Fig. 1a). Note, we decided
to enter the user name by scanning a QR code instead of using the
virtual keyboard as entering the name with the virtual keyboard is
very cumbersome. Additionally, in the industry context they may
have a worker ID which they could scan both for the enrolment as
well as for the actual authentication. Once the user confirms the
entered name, 5 images are randomly selected by the scheme from
its database of 5 times 16 images. Those images are displayed one
after the other (see Fig. 1b). The time before switching to the next
one is five seconds. The time was chosen according the approach by
De Angeli et al. [6]. Additionally, the pictures can also be manually
navigated via back and forth buttons.

For authenticating on the system, the user needs to enter the
images (one per grid) which were assigned during enrollment. Once
the user requests to authenticate, first the user ID needs to be
provided, e.g., again with the QR Code. Afterwards, the first grid of
16 images is displayed while the images are displayed in a random
order. The user selects one image. Then, the scheme displays the
next grid of 16 images. If wished, users can correct their selection by
going back to the previous grid (or previous grids). After selecting
the fifth image, the user is asked to confirm that he/she is done
with the authentication. Afterwards the scheme informs him/her
whether the password was correct, i.e. he/she can use the HMD or
not. If the user made one or more mistakes (while the scheme is
not informing about the number of mistakes), he/she can try two
more times.

3.4 Shoulder-Surfing Resistance
The threat of shoulder-surfing emerges by the opportunity of an at-
tacker to capture the password of the user by observing the authen-
tication session. When using AR HMD, users’ peripheral awareness
is limited due to the restricted field of view of the HMD and super-
imposing virtual objects on the real world. Thus, shoulder-surfing
is a feasible threat in the AR context and need to be combated by
shoulder-surfing resistant schemes.

Shoulder-Surfing attacks are conducted in public or shared spaces
with or without technical equipment [21]. Wiese and Roth [33] dif-
ferentiate between the following four types of shoulder-surfing
attacks: Attackers can directly observe the authentication session
without any equipment. Thereby, they are called opportunistic ob-
servers when they were able to observe only a few authentication
sessions and insider observerswhen they were able to observe a high
number of authentication sessions. Attacks conducted by recording
the authentication session are called single recording when only a
small amount of recordings were possible and multiple recording
when a high amount of recordings were done.

In the Things scheme, the position of the images in the grid are
randomized for each password entry. Due to the private display of
AR HMD, it is not possible for an outsider to observe which of the
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(a) Enrollment: Entering user name

(b) Enrollment: Seeing the 5 images being
part of password

(c) Authentication

Figure 1: Screenshots of the authentication scheme Things.

images were chosen. The attacker can only figure out the length
of the password. Thus, the scheme protects the user from all four
types of shoulder-surfing attacks described in [33].

4 EVALUATION
This section outlines our research questions and corresponding
evaluation criteria which are measured in the user study. Next, the
user study including the hygiene measures we take when conduct-
ing the study, study procedure as well as recruiting and ethics are
presented.

4.1 Research Questions and Evaluation Criteria
Our goal is to answer three research questions wrt. the usability
(in terms of effectiveness, efficiency and satisfaction) of Things. We
also added a research question on the perceived usability and the
perceived security.

RQ-1: How high is the effectiveness of the Things authentication
scheme on the HoloLens when entering the password with air-tap
gestures? The effectiveness of the scheme is measured by the success
rate to enter the entire secret correctly. The system logs the selected
images after confirming the password entry and compares them
with the images assigned during enrollment. The user is considered
as successful if all selected images match with the password.

RQ-2: How high is the efficiency of the Things authentication
scheme on the HoloLens when entering the password with air-tap
gestures? The efficiency of the scheme is measured by the time
needed to provide the secret. The system logs the time from dis-
playing the first grid till confirming the last entered image.

RQ-3: How high is the satisfaction of users when authenticating
with Things on the HoloLens by using air-tap gestures ? Participants
degree of satisfaction with Things is measured with the System
Usability Scale (SUS) [3].

RQ-4: How do the users perceive the usability of the authentica-
tion scheme Things when interacting with air-tap gestures on the
HoloLens? Perceived usability is measured by asking participants
questions on ease of use, ease of remembering the password, login
duration and future use of the scheme on the HoloLens. The ques-
tions are answered on a Likert scale from 1-5 (1=strongly disagree,
5=strongly agree). The exact questions are available in appendix
Sec. B in Fig. 6. Furthermore, to validate the display time of the
images during enrollment, we asked questions regarding the appro-
priateness of the time for memorizing the images.

RQ-5: How do the users perceive the security of the authentica-
tion scheme Things when interacting with air-tap gestures on the
HoloLens? Perceived security is measured by asking participants
how they perceived the security of the scheme in general as well
as related to shoulder-surfing attacks by observations from sur-
rounded people. The questions are also answered on a Likert scale
from 1-5 (1=very insecure, 5=very secure). The exact questions are
available in appendix Sec. B in Fig. 7.

4.2 Study Design
4.2.1 Hygiene Measures. To evaluate the scheme, we conducted
the study as a lab experiment in Germany. Due to the current pan-
demic, we apply the following hygiene measures to minimize the
risk for an infection. Once the participant arrived, we checked the
immunity status and only allow participation when a proof for
immunity by vaccination or previous infection was available. Then,
the contact details of the participant were collected for contract trac-
ing in case of a virus outbreak. These precautions were requested
by our university from everyone entering the university building at
that time due to the pandemic. The participant received disposable
gloves and take seat in a room in front of a laptop. The participant
was the only person in the room. The instructor communicated
with the participant via video call to minimize the time being to-
gether. The HoloLens was covered with a plastic bag which was
refreshed after every use (see Fig. 3). Sanitizers and disinfecting
tissues were made available for the participants. Throughout the
study, the participants were required to wear a mask and only take
the mask off when using the HoloLens as the glasses would steamed
up with the mask and impaired the view of the user. After each
experiment the participant room was ventilated for 10 minutes.
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Figure 2: Study Procedure.

Figure 3: The HoloLens was covered with a plastic bag and
refreshed after every use to keep the HMD clean.

4.2.2 Study Procedure. An overview of the study procedure is de-
picted in Fig. 2. The nine steps of the user study are described
as follows: After the check-in of the participant and applying the
hygiene measures described in 4.2.1 (step ’Check-In & Hygiene
Measures’), the experiment began with an online survey to be filled
out on the laptop provided in the lab room. The survey was im-
plemented in SoSci Survey1. First, the participant received some
information on the study and consented to participate and pro-
cessing of their data (step ’Informed Consent’). Afterwards, the
survey asked questions on participant’s previous experience with
Augmented or Virtual Reality HMD, willingness to use in future
and experience with authentication on HMD as part of the demo-
graphics (step ’Questions on Prev. Experience & Willingness to
Use VR/AR’). The exact questions are listed in appendix Sec. A in
Fig. 5. After having answered the questions, the participant was
prompted to pause with the survey and inform the instructor about
it to continue with the next tasks on the HoloLens.

The HoloLens was brought to the participant and positioned
properly on participant’s head. The user interface on the HMD was
shared on the monitor of the instructor to enable a proper navi-
gation of the participant. During the usage of the HoloLens (incl.
steps from ’Calibration & Warm-up with HMD’ to ’Authentication
Things’), the instructions on the tasks of the participant were read
out via video call by the instructor. After putting on the HMD, a
calibration of the HMD to participant’s eyes was conducted. To
get used to the interaction methods of the HMD, the participant
went through a short training called HoloLens Tips2 which is pre-
installed on the HoloLens. As the scheme requires only gesture
interaction, the training covered only gesture control (step ’Calibra-
tion & Warm-up with HMD’) . After the training, the participant
continue with testing the Things scheme.

1https://www.soscisurvey.de/
2https://www.microsoft.com/en-us/p/hololens-tips/9pd4cxkklc47#activetab=pivot:
overviewtab

During the enrollment, the participant entered the assigned user
ID by scanning the QR code which was available on the partici-
pant’s table. Before displaying the images, the instructor pointed
out to the participant to make sure to memorize the images as it
would not be possible to see the password again once the enrollment
process is done. Furthermore, it was noted that it will be enough to
memorize the object depicted on the image as during authentica-
tion only the object needs to be recognized out of different other
objects in the grid. Then, a password consisting of five images was
displayed sequentially to memorize the password as detailed in 3.3
(step ’Enrollment Things’). Each participant received a different
set of random images to avoid bias by the selection of images. The
participant completed the enrollment process by going to finish or
closing the screen.

Subsequently, the participant started with the authentication
session (step ’Authentication Things’). A series of five grids with
each 16 images were shown one after the other. The images in
the grid were chosen from the data base according the assigned
password. For each password the exact same images per grid were
chosen, but displayed in a randomized order in each authentica-
tion session. The task of the participant was to choose the image
belonging to the password for each grid. After selecting the last
image, the participant confirmed the input and received a message
that the authentication was successful or not successful. Then, the
message was closed and the participant received the instruction to
repeat the same authentication process twomore times. Conducting
the authentication session several times will show the participant
that the grids are shuffled in each authentication attempt and thus
shoulder-surfing attacks due to observations are not possible. Af-
ter three iterations of authentication, the participant received the
instructions to put down the HMD and continue with the survey
to evaluate the tested scheme. The survey included the System
Usability Scale (SUS) and questions on perceived usability and se-
curity as described in 4.1 (step ’Questions on Usability & Perceived
Security’).

The survey concludes with the questions on demographics, i.e.,
age, gender, education and employment status (step ’Demograph-
ics’). In the end, we thanked participants for attending the study
(step ’Thanks’). The study took place in Germany. Thus, all instruc-
tions and question were provided in German.

4.3 Recruiting & Ethics
Participants were recruited by advertising the experiment on so-
cial networks and distributing flyers. While our institution did
not mandate formal ethical approval for this study (this is only

https://www.soscisurvey.de/
https://www.microsoft.com/en-us/p/hololens-tips/9pd4cxkklc47#activetab=pivot:overviewtab
https://www.microsoft.com/en-us/p/hololens-tips/9pd4cxkklc47#activetab=pivot:overviewtab
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required for studies with especially sensitive participant samples
such as children or individuals with disabilities), our methodology
conforms to all requirements of our university regarding studies
with human participants. In particular, on the first page of the sur-
vey, participants received an informed consent by revealing the
study’s purpose and data processing. For any doubts or questions
regarding the study, the instructor was available throughout the
study to answer questions. Furthermore, contact information of the
researcher were given to the participants for questions after the
experiment. Participants had the option to withdraw from the study
at any point without providing any reason by closing the tab of
their browser with the survey and contacting the instructor. They
were also instructed that by cancelling the experiment, all data col-
lected so far would be deleted. Participants were assured that their
responses are evaluated in an aggregated and anonymized form, so
that no conclusions can be done about their person. Furthermore,
the user data which is also handled by SoSci Survey is stored in
Germany and thus meet the General Data Protection Regulation
(GDPR). Additional biometric data, e.g., iris data which is collected
automatically by the HoloLens was deleted after the experiment
and was not evaluated. In addition, the glasses were used without
internet connection, so that no data exchange can take place be-
tween the glasses and Microsoft or third-party providers during
use. After the study, the HoloLens was reset to make sure that all
captured data is erased from the HMD. Each participant received
a compensation of 10 Euros. The compensation was calculated by
considering duration of the experiment and the minimum wage in
Germany which was at 9.60 Euro at the time. The duration of the
experiment was set to 40 minutes based on the average duration
of pre-studies. Documents with contact details of the participants
which we collected for contact tracing due to Covid were destroyed
after 4 weeks, as required for this type of information.

5 RESULTS
This section describes the demographics of the sample and presents
the results of the usability and perceived security evaluation of the
scheme.

5.1 Participants
After conducting the experiments, none of the participants or in-
structors reported a Covid infection or any other issue. 16 partic-
ipants attended the experiment in total. The average age was 24
(SD: 5.91). 56% were male and 44% were female. 75% had already
experience with using HMD and all of them had used VR HMD, but
had no experience with AR HMD. Of those having experience with
HMD, only one participant is using an HMD regularly, the rest is
using HMD very rarely or not anymore. But, almost all of them can
imagine to use HMD in the future – also including those not having
experience with HMD before. Only one participant mentioned to
own a VR HMD. All other participants do not own any HMD. None
of the participants had ever entered a password on an HMD.

5.2 Research Questions 1-3: Usability
The scheme achieved an overall SUS score of 74 which is categorized
as a B-level system standing for “good” usability and above average
(> 68)[18].

The average duration for enrollment amounted to 62.21 seconds
(SD=24.76). The appropriateness of the time to show pictures of
the password in a 5 seconds interval was rated with 3.81 out of
5. But, 40% of the participants would rather increase the time of
the interval. The duration for the authentication session for all
three iterations in average was 32.2 seconds (SD=9.39). Thereby,
the first, second and third iteration took 40.5 seconds (SD=22.9),
30.7 seconds (SD=7.8) and 25.2 seconds (SD=7.5) respectively. The
allocation of the duration time in each session and in average is
presented in Fig. 4.

The success rate for all three iterations in average was at 90%
(SD=19). Overall the first, second and third iteration showed suc-
cess rates of 81% (SD=39), 100% (SD=0), 88% (SD=33) respectively.
Thereby, 12 (75%) succeeded in all three iterations, 3 (19%) suc-
ceeded in two iterations, and 1 (6%) succeeded in only one iteration.

Figure 4: Authentication duration of iterations 1-3 and the
average duration of all three iterations. ◦=Outlier (farther
than 1.5 interquartile ranges, but closer than 3 interquar-
tile ranges).⋆=Extreme Outlier (farther than 3 interquartile
ranges).

5.3 Research Questions 4-5: Perceived Security
and Perceived Usability

Participants rated the security of the scheme as follows:
• Perceived security in general: 3.19 (SD=1.01)
• perceived security related to shoulder-surfing: 3.94 (SD=1.09)

The general security of the scheme was perceived as medium which
shows that there is some need to increase the security perception.
But, the difficulty of guessing the password from observations was
rated high. Thus, we assume that the protection mechanism of the
scheme by shuffling the images was well understood.

The usability of the scheme was perceived as follows:
• Easy to use: 4.00 (SD=1.12)
• Easy to remember password: 4.31 (SD=0.77)
• Fast login: 3.19 (SD=1.38)
• Future use on HoloLens: 3.25 (SD=1.09)

The ease of use and memorability of the scheme were rated high.
This confirms our assumptions in Sec. 3 on the high effectiveness
and memorability of recognition-based graphical schemes. The
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perceived speed during the authentication session as well as will-
ingness to use Things on the HoloLens in the future was rated as
medium.

6 DISCUSSION
This section discusses the results of the user study by comparing
them with results of other studies from the literature. Furthermore,
we outline the limitations of our work and propose future research.

6.1 Comparing Things with Existing Work
We investigated the usability and perceived security of the recognition-
based graphical scheme Things applied on the HMD HoloLens.
Comparing the scheme’s usability performance with other schemes
from the literature is not easily possible due to the different se-
curity levels, use of other devices, application of other metrics or
completely different user study settings. Furthermore, we could not
find any literature that investigates the usability of the scheme’s
authentication process on the HoloLens. Hadjidemtriou et al. con-
ducted a user study for a cued recall-based graphical scheme on the
HoloLens, but evaluated only the enrollment process of the scheme
[13]. Yet, there are a few studies which follow a similar approach
and can help us when assessing our results.

Li et al. [19] investigated the usability of a 6-digit randomized
PIN scheme on the HMD Google Glass which has about the same
security level as Things. Unlike Things which uses gesture input, the
PIN is entered by tapping on the touch pad positioned on the temple
of the glasses. As like in our study, a random secret was assigned
to the user. Entering the PIN on the Google Glass took in average
11.2 seconds. The Things scheme on the HoloLens was about three
times slower. However, the study on the PIN scheme only measured
the time for successful attempts out of 6 attempts in total, while our
Things study also considers the time of failed attempts (all three
attempts). The success rate of the PIN scheme was at 98.4% and is
about 8% better than Things. For perceived usability the following
results were obtained for the PIN scheme: “Willingness to use” was
agreed by 100%, “easy to learn” was strongly agreed by 50% and
“fast to login” strongly agreed by 70%. While the willingness for
future use of Things was at 3.25 out of 5.0, the PIN scheme received
a higher score in this regard. Note, that the PIN study had a within-
subject design, where participants tested different input methods,
while in our Things study the participants tested only a single input
method.

Mayer et al. [23] evaluated the Things scheme on the PC, but with
a password space of 28 bits which is 8 bits more than the Things
scheme we implemented in our study. The perceived usability of
Things by Mayer et al. was rated as follows using the same metrics:
Easy to use: 4.55; easy to remember: 4.17; and fast to login: 3.77.
Regarding to ease of use and perceived authentication time, the
scheme on the HoloLens was rated about 0.5 points worse, whereas
the memorability of the password was rated similar. The unfamiliar
gesture input which is also not as mature as, e.g., a mouse or touch
pad might be the cause of the slightly worse evaluation of Things
on the HoloLens.

Hlywa et al. [14] studied the usability of recognition-based graph-
ical passwords, but without grouping the object images according
their semantics. Additionally, they also evaluated pictures of faces.

In a within subject study, participants tested the schemes on a web
service at home. The grid size and the number of pictures of the
password in their study was the same as we used for the Things
scheme. In Hlywa et al.’s study, the participants needed on average
22.55 seconds (SD=10.02) with object pictures and 35.96 seconds
(SD=18.1) with face pictures. The scheme on the HoloLens took
about 10 seconds longer to enter than the objects-based scheme on
the PC in the study by Hlywa et al. Note, the authors did not men-
tion if the passwords were assigned or chosen by the participants
and the number of sessions they have considered for calculating
the average duration.

6.2 Limitations and Future Work
The participants of the user study were chosen among young adults
which led to an average sample age of 24 years. AR technology is
still very new to most people. Thus, participants need to learn first
how to interact with AR HMD like the HoloLens. This was con-
firmed also by our study results, that none of the participants had
experience with AR HMD, but had used VR HMD before. As young
adults usually have used VR HMD and can adopt their knowledge
in VR when using an AR HMD, we decided to keep the sample
young. But, the industry employs also elderly people who would
need to work with HMD. Thus, it would be interesting to inves-
tigate the experience of elderly people with the scheme in future
studies. Furthermore, participants were not asked if they have vi-
sual impairments. The usability results might have been influenced
if participants had difficulties to see the images due to their poor
eyesight. But, as it was allowed to wear corrective glasses during
the usage of the HMD, we assume this being a minor problem.

We conducted an exploratory study to get some first insights on
Things applied in the AR context. Thus, we conducted the study
with a small sample size of 16 people and did not analyze the results
with any inferential statistical tests which would require a larger
sample size. For future work, we plan to conduct a more in-depth
analysis of Things including a comparison with other schemes.

The memorability and effectiveness of the scheme is influenced
by the assigned password and the time the participant took to mem-
orize the images. A randomly assigned password is more difficult
to memorize than a chosen password. Yet, due to the vulnerability
of graphical passwords to guessing attacks [5], we believe a ran-
dom password needs to be assigned to the user. During enrollment,
the instructor gave clear instructions on how to memorize the im-
ages. However, it must be acknowledged that the natural behaviour
of memorizing a graphical password might be different than the
behaviour in a lab environment. Additionally, the images were dis-
played in a loop (each for 5 seconds) following the approach of
[6]. However, an appropriate time for displaying the images needs
to be determined with an empirical study. We measured the time
participants needed in total for memorizing the pictures during
registration. But, we did not measure the time participants took
to memorize each image. It can be interesting in future work to
compare memorization time for each image with the corresponding
authentication performance. Additionally, the number of correc-
tions when entering the password would be interesting to measure
in future work as in the current study we only consider if the
authentication was successful.
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The limitations of the HMD might have influenced the usability
performance of the scheme which needs to be investigated sepa-
rately. For example, participants with corrective glasses wore the
HMD on top of their glasses. This might have influenced their ex-
perience with the HMD. Also, the input method might have had an
effect. The learnability of the gesture input after the training varies
among participants and the influence of this factor might impair
the usability on HMD, but further research is needed to provide
conclusive evidence for this.

Different variants of the scheme would be required to make
the scheme usable for individuals with disabilities, e.g., adapting
the images for color-blind people or providing other interaction
methods for people with reduced mobility.

Comparing the usability results of Things with existing literature
was only possible to a limited extent due to different security levels
of the schemes and different settings in the user studies. Thus, we
plan to implement various scheme types, including also a PIN based
scheme and analyze their usability in a comparative study.

For future work, design iterations of the Things scheme can
attempt to optimize the scheme’s usability. Thereby, the grid design
can be changed regarding the number of displayed images per gird
and the arrangement of the images. Furthermore, other interaction
methods like speech and gaze input can be tested as gesture input
led to long authentication times in the user study.

7 CONCLUSION
This work applies the authentication scheme Things from previ-
ous work on the AR HMD Microsoft HoloLens to protect the user
from shoulder-surfing attacks during authentication. Things is a
recognition-based graphical scheme that lets the user select an
image out of decoy images which are displayed in a randomized
order for each authentication session. Due to the private display
of the HMD the images are not visible to outside observers. We
conducted a lab study to investigate the scheme’s usability and
perceived security. The measured usability aspects include effec-
tiveness, efficiency, satisfaction, perceived usability, and perceived
security. Due to the good memorability of graphical passwords,
the scheme shows a high effectiveness. According to the System
Usability Scale (SUS), the scheme can be categorized as good with
a score of 74. Yet, the long authentication duration in the Things
scheme needs to be improved in future work. This might be done
by switching to an alternative interaction method, i.e., replacing
the gesture input with speech or eye-gaze.
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A SURVEY QUESTIONS: PREVIOUS EXPERIENCE

Figure 5: Survey questions on previous experience with AR and VR HMD.



NordiCHI ’22, October 8–12, 2022, Aarhus, Denmark Düzgün, et al.

B SURVEY QUESTIONS: PERCEIVED USABILITY AND SECURITY

Figure 6: Survey questions on perceived usability.
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Figure 7: Survey questions on perceived security.
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