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ABSTRACT
Printed electronics allow for ultra-low-cost circuit fabrication with
unique properties such as flexibility, non-toxicity, and stretcha-
bility. Because of these advanced properties, there is a growing
interest in adapting printed electronics for emerging areas such as
fast-moving consumer goods and wearable technologies. In such
domains, analog signal processing in or near the sensor is favorable.
Printed neuromorphic circuits have been recently proposed as a
solution to perform such analog processing natively. Additionally,
their learning-based design process allows high efficiency of their
optimization and enables them to mitigate the high process vari-
ations associated with low-cost printed processes. In this work,
we propose a learning-based approach to address another major
challenge of printed electronics, namely the aging of the printed
components. This effect can significantly degrade the accuracy of
printed neuromorphic circuits over time. For this, we develop a
stochastic aging-model to describe the behavior of aged printed
resistors and modify the training objective by considering the ex-
pected loss over the lifetime of the device. This approach ensures
to provide acceptable accuracy over the device lifetime. Our ex-
periments show that an overall 35.8% improvement in terms of
expected accuracy over the device lifetime can be achieved using
the proposed learning approach.
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1 INTRODUCTION
With novel products such as wearable medical devices and Inter-
net of Things (IoT) infrastructures stepping into our daily lives,
stretchable, non-toxic, flexible, and low-cost electronics become
desperately requested [32, 43]. Classic, conventionally fabricated
silicon-based circuitry cannot meet these requirements. Conse-
quently, printed electronics (PE) dominates the emerging areas for
meeting these demands [47]. Additionally, on-demand on-site fab-
rication and much-reduced fabrication costs over classical silicon
technologies make PE particularly promising for such domains.

Several printing methods exist, such as jet-printing [15], screen-
printing [29] or gravure printing [22]. Among the emerging printing
technologies, inkjet-printing [28, 53] is a promising candidate as
it enables low-cost on-demand and on-site fabrication as well as
low-voltage operation [10] to be integrated with printed energy
harvesters [33, 37].

In practice, most sensors convert information into electrical sig-
nals and transmit them to analog-digital converters (ADC). From
there, signals are transmitted to digital computing devices, such as
micro-controllers or even the cloud, for further analysis. However,
some simple tasks such as stress detection [8] and air quality moni-
toring [59] could be solved without an ADC, signal transmission,
or extensive computing resources. One of the most promising ap-
proaches to fulfill these requirements is the printed neuromorphic
circuits [56]. Here, signal processing is done directly on analog data
without the need for costly ADC. Neuromorphic circuits are com-
posed of multiple printed neurons connected by printed wires. Each
neuron consists of a crossbar implementing a weighted-sum and a
circuit realizing a non-linear transformation. The latter serves as
the activation function in artificial neural networks. See Section 2
for more details.

Due to the limitation of the low-cost additive printing technology,
the conductive properties of actually printed devices will inevitably
deviate from the intended design values. Furthermore, due to en-
vironmental influences and particularly thermal stress in the field,
the thin-film printed devices exhibit run-time degradation through
usage (aging) [6, 26, 38]. As a result, the conductances of printed
resistors such as Indium Tin Oxide (ITO) will change over time [27].
These effects lead to deviations from the intended design values of
weights in the neuromorphic circuit over time and may ultimately
result in misclassifications.

To address the aging problem in printed neuromorphic circuits,
we propose an approach to increase the robustness against aging
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via a modified training objective based on aging models of the
circuit components. Through the modified objective, aging effects
can be anticipated in training, and, instead of only considering the
initial circuit (non-aged) accuracy, the accuracy over the device
lifetime is considered and optimized during training. In summary,
the contributions of this work are:

• We develop a variation model for the aging of printed resis-
tors.

• We reduce the number of hyperparameters of printed neu-
ral network (pNN) training by use of the straight-through
estimator.

• We propose an aging-aware training solution for pNN to
address the aging problem of printed neuromorphic circuits.

While the methods proposed in this work are evaluated for printed
technologies, the overall methodology may also help in addressing
aging effects in other technologies.

The rest of this work is structured as follows: To aid the un-
derstanding of the material presented, Section 2 briefly introduces
printed electronics and printed neural networks. Section 3 describes
the aging model as well as the aging-aware training of the pNN,
while Section 4 gives the evaluation of our proposed algorithm.
Finally, Section 5 concludes this paper and discusses possible direc-
tions for future work.

2 PRELIMINARIES
As a preliminary, we briefly review the necessary background
knowledge regarding PE, printed neuromorphic circuits, and their
training.

2.1 Printed Electronics
PE refers to a fabrication technology that is based on various print-
ing processes, such as jet-printing, screen- or gravure-printing [20].
Due to the simple manufacturing process as well as low equip-
ment costs, ultra-low-cost electronic circuits can be fabricated at
a drastically lower cost compared to silicon-based VLSI processes,
which require expensive foundries and clean rooms, even with older
technology nodes.

Rather than replacing silicon-based electronics, PE serves as a
complement as it cannot rival silicon-based electronics in terms
of performance, integration density, and area. However, PE has
several advantages: it is possible to print on several rigid or flexi-
ble substrates, such as plastic foil or paper, and enables low-cost
production [17, 45].

Printing technologies are broadly divided into two categories.
Some printing technologies are based on the purely additive man-
ufacturing process, while others employ subtractive processes as
well [12], as shown in Figure 1. In the subtractive process, a series
of additive (deposition) and subtractive (etching) steps are involved,
similar to silicon-based processing. The subtractive process is rel-
atively expensive compared to the additive process, as it involves
highly specialized processing, expensive equipment, and infrastruc-
ture. On the other hand, only deposition steps are involved in the
additive manufacturing process. Transistors, passive components,
and interconnects are realized by depositing material layer-by-
layer. Generally, fully-additive printed electronics are slower, have
larger feature sizes and suffer from higher variations compared
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Figure 1: (a) Subtractive based printing process; (b) Fully-
additive inkjet printed process.

to the subtractive-based printed technologies. However, the main
benefit is much reduced fabrication costs compared to subtractive
processes, making them a suitable candidate for ultra-low-cost
domains.

Electronics on flexible substrates are enabled by using contact-
less printing methods. For example, inkjet-printers, in combina-
tion with highly optimized functional inks such as conductive,
semi-conductive, and non-conductive materials. From these inks,
organic [16] or oxide-based [48] transistors can be built. While
organic materials are easy to be processed, they have lower en-
vironmental stability. On the other side, oxide-based inks have
excellent conductivity and environmental stability but are harder
to be printed and suffer from impurities due to surfactants [20].

Inkjet-printed electrolyte-gated transistor (EGT) technology is
an oxide-based inorganic printed technology that deploys fluid
electrolytes as a dielectric substitute in the transistor and allows
operating voltages in the sub-1V regime, making it a suitable can-
didate for self-powered, portable computing systems in the IoT
domain.

Despite these promising features, several limitations are preva-
lent in PE. For example, the large feature sizes and high parasitic
capacitances, which lead to low functional densities and high device
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Figure 2: Hardware implementation for a printed neuron.
The green part shows the crossbar for weighted-sum and
the pink part represents the printed tanh-like non-linear
transformation as an activation function.

latencies. Due to this, low-complex circuit designs with limited tran-
sistor count are favored to reduce area utilization and to make the
designs manufacturable with reasonable yield. Following this trend,
several fundamental components for computing systems have al-
ready been successfully realized, such as boolean logic [19], digital
and analog storage elements [28, 54], or amplifiers [36]. Besides,
printed circuits generally exhibit high variations in production [13].
To overcome this drawback, variation could be considered during
the design [46].

2.2 Printed neuromorphic circuits
Printed neuromorphic circuits are circuits that use hardware prim-
itives inspired by the brain or artificial neural networks. Their
main hardware primitives are the resistor crossbar for realizing
the weighted-sum operation and some non-linear circuitry express-
ing the activation function. Additionally, to implement a notion
of negative weights, negative-weight circuits are used to invert
input signals emulating a multiplication by a negative number. The
individual components will be introduced in detail in the following:

Crossbar weighted-sum. Figure 2 illustrates the hardware imple-
mentation for a printed neuron. The green box on the left shows
the crossbar structure implementing a weighted-sum operation.
According to Kirchhoff’s law [35], the following equation holds:

𝑉z
𝑅4

=
𝑉1 −𝑉z

𝑅1
+ 𝑉2 −𝑉z

𝑅2
+ 𝑉𝑏 −𝑉z

𝑅3
− 𝐼act .

Here, the voltage 𝑉𝑖 indicates the input voltage of the crossbar
associating with resistance 𝑅𝑖 , 𝑉𝑧 denotes the output voltage of the
crossbar, and 𝑉𝑏 ≡ 1 denotes the input voltage at the resistor 𝑅𝑏 .
Since the impedance of the printed activation function (red part
in Figure 2) is much higher than that of the crossbar, the current
𝐼act can be neglected [57]. Therefore, after the reformulation for 𝑉𝑧
and expressing everything in terms of conductances 𝐺𝑖 = 1/𝑅𝑖 , we
obtain

𝑉z ≈
𝐺1

𝐺sum
𝑉1 +

𝐺2
𝐺sum

𝑉2 +
𝐺3

𝐺sum
𝑉𝑏 , (1)

where𝐺sum =
∑4
𝑖=1𝐺𝑖 . Evidently, Equation 1 resembles a weighted-

sum operation similar to

𝑧 = 𝑤1𝑥1 +𝑤2𝑥2 + 𝑏
in a neuron equation of a neural network, where 𝑧, 𝑤𝑖 , 𝑥𝑖 and 𝑏

correspond to 𝑉z, 𝐺𝑖/𝐺sum, 𝑉𝑖 and 𝑔𝑏/𝐺sum in Equation 1.

Negative weights. Unfortunately, the weighted-sum operation
from Equation 1 only allows expressing specific combinations of
weights. Additionally, as the weights are formed through the con-
ductance values of the crossbar resistors, only positive weights can
be realized. To emulate the behavior of negative weights, negative-
weight circuits are used to transform the input 𝑥 to inv(𝑥) in-
stead [56].

Activation function circuits. The last hardware primitive is the
so-called activation function circuit. The main requirement for this
circuit is to display a non-linear behavior with respect to its input.
Several circuits resembling classical activation function of artificial
neural networks have been realized in PE, see [56, 57]. A circuit
inspired by the tanh function behavior can be seen on the right
in Figure 2. The printed tanh function is modeled by

ptanh(𝑥) = 𝜂1 + 𝜂2 · tanh
(
(𝑥 − 𝜂3) · 𝜂4

)
with 𝜂1 = 0.134, 𝜂2 = 0.962, 𝜂3 = 0.183, and 𝜂4 = 24.10.

Printed neural networks. To model the behavior of the neuromor-
phic circuits and learn a parameterization of its components, the
pNN was introduced [56]. A pNN models the behavior of a printed
neuromorphic circuits and use so-called surrogate conductances 𝜃𝑖
as learnable parameters. A surrogate conductance encodes the value
of printed conductance through its absolute value, i.e., 𝐺𝑖 = |𝜃𝑖 |.
Additionally, the sign of 𝜃𝑖 encodes whether the corresponding in-
put 𝑥 should be inverted through inv(𝑥) (to emulate the behavior of
a negative weight). Hence, the weighted sum operation of a neuron
is modeled by∑︁

𝑖

𝑤𝑖

(
𝑥𝑖 · 1{𝜃𝑖 ≥0} + inv(𝑥𝑖 ) · 1{𝜃𝑖<0}

)
,

where 1{· } denotes an indicator function returning 1 if the respec-
tive condition is true, else 0 and

𝑤𝑖 =
|𝜃𝑖 |∑
𝑗 |𝜃 𝑗 |

.

For brevity, all surrogate conductances (learnable parameters) of
the pNN are collected in the vector 𝜽 .

Training printed neural networks. To obtain the values of the
surrogate conductances 𝜃𝑖 , a loss function L{·} (details see [56]) is
minimized using gradient-based optimization. However, the values
of the surrogate conductances have to be constrained to ensure the
feasibility of the resulting conductances.

For this, given the range of technologically feasible conductance
values𝐺 ∈ {0}∪[Gmin,Gmax] (0 relates to not printing), |𝜃 | also has
to satisfy those bounds. More specifically, 𝜃 ∈ [−Gmax,−Gmin] ∪
{0} ∪ [Gmin,Gmax].

To guarantee that these constraints hold, [56] used projections
to ensure 𝜃𝑖 ∈ [−Gmax,Gmax]. Additionally, after training, 𝜃 ∈
[−Gmin,Gmin] are set to 0 after training. To reduce the effect of this
final projection to 0, a penalty term is used throughout the training
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to avoid 𝜃 ∈ [−Gmin,Gmin]. Unfortunately, introducing a penalty
term requires a weighting coefficient which is a hyperparameter
that needs to be tuned.

To avoid this tuning and still make the training algorithm aware
of the infeasible region [−Gmin,Gmin], we directly project the pa-
rameters 𝜃 ∈ [−Gmin,Gmin] to 0 in the forward pass in training.
Usually, this would lead the gradient descent to obtaining a zero-
gradient for parameters in the respective regions. However, we can
leverage an estimate of the gradient, the so-called straight-through
estimator [58], to perform backpropagation through the projection
operation. Thus, in the forward pass, we consider

𝜃ste =


0, |𝜃 | < Gmin,

sign(𝜃 ) · Gmax, |𝜃 | > Gmax,

𝜃, otherwise,

while in the backward pass, the gradient of a surrogate conduc-
tance 𝜃 is considered to be ∇𝜃 (𝜃ste) = 1. Through the use of the
straight-through estimator and the aforementioned projections,
backpropagation can be applied for training and all 𝜃 remain feasi-
ble throughout the training.

2.3 Related Work
Modeling aging of printed components. Depending on the materi-

als, thin-film printed circuits display considerable run-time degra-
dation over time [6, 11, 26, 38], this is the aging effect of printed
electronics. Several works have studied the aging effect of resistors
to some degree, e.g., the aging of thick-film resistors [18, 50, 51]
and the aging of thin-film resistors [3, 9, 27]. A survey of aging
effects in both thick and thin film resistors is presented in [39].
However, there is still only few research on the aging of inkjet-
printed resistors. For example, although the behavior of printed
flexible resistors by thermal, mechanical, and electrical stresses
was studied in [7], no relationship between resistance and time
was discussed. Hamasha et al. studied the aging of ITO thin film
resistors in terms of time under thermal conditions [27], and the
result of the experiments shows that the aging of ITO resistance
consists mainly of two stages, namely a degradation stage followed
by a stable stage. Nevertheless, no mathematical model is given in
their work.

Considering aging in neuromorphics. With respect to considering
aging effects in the designing of neuromorphic circuits, Zhang et
al. proposed a co-optimization framework that combines software
and hardware mapping to reduce the aging effect of memristors [7].
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Figure 4: The conductance values of six printed PEDOT resis-
tors measured over 37 days.

Irmanova et al. framed a self-timed programming circuit to ad-
dress the problem of aging memristors [31]. Although both mem-
ristors and printed resistors make use of the crossbar structures
for weighted-sum, their aging behavior is vastly different. To our
knowledge, there is currently no design framework for printed neu-
romorphics that takes the aging of printed resistors into account.

3 METHODOLOGY
Figure 3 outlines our approach for aging-aware training for pNN
under conductance variation. As the first step, we develop an aging
model for the crossbar resistors. Then, based on the developed
aging model, the aging-aware training objective and the gradient
calculations required for gradient-based learning are described.

It should be noted that we do not consider the aging of the other
printed hardware primitives, i.e., the activation and inverter circuits,
in this work. To motivate this use case, one could assume that due
to their uniformity, they could be manufactured in a high-volume
production process such as roll-to-roll or screen printing together
with passivation to prevent rapid aging. However, the crossbar
conductances are customized afterward through low-cost inkjet-
printing to achieve the desired functionality at the point of use.
Hence, only the aging of the crossbar conductances is considered
here.

3.1 Aging model for printed conductance
To study the aging of printed resistors, six printed (PEDOT [30])
resistors were fabricated, and their conductances were measured
over 37 days. Five of them have different initial conductances, while
two of them have the same initial conductance. Their conductance
values over time are displayed in Figure 4.

We first process the measurement data by normalizing the time
to an interval of [0, 1]. Furthermore, we divided the measured con-
ductance values by the initial value 𝑔0 = 𝑔(0) to assess the relative
conductance degradation. Similar to the aging behaviors of ITO
resistors described in [27], all resistors display the aging behavior
in the two regions: First, a relatively fast degradation followed by a
more gradual phase (see Figure 5). Hence, we model a multiplicative
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Figure 5: Curves from the aging model for sampled
𝝎 ∼ 𝑝𝜔 (𝝎). The dots denote conductance measurements of
printed resistors normalized by their initial conductance 𝑔0.

change of the initial conductance, i.e.,

𝑔(𝑡) = 𝑔0 · 𝐴𝝎 (𝑡), (2)

and refer to the function 𝐴𝝎 (𝑡) as the aging curve parameterized
by the vector 𝝎. Several functional forms can describe 𝐴𝝎 (𝑡) such
as a double linear model [51] or an exponential behavior which we
will resort to in this work. We thus choose the following functional
form

𝐴𝝎 (𝑡) = 𝜔1 · e−𝜔2 ·𝑡 −𝜔1 + 1,

with the fitting coefficients 𝝎 = [𝜔1, 𝜔2]⊤. Note that 𝐴𝝎 (0) = 1,
such that 𝑔(0) = 𝑔0 at 𝑡 = 0.

Since different resistors (even with the same initial conductance)
display different aging behaviors over time, a variational model of
the aging behaviors is required. For this purpose, we model the
distributions of the fitting coefficients 𝑝𝜔 (𝝎). To ensure a plausi-
ble functional form (i.e., monotonically decreasing) with respect
to the observed behavior, 𝜔1 and 𝜔2 need to be positive. This can
be achieved by modeling their distribution (either jointly or in-
dependently) using log-normal distributions. Note that also other
distributions for positive random variables (e.g., the gamma distri-
bution) could be used, depending on the quality of the fit.

After modeling the distributions of the fitting coefficients, we
can generate multiple stochastic aging curves for a given conduc-
tance 𝑔0 by sampling the fitted coefficients 𝝎 from the modeled
distributions, i.e.,

𝑔(𝑡) = 𝑔0 · 𝐴𝝎 (𝑡) with 𝝎 ∼ 𝑝𝜔 (𝝎) (3)

Several aging curves 𝐴𝝎 (𝑡) with sampled coefficients 𝝎 can be
seen in Figure 5.

Finally, to assure that the aging curve𝐴𝝎 (𝑡) is independent of the
initial conductance𝑔0, we calculate the square of the correlation (𝑟2)
between initial conductances and their corresponding coefficients
𝜔1, 𝜔2 for the six printed resistors. Their correlation coefficients
are 𝑟2𝑔0,𝜔1 = 0.04 and 𝑟2𝑔0,𝜔2 = 0.005 respectively. Consequently, they
are most likely (at least linear) independent of each other [42]. We
thus conclude that the independence assumption is justified.

*!*!

*" *"

Figure 6: Exemplary aging trajectory of given weight 𝒘 (𝑡)
(left) and the optima of different objective functions (right).
The red dots indicate the initial (non-aged) weights and the
arrows represent the change in weights due to aging. The
background contour in the right figure exemplifies a loss
function L(·), where red and blue denote regions of higher
and lower loss respectively. The blue curve is the result of
Equation 4, while the red curve is the result of Equation 5.
Note that the shape of the aging trajectory may also depend
on its starting location.

Discussion. In this work, we printed six resistors for building
the mathematical aging model for printed resistors, and found a
similar aging behavior to other works such as [27]. We described
the aging behaviors𝑔(𝑡) by the product of their initial conductances
𝑔0 and the aging curves 𝐴𝝎 (𝑡). Through more impeccable aging
experiments and more data, the estimates of the distributions of the
coefficients of the aging model could be improved. Furthermore, if
deemed necessary, a better functional form 𝐴𝝎 (𝑡) could be found
to replace the function 𝐴𝝎 (𝑡) developed above. However, as long
as the function describing the aging behavior solely depends on
the time 𝑡 , no change to the aging-aware training described in the
following section would be required.

3.2 Aging-aware training
In case of the nominal training of pNN (not considering aging), a
loss function L {�̂�(𝜽 , 𝒙),𝒚} is minimized to decrease the mismatch
between the label 𝒚 and the prediction of the pNN �̂�(𝜽 , 𝒙) for an
input 𝒙 , i.e.,

min
𝜃

L {�̂�(𝜽 , 𝒙),𝒚}. (4)

However, as mentioned before, this formulation only optimizes
for the (surrogate) conductance values immediately after fabrica-
tion, i.e., 𝜽 0. To account for the changes of the (surrogate) conduc-
tances over time, the whole trajectory of 𝜽 (𝑡) over the lifetime has
to be considered. This can be achieved by integrating the loss func-
tion over the lifetime, leading to the aging-aware training objective

min
𝜽 (𝑡 )

∫ 1

𝑡=0
L {�̂�(𝜽 (𝑡), 𝒙),𝒚} d𝑡 .

We denote 𝜽 (𝑡) = 𝜽 0𝑨𝝎 (𝑡) as the element-wise product of surro-
gate conductances 𝜽 0 with their aging curves 𝑨𝝎 (𝑡) = [𝐴𝝎1 (𝑡),
𝐴𝝎2 (𝑡), · · · ]⊤, where 𝝎1,𝝎2, · · · are sampled values from 𝑝𝜔 (𝜔).
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Then, for fixed 𝝎, the aging-aware training objective is given by

min
𝜽 0

∫ 1

𝑡=0
L {�̂�(𝜽 0𝑨𝝎 (𝑡), 𝒙),𝒚} d𝑡 . (5)

Hence, (only) the starting point 𝜽 0 of the aging path represents a
learnable parameter. Figure 6 shows an exemplary aging trajectory
of given weight𝒘 (𝑡) corresponding to the printed aging resistors
in time 𝑡 . We can see from the right side that, compared to the blue
curve from Equation 4, the red curve from Equation 5 has a higher
initial loss but lower average loss over the considered lifetime.

To additionally account the variations in the aging curves due to
𝑝𝜔 (𝝎), we minimize for the expected loss with respect to 𝑝𝜔 (𝝎),
i.e.,

min
𝜽 0
E𝑝𝜔 (𝝎)

{∫ 1

𝑡=0
L {�̂�(𝜽 0𝑨𝝎 (𝑡), 𝒙),𝒚} d𝑡

}
. (6)

In the following, we refer to "aging-aware training" when using
this training objective.

Gradient-based learning. The use of gradient-based optimization
for this objective requires the calculation of Equation 6. Unfortu-
nately, the gradient cannot be calculated in closed form. Thus, an
approximation is required. For this, we first reformulate the gra-
dient of Equation 6 using the definition of the expected value and
Leibniz rule [25]:

∇𝜽 0

∫
𝝎

∫ 1

𝑡=0
L {�̂�(𝜽 0𝑨𝝎 (𝑡), 𝒙),𝒚} d𝑡 𝑝𝜔 (𝝎) d𝝎

=∇𝜽 0

∫
𝝎

∫ 1

𝑡=0
L {�̂�(𝜽 0𝑨𝝎 (𝑡), 𝒙),𝒚} 𝑝𝜔 (𝝎) d𝑡 d𝝎

=

∫
𝝎

∫ 1

𝑡=0
∇𝜽 0

(
L {�̂�(𝜽 0𝑨𝝎 (𝑡), 𝒙),𝒚} 𝑝𝜔 (𝝎)

)
d𝑡 d𝝎 .

Due to the independence of 𝜽 0 and 𝑝𝜔 (𝝎), we can further simplify
the expression to∫

𝝎

∫ 1

𝑡=0
∇𝜽 0 (L {�̂�(𝜽 0𝑨𝝎 (𝑡), 𝒙),𝒚}) d𝑡 𝑝𝜔 (𝝎) d𝝎

=

∫
𝝎

∫ 1

𝑡=0
∇𝜽 0L(𝜽 0,𝝎, 𝑡) d𝑡 𝑝𝜔 (𝝎) d𝝎

=E𝑝𝜔 (𝝎)

{∫ 1

𝑡=0
∇𝜽 0L(𝜽 0,𝝎, 𝑡) d𝑡

}
Based on this reformulation, we obtain an approximation to the
expression using Monte-Carlo estimation. For this, we first express
the integral over 𝑡 as an expected value with respect to a uniform
distribution 𝑝𝑡 (𝑡) ∼ U[0, 1], i.e.,

E𝑝𝜔 (𝝎)

{
E𝑝𝑡 (𝑡 )

{
∇𝜽 0L(𝜽 0,𝝎, 𝑡)

}}
.

We then draw samples 𝝎 ∼ 𝑝𝜔 (𝝎) and 𝑡 ∼ 𝑝𝑡 (𝑡) resulting in
gradient estimates

1
𝑁𝝎

1
𝑁 𝑡

∑︁
𝝎′

∑︁
𝑡 ′

∇𝜽 0L(𝜽 0,𝝎 ′, 𝑡 ′) with
𝑡 ′ ∼ U[0, 1],
𝝎 ′ ∼ 𝑝𝜔 (𝝎),

where 𝑁𝝎 is the number of samples 𝝎 ′ drawn from 𝑝 (𝝎) and 𝑁 𝑡

is the number of samples 𝑡 ′ drawn from U[0, 1] to approximate
the integral over 𝑡 .

This estimate can now be used for any gradient-based optimiza-
tion algorithm such as Adam [34] in conjunction with the learning
rules described in Section 2.2 to ensure the feasibility of the result-
ing conductance values. In addition, we can see that the derivation
of the gradient estimate is independent of the specific choice of the
functional form. Thus, one can easily adapt the functional form
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Dataset Topology Classic accuracy Measuring-aware accuracy Baselinenominal aging-aware nominal aging-aware
Acute Inflammation [21] 6-3-2 0.857 ± 0.146 0.999 ± 0.006 0.757 ± 0.167 0.998 ± 0.012 0.417
Balance Scale [49] 4-3-3 0.832 ± 0.087 0.891 ± 0.031 0.641 ± 0.324 0.836 ± 0.038 0.456
Breast Cancer Wisconsin [40] 9-3-2 0.941 ± 0.088 0.966 ± 0.005 0.831 ± 0.204 0.956 ± 0.024 0.633
Cardiotocography [4] 21-3-3 0.832 ± 0.095 0.884 ± 0.019 0.616 ± 0.309 0.839 ± 0.037 0.736
Energy Efficiency [52] (𝑦1) 8-3-3 0.789 ± 0.154 0.871 ± 0.015 0.537 ± 0.285 0.835 ± 0.042 0.458
Energy Efficiency (𝑦2) 8-3-3 0.873 ± 0.072 0.925 ± 0.027 0.715 ± 0.157 0.894 ± 0.047 0.503
Iris [2] 4-3-3 0.927 ± 0.063 0.918 ± 0.022 0.834 ± 0.135 0.902 ± 0.033 0.300
Mammographic Mass [23] 5-3-2 0.618 ± 0.146 0.767 ± 0.012 0.514 ± 0.151 0.724 ± 0.042 0.578
Pendigits [1] 16-3-10 0.563 ± 0.112 0.746 ± 0.024 0.294 ± 0.131 0.583 ± 0.057 0.099
Seeds [14] 7-3-3 0.845 ± 0.116 0.936 ± 0.020 0.717 ± 0.168 0.901 ± 0.036 0.333
Tic-Tac-Toe Endgame [41] 9-3-2 0.671 ± 0.226 0.875 ± 0.086 0.588 ± 0.214 0.837 ± 0.106 0.660
Vertebral Column [5] (2 cl.) 6-3-2 0.628 ± 0.109 0.737 ± 0.032 0.462 ± 0.181 0.667 ± 0.053 0.629
Vertebral Column (3 cl.) 6-3-3 0.586 ± 0.144 0.778 ± 0.030 0.373 ± 0.151 0.731 ± 0.047 0.403
Average - 0.766 ± 0.120 0.869 ± 0.025 0.606 ± 0.198 0.823 ± 0.044 0.477

Table 1: The mean and standard deviation of the average (over time) ACC/MAA of nominal training and aging-aware training.
The baseline refers to always selecting the most frequent class in the combined training and validation set.

𝐴𝝎 (𝑡) without changing the aging-aware training, as long as𝐴𝝎 (𝑡)
does not depend on the initial conductance 𝜽 0.

4 EXPERIMENTS
To evaluate the effectiveness of the aging-aware training, we im-
plemented the proposed training approach1 in PyTorch [44], and
compared the algorithm with nominal training using Equation 4
on the 13 benchmark datasets, whose complexities and use cases
match the PE profile appropriately and were also used in [55]. Con-
sequently, we also use the preprocessed datasets from [24]. Finally,
as in [57], the inputs are normalized to [0, 1] to simulate the elec-
trical signals from sensors.

4.1 Experiment Setup
We first split the datasets into training (60%), validation (20%), and
test (20%) sets with a fixed random seed. Then we repeated both
nominal and aging-aware training over ten (identical for both meth-
ods) random seeds.

Hyperparameter. We set a fixed𝑚 = 0.3 as training margin for
the loss function and a measuring threshold of 𝑇 = 0.1 (details
about hardware-related hyperparameters, see [56]). Additionally,
we use the same topology #𝑖𝑛𝑝𝑢𝑡𝑠-3-#𝑜𝑢𝑡𝑝𝑢𝑡𝑠 for all pNNs as de-
scribed in [55]. In terms of training-related hyperparameters, we
set the learning rates for both nominal and aging-aware train-
ing to 0.1. In addition, we selected 𝑁𝜔

train = 50 and 𝑁𝑇
train = 10 sam-

ples for Monte-Carlo integration during aging-aware training, and
𝑁𝜔
valid = 20, 𝑁

𝑇
valid = 10 during validation.

Training & Validation. We use full batches for gradient calcula-
tion and Adam [34] with default parameters for both nominal and
aging-aware training for parameter updates. After each training
epoch, we calculated the loss on the validation set.

In nominal training, we performed early-stopping after training
at least 20 000 epochs to ensure that the parameters are trained to

1The code is currently available at https://github.com/Neuromophic/Aging-aware-
training

an optimum on each dataset. We then choose the parameters of
pNN with the minimum loss on the validation set as the final result.

In aging-aware training, the parameters are trained in 800 epochs
without early-stopping. Analogous to nominal training, we also
calculated the loss on the validation set after each training epoch.
Although there is an apparent decreasing tendency of the loss on
the validation set during training, the loss on the validation set
fluctuates drastically due to the Monte-Carlo sampling. Therefore,
the early-stop strategy is not suitable for aging-aware training.
Nevertheless, we still choose the parameters with the lowest loss
on the validation set as the final result.

Baseline. As the baseline, we report the performance of random
guess, i.e., to always predict the most frequent class from the com-
bined training and validation set. Hence, if the pNN gets worse
than this baseline, there is no benefit to considering the output of
the pNN anymore.

4.2 Result
After training, we choose pNNs based on the best validation loss,
as it would be the one selected for fabrication. We evaluate the
results of the test set. The pNNs are not only evaluated within
the normalized time interval [0, 1] (training interval of 37 days),
but also extended to [0, 10], which represents an extrapolation to
approximately one year. As an evaluation metric, we select the
classic accuracy (ACC) and measuring-aware accuracy (MAA) [56],
where ACC represents the accuracy in a general sense and MAA is
hardware-related accuracy, considering the threshold for measuring
voltages, etc. We report the mean and standard deviation of both
metrics base on 𝑁𝜔

test = 500 sampled aging curves. Generally, aging-
aware training leads to better results, see Figure 7. Moreover, since
the conductance decay exponentially over time, only slight changes
in the conductances in the interval [1, 10] can be observed. Thus,
the accuracy is stable in this region. To measure the results of each
dataset in a single metric, we average the mean ACC/MAA over
time, see Table 1. From this table, we can conclude that, compared to
nominal training, aging-aware training has a higher expectation of

https://github.com/Neuromophic/Aging-aware-training
https://github.com/Neuromophic/Aging-aware-training
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accuracy throughout the lifetime, and it is more robust against the
expected aging behaviors based on our aging model. To summarize
the overall improvement, we average the accuracy cross all datasets
and calculate the improvement of averaged aging-aware training
(relative to nominal training) across all datasets. The result reflects
an overall 35.8% improvement in the expected accuracy of aging-
aware training over nominal training.

4.3 Discussion
In contrast to nominal training, which aims to achieve the best
accuracy at 𝑡0, aging-aware training focuses on improving the ex-
pected accuracy over the circuit lifetime by considering the aging
of the printed crossbar resistors. Therefore, with the same num-
ber of learnable parameters, the nominal training may outperform
aging-aware training at 𝑡0, while over a longer time horizon, pNNs
from aging-aware training may display a better accuracy. Moreover,
since the aging-aware training considers the variation of stochastic
aging curves, pNNs from aging-aware training should display more
stable results (i.e. less standard deviation) when subjected to aging.
This is also what can be observed in Figure 7.

However, for some datasets, the results of aging-aware training
even exceed those of nominal training at 𝑡0, see Cardiotocography,
Energy Efficiency (𝑦2), Pendigits, and Vertebral Column. This is pos-
sibly due to favorable optimization dynamics through sampling.
For example, since aging-aware training samples and calculates
gradients for several sets of parameters in the vicinity of the current
solution, it may have an easier time escaping local minima.

It should be mentioned that, as a trade-off for high expected
accuracy, aging-aware training requires a longer runtime due to
sampling and additional gradient computations. Since the gradi-
ent computation is the most costly operations, the training time
for aging-aware training is approximately 𝑁𝜔 × 𝑁 𝑡 times that of
nominal training (if no parallelism is employed).

5 CONCLUSION AND FUTUREWORK
Due to its advantages such as ultra-low costs and flexibility, printed
electronics has been taking over several emerging fields like IoT
and wearable technologies. With the incorporation of the artificial
neural networks which achieve high efficiency with extremely
simple primitives, printed neuromorphic computing becomes even
more of a marvel. However, the aging of printed components is a
decisive problem that cannot be ignored.

In this work, we proposed an aging-aware training framework
for pNN to address the aging problem of printed components in
printed neuromorphic circuits. For this purpose, we developed a
stochastic aging model for the printed resistors. We then formulated
an objective function that encourages a pNN, based on an aging
model, to achieve higher expected accuracy over a device lifetime.
Since no closed expression for the gradients of the training objec-
tive can be derived, gradients were estimated using Monte-Carlo
(gradient) estimation.

Our experiments show that training pNNs through the proposed
aging-aware training framework can substantially improve the
expected accuracy under the modeled aging behavior. This should,
in turn, lead to the printed neuromorphic circuits exhibiting a better
overall accuracy over their lifetime.

As a limitation, only the aging of the crossbar resistors, which
represent the weights, was considered. The other circuit compo-
nents, i.e., activation and negative-weight circuits, were assumed to
exhibit no aging due to the prefabrication and passivation. However,
aging in these components should also be considered for future
work. Additionally, the initial conductance value was assumed to
be fabricated precisely. However, due to the variations associated
with PE, manufacturing variations in the initial conductance value
should also be considered in the future.
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