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CHAPTER 1

INTRODUCTION

The mathematical understanding of random point patterns is essential in spatial statistics, stochastic geometry,
and statistical mechanics. Interest in a study of such patterns arises immediately from the many applied
scientific fields where they appear, such as astronomy (locations of celestial objects, cf. Gabrielli et al., 2005),
ecology (locations of plants or species, cf. Thompson, 1955), epidemiology (occurrence of disease hotspots, cf.
Quesada et al., 2017, and their references), geology (earthquake sites, cf. Bray and Schoenberg, 2013), and
physics (interacting particles, cf. Ruelle, 1969), to name just a few.

For a probabilistic study of these random point patterns and the development of theoretically founded tools
for statistical analysis, it is crucial to scrutinize the mechanism which generates this type of data. In modern
probability theory and statistics, any data-generating mechanism is formalized by a probability measure on
some suitable state space. While these distributions contain the full information on the associated random
quantities, it is usually difficult to cope with the entire structure. Rather than that, one is often content with
the study of specific characteristics of the random object in question. For instance, instead of investigating the
full distribution of a point pattern, one may focus on the number of points in a given part of the space or on
the occurrence of clusters. This requires random elements, which describe a data-generating mechanism, to be
amenable to manipulations that reduce the difficulty of the investigation.

The question is, which mathematical objects lead to a neat and practical description of random spatial point
patterns? The focus nowadays lies on point processes, which are random counting measures whose atoms are
interpreted as points in the space on which the measure lives. This approach leads to models that allow for
a clear intuition but also for an extensive mathematical analysis as each realization of a point process is a
measure, hence itself a highly structured object.

The simplest way of constructing a point process is by taking independent random points in the state space
and combining them to a point pattern. If the number of points thus constructed is itself random and follows
a Poisson distribution, the resulting random point pattern is a Poisson process. The central property of a
Poisson point process is the strong inherent stochastic independence between its points. From the perspective
of statistical mechanics this is usually interpreted as the lack of interactions between points and the Poisson
process is called an ideal gas, which is nicely explained by Jansen (2017). In this context it is rather evident
why the Poisson process is an idealization, as the fact that particles of a gas should not interact is hardly a
realistic assumption. The same can be said for all applications listed above, where the existence of certain
interactions between points is intuitively obvious. Once we leave the independence property behind, models
might become more realistic, but their mathematical analysis is more involved. A popular model which allows
for a wide variety of interactions and dependencies among points is broadly known as a Gibbs process and
can be understood, in several ways, as an extension of the Poisson process. As such, Gibbs processes inherit
structural properties that pave the way for a probabilistic understanding.

The goal of this thesis is to contribute to the body of theoretical results available for Gibbs processes. The
setting and level of the following introductory part are chosen such that they enable a mathematical reader
who is not familiar with Gibbs processes to get a very rough impression of these objects. For a transition to
the actual framework of the thesis we conclude the introduction with a few words that relate to the much
more general setting. While most of the relevant literature is provided in the main body of the thesis, where

references can be classified properly, the literature which is central to the topics of the introduction is mentioned
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right away.

A first rigorous treatment of point processes in the wider sense is due to Wiener and Wintner (1943) and the
notion of point processes as random counting measures goes back to Moyal (1962). To have this notion at hand
for the remainder of the introduction, consider as a state space R?, endowed with the Lebesgue measure £?,
and let N¢ be the collection of all counting measures > j dz, on R¢ whose points do not accumulate. Note that
the points z; are in R? and that 0z; = I{z; € - } is the Dirac point measure in x;. Without addressing issues
of measurability right now, we call a random element 7 of N? a point process in R?. That these objects provide
a valid model for the structures described before might get more intuitive when noting that each point process

1 may be written as
n(R?

)
n= Z Ox,
=1

for some random elements X1, X», ... of R? and, conversely, any collection of random points in R? (which do
not accumulate) can be combined to a point process accordingly.

As mentioned previously, the simplest such process arises from taking a finite number of independent random
points X1, ..., X, distributed uniformly over a bounded subset of R?, and considering the binomial process
P = Z;”:l dx,. If m is not a fixed integer but a Poisson random variable, the resulting mized binomial process
is also called a Poisson process or continuous chaos, where our presentation follows Last and Penrose (2017) but
the latter term was coined by Wiener (1938). Such a process has strong independence properties, namely for
any disjoint Borel sets By, B, C R%, the number of Poisson points in B; and By, that is, the random variables
®(B;) and ®(Bs), are stochastically independent. A (homogeneous) Poisson process with intensity v > 0 on
the full space is a point process ® such that, for any Borel set B C R%, ®(B) is a Poisson random variable with
parameter - £L4(B), and such that ®(B;) and ®(By) are independent for all disjoint Borel sets By, By C RY.
Part of a realization of a Poisson process is shown in Figure 1.1.
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Figure 1.1.: Realization of a homogeneous Poisson process in [0, 2] x [0, 1] with intensity vy = 30.

In line with the independence property inherent in continuous chaos, a Poisson process on the full space, also
called continuous homogeneous chaos, is constructed by taking a (Poisson-)mixed binomial process on each
portion of a partition of R? into bounded windows, with all of these processes stochastically independent, and
taking their sum. This construction goes back to Moyal (1962) and guarantees that Poisson processes on the
full space exist.

An essential feature of Poisson processes is that we may reshuffle its points in any part of the space without



changing the distribution. More specifically, if ® and @ are two independent Poisson processes with intensity ~y

and B C R? is a Borel set, then by the superposition principle (writing B¢ for the complement of B)
Ppe + & =D(-NB°)+d'(-NB)

is again a Poisson process with intensity . This construction corresponds to removing the points of ® in B
and replacing them with new Poisson points given through ®’, as illustrated in Figure 1.2. In terms of the
distribution of a Poisson process with intensity ~ restricted to B, which we denote by Il , (as a probability

measure on Nd)7 this property may be rewritten as

P(® € -) IE[/Nd]l{chchuE g ()| (1.1)

Figure 1.2.: Illustration of the reshuffling. From left to right: the Poisson points inside B are simulated anew
while the points outside B remain.

A second characteristic of Poisson processes is the formula due to Mecke (1967), stating that a homogeneous

Poisson process ® with intensity -y satisfies, and is in fact characterized by,
E[ f(m7q>)dq>(x)} = 7/ E[f(z,® + ;)] dL(z)
Rd Rd

for all measurable functions f : R? x N4 — [0, c0). Heuristically, the Mecke equation contains the independence
of ®r,1c and ®(dz), together with the fact that ®({z}) = 0 almost surely. The formula is a useful tool in
calculations involving Poisson integrals and is one reason why probabilistic models which are based on spatial
Poisson processes allow for the derivation of many explicit results and properties. Both the reshuffling property
and a Mecke type formula also play a huge role in the study of Gibbs processes.

As the strong independence assumptions inherent in a Poisson process are too restrictive for practical
models, more complicated processes which allow for dependencies or interactions between points need to be
considered. For a motivation of the initial definition of such models, recall first that a standard procedure
for the construction of continuous probability distributions is to consider measures which have a probability
density function with respect to the Lebesgue measure. Intuitively, the Lebesgue measure corresponds to a
uniform distribution, disregarding any specific structure in the random quantity, and the density function
corresponds to a reallocation of probability mass in the sense that certain outcomes become more or less
probable, or are excluded entirely. In line with these constructions, we take the distribution of a Poisson process
as a reference measure on N¢ and reallocate probability mass according to a density function. As soon as
these density functions are given in terms of a so-called energy function, or Hamiltonian, we call the resulting
distribution a Gibbs measure, named after the mathematical physicist Josiah Willard Gibbs (1884, 1902). Even
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tough we later study general interactions between points in arbitrary state spaces, let us stick for now to
Fuclidean space and limit ourselves to repulsive pair interactions. To specify the construction, assume that the
entirety of interactions in a point configuration (called the energy) is obtained by only taking into account

every pair of two points in the configuration, with their interaction being determined by a symmetric function

v: R4 x R? — [0, 00]. Thus, the energy of a configuration consisting of points x1, s, ... € R? is given by
H(Ybe,) = 3 olws ),
J 1<j

following Ruelle (1969). The function H is called the energy function. An extension thereof, the so-called
Hamiltonian, takes into account preexisting boundary points ¥, y2, ... with which each of the z; may also

interact in the sense that the overall energy is

H(Zéx]., Zéyk) = Zv(mi,xj) + Zv(xj,yk).
j k

i<j J.k

On a fixed window B C R? and for some boundary configuration 1 € N?, we follow Georgii (2011) in

considering the measure
/ 1{pc .}e*H(u,w) dllg . (p).
Na

Whenever this measure assigns finite mass to the full space N¢, that is,

Zoo(@) = [ e dlp () < .
N L

we normalize the measure and call the resulting probability law a Gibbs measure on B with boundary
configuration ¢ and activity v > 0. A point process which is distributed according to the normalized measure is
then called a Gibbs process in B with boundary condition v and activity . To get a feeling for this construction,

consider the hard core pair interaction

00, |r—y| <R,
v(z,y) =
07 |'T - y| > Ra

where R > 0. If p = Zj 0z, and ¥ = >, d,,, then H(u,1p) = oo as soon as two points z; and z; have distance
less than R or one of the x; has distance less than R from one of the y. If no such instance occurs, then

—H(1-¥) is 0, so these configurations cannot be

H(p,v) = 0. In the first case, the corresponding density e
realized in the Gibbs process. In the second case, the density function of the Gibbs measure is 1 and we are
back in the Poisson world. In other words, no two points of the Gibbs process can be closer to one another than
distance R and none of the Gibbs points can lie closer than R to any of the boundary points. Other than these,
no interactions are taken into account. We can also interpret such a process as a Poisson process conditioned
on all points having at least distance R from one another, as suggested by Figure 1.3. Hence, the reallocation
of probability mass is realized by excluding configurations and redistributing the corresponding mass under a
Poisson process evenly over all remaining Poisson configurations.

For most relevant choices of v, in particular for the previous example, the normalization of the measure
e~ M ¥) 1] B,y (1) is not possible when considered on the full space, as the normalization constant is 0. In the
example above this is due to the fact that a Poisson process on the full space will have two points which lie
closer to each other than distance R with probability one. Hence the approach of considering density functions
with respect to a Poisson process is impractical for the definition of infinite volume Gibbs processes. However,
with the above understanding of finite Gibbs processes, it is apparent that certain structural properties of the

underlying Poisson process are inherited. In fact, any pair interaction Gibbs process 1 on some bounded set B



Figure 1.3.: Realization of a hard core process in [0, 1] x [0, 1] with intensity v = 100 and R = 0.1 (left). The
impenetrable core of radius R/2 of each point is printed for better visualization (right).

with empty boundary condition and activity ~ satisfies

E| [ flmmdp@)| =7 | E[f(z,n+8)r(z,n)]dc(z)
|fsean] = [,

for all measurable functions f : RY x N4 — [0, 00), where

) =10 —exp (= [ o(e)avin)

is called the Papangelou intensity of n, named after Papangelou (1974). This generalization of the Mecke
equation is attributed to Georgii (1976) and Nguyen and Zessin (1979) and called the GNZ equation. For a
Poisson process, where we have no interactions (v = 0), the s-term disappears (k = 1) in accordance with the
Mecke formula. Once interactions are allowed, the definition of x leads to the heuristic understanding that
k(z,n) provides an indication of how likely it is to find a Gibbs point in x given the points of 1. In a sense,

—H(%) in the definition of the finite Gibbs process as well as the function x in

both the density function e
the GNZ equation capture the deviation from a Poisson process. Note that the GNZ equation formally makes
sense for any point process n without reference to some bounded window B and without any issues concerning
the normalization of a measure on N¢. We thus actually choose the GNZ equation as a definition of a Gibbs
process with Papangelou intensity . With this definition, however, it is still not clear if infinite volume Gibbs
measures exist or how they can be constructed, as the GNZ equation in itself is only an integral equation
without an obvious solution.

The first impulse for constructing an infinite volume Gibbs

process, namely proceeding as in the Poisson case, is bound
to fail. Since points interact, the occurrence or missing of
points in some part of the space influences the occurrence
or missing of points in separate parts of the space, so we : . &n

cannot simply produce finite Gibbs processes on each set of

a partition of the space and glue them together, at least not

to the effect that the resulting process is again a Gibbs pro- B

cess. However, another intuitive approach leads to success. Figure 1.4.: Realizations of finite volume Gibbs
Namely, as illustrated in Figure 1.4, one takes a sequence of processes &, on suitable sets B,,.

finite volume Gibbs process £1,&s, ... on bounded windows
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By C By C ... with U?:l B, = R%, extracts a subsequence which converges in an appropriate sense, and
shows that the limit process still satisfies the GNZ equation and is therefore a Gibbs process on the full space.
In considering such a limit construction on a formal level, the strength of the interactions has to decay in a
controlled way. For the descriptive setting of repulsive pair interactions chosen in this introduction, a rather

weak integrability condition on v is sufficient. Indeed, if

/ (1- e_”(””’y)) dL(y) < oo
R4

for £%-almost every x € R?, then a pair interaction process on the full space exists according to Ruelle (1970).
Note that this integrability property is satisfied by any pair potential with a finite interaction range, as in the
explicit example above.

With general Gibbs processes defined via an extension of the Mecke equation and their existence guaranteed
by a construction via finite volume Gibbs processes based on an underlying Poisson process, it is natural to
ask what other properties a Gibbs process inherits or generalizes from a Poisson process. One insightful and
graphic property is related to the reshuffling described earlier. Again, it should be clear that it is not to be
expected that such a property holds without changes. If we remove the points of a Gibbs process in some
part B of the space, the remaining Gibbs points still exert influence on what can possibly happen inside B.
Intuitively, a reshuffling of the points in B has to take into account the points which exist outside B. With the
previously introduced notion of boundary conditions this can be formalized to the statement that any Gibbs

process 1 with pair interaction v and activity v is characterized by the identity

1

Zo ) /N U+ npe € om0 dlg ()

P(UG .)E{ZBW(

being satisfied for all bounded windows B C R?. The normalized integral on the right hand side is essentially a
Gibbs process in B with pair interaction v, activity v, and boundary condition 7pge, which is added to the points
of npe. This corresponds to a reshuffling of the points in B, taking the (expected) influence of the Gibbs points
outside of B into account, which is graphically shown in Figure 1.5. If there are no interactions (H = 0) we
end up with the Poisson setting in (1.1), as anticipated. The formula in the previous display is of extraordinary
interest. In statistical physics it is one of the central characteristics of Gibbs measures and, in appreciation of
Dobrushin (1968b,c, 1969), Lanford and Ruelle (1969), and Ruelle (1970), called the DLR equation.

Figure 1.5.: Illustration of the DLR equation. From left to right: the Gibbs points inside B are simulated anew,
but the existing points outside B are taken into account as a boundary condition.

Once the question of existence of solutions to the GNZ equation, hence the existence of Gibbs processes,
is settled, the natural mathematical follow-up question is whether the solution is unique. Even in the rather

simple setting we consider right now, this question is notoriously difficult. The general belief is that Gibbs



measures are unique for sufficiently small activities, but a transition occurs as the activity increases. It is
possible to conjecture these results in many specific models as they correspond to physical phenomena like
liquid-vapor phase transitions or magnetization, as summarized by Georgii (2011). While rigorous mathematical
results for the phase transition are sparse and exist only for very few models, previous years have at least seen
an improvement of lower bounds on the activity at which a phase transition may occur as well as a better
understanding of the uniqueness problem for Gibbs measures, cf. Jansen (2019), Houdebert and Zass (2022),
and Michelen and Perkins (2021a) to mention just the most recent ones. The main result of the thesis at hand
is a further contribution to this endeavor which comes with a probabilistically intuitive interpretation. Namely,
we consider the function ¢, = 1 —e™?, which takes values in [0, 1] as v is non-negative, and we connect any
two points z,y € ® of a Poisson process ® with probability ¢, (z,y), independently for all pairs of points. The
resulting random graph is called the random connection model based on ® and ¢,. A graphical illustration
is provided in Figure 1.6. Regarding the construction of the random connection model in dependence on
the intensity of the Poisson process, it is known from Penrose (1991) that there exists a critical intensity 7.
such that for any intensity below 4. the random connection model has no infinite connected component (with
probability one). In this case, the random connection model is said to be subcritical. Our main result states
that the Gibbs measure with pair interaction v is unique as soon as the random connection model based on ¢,
is subcritical. The proof of the result is based on a coupling construction and technically involved, but the
result itself allows for an interpretation. Taking the pair interaction process as being embedded into the Poisson
process used to construct the random connection model, an existing interaction between points may establish a
mutual connection depending on the strength of the interaction, with stronger interactions leading to higher
connection probabilities. Then, in order for the Gibbs measure to be unique, the range of the interaction that

any given point can exhibit to other points via its clusters has to be controlled suitably.

(J
[ ]
° \
= °
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(]
[ ]
L ]
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Figure 1.6.: Excerpt of a realization of a random connection model based on a Poisson process with intensity

~ = 50 and the connection function ¢(z,y) = exp(—10 - |x — y|)/3. Depicted are only the Poisson
points within [0, 2] x [0, 1] and their connections among each other.

The selected references which appear above already indicate that some general understanding of Gibbs
measures compiled during the 60s and 70s. Despite this fact, Chapter 2 contains a self-contained study of
the basic concepts regarding Gibbs processes, the novelty being that these notions are considered in arbitrary
measurable spaces, disregarding topological and geometric structures of the underlying state space completely.
This allows to understand how some properties of Gibbs measures are purely structural and generic. In Chapter

3 general existence and uniqueness results, as well as decorrelation and mixing properties, for Gibbs processes
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are established, still focusing on abstract state spaces. In particular, both Chapters 2 and 3 include higher order
potentials which can be attractive, not just repulsive pair interactions, and the results require no stationarity
assumptions. Chapter 4 contains essentials on, and an existence result for, pair interaction processes which are
derived from the general considerations in Chapter 3 and provide an overlying structure for results from the
existing literature. Similar to Chapter 2, Chapter 4 emphasizes the fact that the whole study is undertaken in
very abstract state spaces, thus untying the above concept of pair interaction processes from R%. This should
come as no surprise, since the given definition of pair potential Gibbs measures is generic and does not refer to
the specific geometry of Euclidean space, or to any topological properties (as assumed in the existing literature)
for that matter. Lastly, but most importantly, Chapter 5 makes precise the uniqueness result as summarized
above. While the restriction to repulsive pair interactions is essential to even make sense of the required random
connection model, we can again detach completely from any geometric assumptions on the state space and work
on arbitrary separable metric spaces endowed with a reference measure which may include both continuous and
discrete parts. As such, the uniqueness result includes both the discrete and continuous setting, it allows for
pair potentials which are not invariant under translations, and does not require the interactions to be finite in
their range. More detailed introductions to each of the four parts are given at the beginning of the respective
chapter.

Note that all pictures which appear in the thesis were generated by the author. The depicted point processes
were simulated according to Section 3.2.3 and Algorithm 7.4 of Mgller and Waagepetersen (2004) in Python 3.7
(referring to van Rossum and Drake, 2009, for a manual). The resulting points were then transferred into the

graphics tool of Geogebra (cf. Hohenwarter, 2002) to produce nicer pictures.


https://www.python.org/
https://www.geogebra.org/

CHAPTER 2

GENERAL (GIBBS PROCESSES IN ABSTRACT STATE SPACES

The chapter is structured as follows. We first summarize, in Section 2.1, which mathematical preliminaries
are required for the thorough understanding of the thesis. In Section 2.2 we recall basics from point process
theory. It is not yet standard to consider these objects in arbitrary measurable spaces but the book by Last
and Penrose (2017) provides a valuable reference. We also discuss some properties of Poisson processes which
are required throughout the manuscript. These preliminaries are mostly provided as a reminder and to fix
notation, but not to discuss full proofs. A little more emphasize is given to Janossy and factorial moment
measures, where older results are generalized and presented with state of the art proofs.

In Section 2.3 we define Gibbs processes using the so-called GNZ equations, thus specifying such a process in
terms of a Papangelou intensity which, intuitively, determines the probability of finding a Gibbs point in some
specific location given all other points. Moreover, we discuss immediate consequences of this definition. Section
2.4 is devoted to a brief derivation of the Janossy densities and correlation functions of Gibbs processes and in
Section 2.5 we study finite Gibbs processes, a setting which allows for an alternative and explicit representation
of Gibbs measures. In Section 2.6 we tackle the most pressing issue which arises when considering Gibbs
processes in general measurable spaces, where counting measures cannot be written as sums of Dirac measures
and hence the interacting points of the process cannot be identified within the state space. Namely, we answer
the question how Hamiltonians can be defined when the points of a configuration cannot be specified explicitly.
Section 2.7 contains a characterization of finite Gibbs processes in terms of absolute continuity with respect
to a Poisson process distribution. This last interpretation of finite Gibbs processes is usually stated as their
definition in spatial statistics. Finally, we prove, in Section 2.8, the DLR equations that provide another
characterization of Gibbs processes which usually serves as their definition in statistical mechanics. Formally
we generalize the DLR characterization to arbitrary measurable state spaces but there are no novel techniques

involved.

2.1. REQUIRED PRELIMINARIES

Naturally, this thesis cannot start from zero in every respect but requires some previous knowledge in measure
and probability theory as well as in topology. We use this section as a short primer to make the reader aware
of what is required for a thorough understanding of the thesis.

First, and foremost, the reader requires a sound knowledge of the basics from measure theory. This includes
the concepts of families of sets, like Dynkin systems, rings, fields, and o-fields as well as their mutual relations
and operations involving these objects. Throughout, we need to work with measure spaces, measurable functions,
product spaces, product measures, and absolute continuity. We also work with the extended reals and recall
the handling of “co0” in Section 2.2. This last point is essential as we rely extensively on the integration of
non-negative measurable functions with respect to some measure, particularly allowing for the value oo in both
the function and the integral. Needless to say, understanding the construction of these integrals, defining them
first for indicator functions, then for simple functions, and extending the notion to measurable functions by
monotone approximation with simple functions, is essential. We also put to use major tools of integration theory
like Fubini’s theorem, Fatou’s lemma, monotone and dominated convergence, and we work with LP-spaces. Our

standard references for measure theory are the books by Bogachev (2007a) and Cohn (2013).
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The second major topic, where basic previous knowledge is essential, is measure theoretic probability. In
particular, the reader should be familiar with the notions of probability spaces, random variables, probability
distributions, expectations, stochastic independence, conditional expectations and conditional distributions,
and weak convergence. For these preliminaries we refer to Chapters 3, 4, and 6 of Kallenberg (2002).

The thesis also requires very basic knowledge of topology, especially metric topology. Key concepts for us
are topological and metric spaces and their properties. We also use that in metric spaces compactness and
sequential compactness are equivalent, as well as several similar facts. Moreover, we rely, at some points, on
properties of continuous functions and constructions involving the product topology. Also, the reader should be
familiar with the fundamentals of the interplay between topology and measure theory.

Based on these preliminaries, which are not repeated here, the thesis starts with a short reminder of the basics
from point process theory and, from thereon, tries to be as self-contained as possible (and reasonable). Since
the point process theoretic perspective of Gibbs processes is presented in uncommon (and often unprecedented)
abstraction, it is natural to start from the very definition and be precise and comprehensive in every detail.
We try to do the same with all technical results from measure and probability theory or functional analysis
that cannot be assumed to be in every reader’s repertoire. Such results are either detailed completely in the
appendix, in cases where they are adapted or generalized, or thoroughly referenced.

Of course the above list of preliminaries is not comprehensive, both in the sense that measure theory,
probability theory, and topology are also based on even more basic mathematical concepts and in the sense
that we sometimes use results which are not stated explicitly in the list. It is certainly difficult to determine
where to draw the line between required knowledge and the entry point of the thesis, but the section at hand

should enable the reader to roughly classify where this thesis starts in terms of required previous knowledge.

2.2. GENERAL NOTATION AND BASICS FROM POINT PROCESS THEORY

In this whole chapter we consider the most general setting for a state space, namely we let (X, X') be a measurable
space which is assumed to be localized, meaning there exists a nested sequence of sets, By C Bo C ..., in X
such that [ J72, Bj = X. We define the bounded sets A} as the collection of all sets in X which are contained in
one of the Bj. The collection A} constitutes a ring over X with o(&p) = X'. A measure A on X is called locally
finite if \(B;) < oo for all j € N. We write X®™ for the m-fold product o-field on X™ and A™ for the m-fold
product measure, where m € N.

We denote by N = N(X) the set of all counting measures, that is, the set of all measures p on X for which
u(B) € Ny for each B € X,. The space N is endowed with the o-field A/ generated by the evaluation maps
g u— pu(B), B € X. In other words, A is the o-field generated by the sets

{peN:uB) =k}, BeX, keN,.

We denote by Ny = N(X) the set of all finite counting measures and by Np = N (X) the set of all p € N
with p(B€) = 0, where B¢ = X\ B denotes the complement of B € X. Moreover, we denote by vg = v(-N B)
the restriction of a measure v on X to the set B € X.

A point process in X is a random element 1 of N defined on some underlying probability space (2, F,P). By
definition of N, any realization n(w), with w € Q, constitutes a locally finite measure on X. For a measurable
function f : X — [0, 00] we denote by

/X f() dn(z) (2.1)

the [0, co]-valued random variable whose realizations arise from integrating f with respect to n(w). Measurability
of the random variable in (2.1) is guaranteed, for instance, by Lemma A 4. If f = 1p, the indicator function of

aset D € X, we write n(D) for the corresponding (Ng U {c0})-valued random variable. Throughout this work
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we adopt the usual co-conventions, that is, co +¢ = ¢+ 0o = oo for all ¢ € (—o0, 0] and 0o - ¢ = ¢+ 00 = oo for
all ¢ € (0,00], as well as 00 - ¢ = ¢+ 00 = —oo for all ¢ € [—00,0). We also use the standard measure theory

convention co -0 = 0-00 =0, and put e~

= 0 as well as log(0) = —oo. Other than these, we do not define
any terms involving +o0o or —oo.
By Proposition 2.10 of Last and Penrose (2017), two point processes n and 7’ have the same distribution if,

and only if, the vectors
(n(D1),-..,n(Dm)) and (1 (D1),....n" (D))

have the same distribution for all Dq,...,D,, € X and m € N. In fact, it suffices to consider pairwise disjoint
sets.

The intensity measure of a point process 7 is the measure
E[n)(B) =E[n(B)], Bex,

and Campbell’s theorem yields
| [ st anto)| = [ ) aei

for all measurable functions f : X — [0, 00]. For a reference, see Proposition 2.7 of Last and Penrose (2017).

A point process 7 is called proper if there exist random elements X7, X, ... of X such that

n(X)
n= Z dx, [P-almost surely (a.s.),
j=1

where 6, = 1{z € - } denotes the Dirac measure in z € X, using that « — 0, € N is trivially measurable. If
n(X) = 0 we interpret the sum as the zero-measure 0 € N on X. Note that in measurable state spaces, point
processes are generally not proper. This is in line with the fact that a measure € N can, in general, not be
written as a sum of Dirac measures (cf. Exercise 2.5 of Last and Penrose, 2017). If, however, (X, X) is a Borel

space, in the sense that there exists a bi-measurable bijection ¢ from X onto a Borel subset of [0, 1], then there

exist measurable maps (1, (s,...: N — X such that
w(X)

n= 0 neEN.
j=1

This is virtually proven in Chapter 6.1 of Last and Penrose (2017) or in Lemma 1.6 of Kallenberg (2017).
Therefore, point processes in localized Borel spaces are always proper.

Whenever (M, M, Q) is a finite measure space, we endow the product space (X x M, X ® M) with the
localizing structure By x M, By x M .... We then define the space N(X x M) analogously to N = N(X) and
consider point processes in X x M as random elements of N(X x M). As usual, these processes can be interpreted
as marked point processes in X with mark space M. In Chapters 2 — 4 we always use the shorthand notation
N for N(X). In Chapter 5, however, we have to distinguish very carefully between point processes in X and

X x M, so we will use the more precise notation N(X).

2.2.1. THE POISSON PROCESS

Fix any locally finite measure A on X. A point process ® in X is called a Poisson process with intensity measure
A if ®(B) is Poisson-distributed with parameter A\(B), for every B € X, and ®(D;), ..., ®(D,,) are independent
for all pairwise disjoint sets Dy, ..., Dy, € X and every m € N. Note that if A\(B) = 0 (or A(B) = o0) then
®(B) being Poisson-distributed with parameter A(B) means ®(B) = 0 (or ®(B) = co) almost surely. It follows
immediately that A is indeed the intensity measure of ® and that, for any B € X, we have ®(B) < oo almost
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surely if, and only if, A\(B) < oo.

If ® is a Poisson process with intensity measure A and Dy, Ds, ... € X are pairwise disjoint, then ®p,, ®p,, ...
are independent Poisson processes with intensity measures Ap,, Ap,, .. ., respectively, by Theorem 5.2 of Last
and Penrose (2017).

We write II, for the distribution of a Poisson process with intensity measure A, with II) thus being a
probability measure on N with

M, =P*=P(®c-).

Recall from Theorem 3.6 and Proposition 3.2 of Last and Penrose (2017) that a Poisson process in X with
intensity measure \ exists and that the distribution of a Poisson process is uniquely determined by its intensity
measure. The following result due to Mecke (1967) generalizes Campbell’s theorem and characterizes the

Poisson process. We refer to Section 4.1 of Last and Penrose (2017) for a proof.

Proposition 2.1. A point process ® in X is a Poisson process with intensity measure X\ if, and only if,

E{/Xf(:c,@)d@(x)} :]E[/Xf(:c,d)—kém)d)\(:c)

for all measurable functions f : X x N — [0, c0].

If (M, M, Q) is a probability space and ¥ a Poisson process in X x M with intensity measure A ® @, then
the projection of ¥ onto the space X, namely (- x M), is a Poisson process in X with intensity measure A.
This follows immediately from the definition of a Poisson process. Whenever the processes involved are proper,
U can be interpreted as an independent @-marking of a Poisson process in X, as in Section 5.2 of Last and
Penrose (2017).

2.2.2. JANOSSY AND FACTORIAL MOMENT MEASURES

We first recall the definition of factorial moment and Janossy measures, following Chapter 4 of Last and Penrose
(2017), and then discuss basic properties and their mutual relations (most of which are stated in weaker versions
in Chapter 5.4 of Daley and Vere-Jones, 2005), with up-to-date notation of point process theory and some
variations and extensions.

Let 1 be a point process in X and let m € N. The m-th factorial moment measure of n is

ann () =E[n"™ ()],

which is a symmetric measure on (X™, X®™). As for the notation in this definition, we write »("™) for the m-th
factorial measure of v € N, the existence of which is guaranteed in this full generality by Proposition 4.3 of Last
and Penrose (2017), see Appendix A.1. If the factorial moment measure o, ,, of a point process 7 is absolutely
continuous with respect to A™ with Radon-Nikodym density p,.m, then p; ., is called correlation function of
order m (of n with respect to \).

Fix B € X. The Janossy measure J,, B m of order m € N of 7 restricted to B is the measure on the product
space (X™, X®™) defined as

1 m
Jnzan(:) = — E[1{n(B) = m} " ()].
The Janossy measures are symmetric and (by Proposition A.2) satisfy

In.Bm(X™) = ]P’(n(B) = m).

In line with this last observation, we put J, po = ]P’(n(B) = O). With our choice of the space N, Theorem 4.7

of Last and Penrose (2017) states that if 7 and 7" are two point processes with J, B = Jy B,m for all m € Ny
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and some set B € Ay, then np and 5z have the same distribution. By Example 4.8 of Last and Penrose (2017),

the Janossy measures of a Poisson process with intensity measure A are

Tpm = ——— A5 (). (2.2)

If, for fixed B € X and m € N, the Janossy measure J, B, of some point process 7 is absolutely continuous

with respect to A, then the corresponding density function j, g is called Janossy density.

Remark 2.2. Note that, by definition, J, B m < # -y for all B € X and m € N, where for two measures
i, v on some measurable space (Y,)) we write p < v if u(D) < v(D) for every D € ). Note that a similar

relation passes on to the corresponding density functions, if existent. More precisely, we have

. 1
]n,B,m(9317~-~;zm) < ﬁ 'pn,m(xla---vxm) (23)

for A™-almost every (a.e.) (x1,...,%;,) € X™ every B € X, and each m € N. Indeed, if this were not the case,
we could find m € N, B € X, and a set D € X®™ with A™(D) > 0 such that (2.3) is violated in every point of

D. This choice, however, would imply

) m 1 m
Jy,B,m(D) :/ InBm(T1, .y T AN (21, ., X)) > —|/ P (1 s T) A (21, T
D m:Jp

which contradicts the first part of this remark. O

It follows immediately from Proposition A.5 that expectations of functionals of np can be expressed via the

Janossy measures.

Lemma 2.3. Let i be a point process in X and fit B € X. Then

E[F(nB)-]l{n(B)<oo}}:F(O)~}P( Z/m 25 ATy Bon (@1 Tm)

for every measurable function F : N — [0, o0].

Lemma 2.3 and Equation (2.2) imply the claim of Exercise 3.7 of Last and Penrose (2017), a statement which

is used regularly throughout this work and reads as follows.

Corollary 2.4. Let ® be a Poisson process in X with intensity measure A\. Then, for any set B € X with
A(B) < 0o and every measurable map F : N — [0, o],

m

E[F(®p)] = e XB) F (0 —A(B)Z m'/ 25% d)\ (1, s Tom)-
j=1

With the formalism of local events and functions from Appendix A.2, a converse of Lemma 2.3 can be
formulated. To this end, recall from Appendix A.2 that N = o(pg), where pgp(u) = up is the restriction
mapping onto B € X.

Lemma 2.5. Let 1) be a point process in X and let B € X. Assume there exist symmetric measures Jg m, on
(X, X@™) which vanish outside B™, for each m € N, and Jp,o € [0,00) such that, for all A € Np,

Pne A) =14(0)- Jpo+ . / 11,4(25%) AIBm(T1s -+ s L)
m=17 8" j=1
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Then the Jpm (m € No) are the Janossy measures of n restricted to B, and P(n(B) < o0) = 1.

Proof. First, choose A= {p € N: pu(B)=0} = 75 ({0}) € N and notice that
]P(n(B) = O) =P(ne A) =Jp,,

so Jp o is the Janossy measure of order 0 of ng. Now, let F': N — [0, oo] be a measurable function. By part (iv)

of Lemma A.10, the map F o pp is Ng-measurable. Hence, monotone convergence extends the assumption to

m

E[F(ng)] = JBO+Z/ Z% dJBm(xl,...,:rm).

Let k € N and D € X®*. With the specific choice F(u) = & 1{u(B) = k} u(k) ) we obtain

k' []l{n — k} n(k) } _]E[F(nB)] :% - ]l{iézj( } (Z(S"L’J) D)dJpi(z1,...,x)

By the symmetry of Jp ,,, the right hand side equals

#
o > Jsk(DNB*) = Jp k(DN B*) = Jpi(D).
’ jla"wjke[k]

As D € X®F was arbitrary, we have verified that J B,k is the Janossy measure of order k£ of np. Finally, we
choose A = {p € N: u(B) = oo} € Np to conclude that P(n(B) = 00) =P(n € A) = 0. O

Next, we discuss the connections between factorial moment and Janossy measures. The following two
theorems are also stated in principle in Chapter 5.4 of Daley and Vere-Jones (2005), but we generalize the
results to arbitrary measurable spaces. We also translate them into up-to-date notation and give more elegant
proofs (in our subjective opinion) which include the case of infinite point processes right away. We start by
showing that the factorial moment measures can be expressed locally via the Janossy measures without any

additional assumptions.

Theorem 2.6. Let n be a point process in X. Fix B € X with ]P’(U(B) < oo) =1. For each m € N and every
measurable function f: X"™ — [0,00] with f =0 on X™ \ B™, it holds that

SN .
8 fday m = Z m ; f(xl,...,xm)J,,,Rk(d(xl,...,xm) x B* )
= I Jxm

Proof. Fix m € N. For D € X®™ with D C B™, we have
anm(D) =E[n")(D)] = E[n§"(D)] = > E[1{n(B) = k} n§" (D), (2.4)
ki

using that (u("™)pm = ,uggm) as recalled in Proposition A.2. For pu € N with pu(B) = k < m, we have

ugn) (D) < ﬂggm)(Bm) = 0 by Proposition A.2, so the right hand side of (2.4) equals

o0

> E[1{n(B) = k}ni” (D),
k=m
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which, by Lemma A.3, equals

> ﬁE[ﬂ{n(B) — kY nW(D x Bk—m)} -y (kf'm)' Jy.p(D x BE=™).
k=m : .

k=m
Thus, the result holds for f = 1 and monotone approximation extends this to general functions. O

Corollary 2.7. Let n be a point process in X. Assume that the Janossy measures J, g of n admit density
functions j, g r with respect to NE. for each k € N and B € X,. Then the correlation functions of n exist and
satisfy

= k! ) _m
pmm(l‘], . ,xm) = Z m /kam ]n,B,k(-rh e ,xk) d)\k (.Tm+1, e ,l‘k)

k=m

for X-a.e. (z1,...,2m) € B™, allm € N, and each B € X}.

Proof. Fix m € N. Let B € &}, and f : X" — [0, 00] a measurable function such that f =0 on X\ B™. By

Theorem 2.6 we have

i k! .
fdaym = Z Tl )y f(zl,...,xm)1Bk_m(zm+1,...,xk)jn,B,k(xl,...,xk) d\F(zq, ..., z)
xm k=m

and the right hand side, rewritten with the help of the Fubini—-Tonelli theorem, equals

- k! . —m
flz1, .. xm) Z m/}gkim jn,B’k(ajl,...,xk)d)\k Tty e ) dA™ (@1, oy Tn)-

xm k=m

We conclude that (ay,.)pm is absolutely continuous with respect to A5 for all B € &,. Now, let D € X ®m
with A™(D) = 0. Then A\, (D) = A"(D N By*) = 0, for each £ € N, and therefore

anm(D) = anm (D N U Bg”) = Zli)rgo anm(DNB") = Zliglo(an,m)BZ”(D) = 0.
=1

Thus, a; ., is absolutely continuous with respect to A™, so the correlation functions of 7 exist and they satisfy
the claim. O

We proceed by providing a converse of Theorem 2.6. Notice that this time we need to impose an additional

assumption.

Theorem 2.8. Let n be a point process in X. Let B € X and m € N be such that

< 0.

i Qnm+k (Bm+k)

k!
k=0

Then, for all measurable and bounded functions f : X™ — [0,00) with f =0 on X™\ B™,

oo

1
/m falypm=— Z

flz1,...,x )an’erk(d(acl,...,xm) ka).
Xm

Furthermore, for each B € X with IE[Z”(B)] < 00, the Janossy measure of order 0 is given as

Oén k Bk)

Jnpo =1+ Z

k=1

Proof. First note that the assumption gives E[n(™)(B™)] = a,, ,»(B™) < oo which implies P(n(B) < o0) = 1,
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by Proposition A.2. For D € X®™ with D C B™, Theorem 2.6 and an index shift yield

0k 0  \k o
Z ( kll) O‘n,m+k(D X Bk) = Z ( kll) Z (E—TfL'— k)' JTI,B,Z(D X B@—m)

k=0 ’ k=0 T t=m+k
L (=DF X (4 m)!
= Z ( k') ((g — k))' ‘]777B,m+é(D X Be)- (2'5)
k=0 o=k ’

(L m)! oy - N k(BT
PIPB =gy JrBmre(D X B) <) k! <o

so Fubini’s theorem is applicable and yields that the right hand side of (2.5) is equal to

L

Using

we conclude that

which is the claim for f = 1p. A standard monotone approximation, using dominated convergence (plus the
assumption and the boundedness of the considered functions) to exchange limits with the infinite sum, proves
the general claim.

Finally, consider the case m = 0. As in the assumption, let B € X satisfy E[Q”(B)] < oo. It follows that
P(n(B) < 00) =1 and the Fubini-Tonelli theorem as well as part (ii) of Proposition A.2 yield

"f) <n(kB))

k=0

>, i (BF 1
1+Z$ =E 1+Zﬁn<k>(3k) =F =E[2"®P)] < o0. (2.6)
k=1

k=1

In particular, we may use Fubini’s theorem to conclude that

oo [es) n(B)
(—1)* (=1 n(B)
L+ Y au(BY) =E|1+ Y ®BY | =E| 3 (1) (-DF| = E[n{n(B) - o}]
k=1 k=1 k=0
As the right hand side equals IF’(n(B) = 0) = Jy,B,0, the proof is complete. O

In terms of correlation functions and Janossy densities, Theorem 2.8 immediately gives the following corollary.

Corollary 2.9. Let n be a point process in X. Let B € X and m € N be such that

$ s (57
k!

< 0.
k=0

Assume that the correlation functions pymr of n with respect to AR exist for all k € Ng. Then JIn,Bm 15

absolutely continuous with respect to A™ and the corresponding Janossy density is given by

%) k

. -1

jn,Bﬂn(mly“-axm) = ! E ( k') / pmm-}-k(xla-- -7xm+k) d)\k(xm—i-lw-- ;xm-&-k:)
! Bk
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for X™-a.e. (x1,...,2,) € B™. For B € X with ]E[?”(B)] < 0o the Janossy measure of order O is

/k pn,k(xlv cee 7xk) d)\k(ﬂfl, .. ;Ik,)
B

— (—1)*
Jopo=1+) el
k=1

We conclude the discussion with a remark on sufficient conditions for the assumption in Theorem 2.8 and

Corollary 2.9.

Remark 2.10. Fix a set B € X with P(n(B) < oo) = 1. Notice that when considering constructions on the

full space X, the bounding constants and maps appearing in this remark may all depend on B.

1. The obvious assumption is to require the existence of a constant ¢ > 0 such that a,%g(Be) < ¢, for each
¢ € N. Then we have

e k x  k
an7m+k(Bm+) m C _.m c

E #30 E e < 00

k=0 k=0

for every m € N. Similarly,

e’} Bk ok
E[275)] =1+kza"”“k(!)§1+k22!=ec<oo-
=1 =1

2. For any € > 0 and m € N, we find k. ., € N, k., > m, such that for every k € N with £ > k. ,,, we have
(%)m < (1 + %)k This we use to calculate

o a m+k [ >
3 n’miwkle g Z%U(B)(U(B)—l)~...-(77(B)—k—m+1)
k=0 k=0
[n(B)—m
B 1 n(B)
- & K (n(B)—k—m)! HalB) 2 my

k=m

_km_l(g)m 2% P(n(B) = k) + i (2+e)* P(y(B) = k)
k=m k=ke,m

oo () oo

Thus, if there exists some b € (2,00) such that E[b"(B)] < 00, the series converges for every m € N, and

clearly also for m = 0.

3. Assume there exists a map ¢ : N — [0,00) and a constant b € (2,00) such that >, bF - c(k) < oo as
well as
Jy.B.x(BF) < c(k)
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for all £ € N. Then

E[p"P)] = i BEP(n(B) = k) = ikan,B,k(B’“) < ib’“ ~c(k) < oo.
k=0 k=0 k=1

By part 2, the assumption of Theorem 2.8 is satisfied for every m € Ny. One natural choice for ¢ is

ﬁk

c(k) = i

for some 9 > 0.

4. As a special case of part 3, we consider the case where Janossy densities exist. These allow to write

Jn’B}k(Bk) = /kjn,B,k(xla-~~737k)d)\k(x1>~~u‘rk)
B

for each k € N. Thus, a sufficient assumption is that

k!

jn,B,k(x17 LR 7$k) S

for \r-a.e. (z1,...,2,) € B¥, all k € N, and some \pg-integrable function ¥ : X — [0, oc]. O

We end this subsection with a final observation about Janossy measures, namely that there exists a close
relation between absolute continuity of the distributions of two point processes restricted to some bounded set
and absolute continuity of their Janossy measures. For two point processes 1,7’ in X and some set B € A},
denote by ]P’"B,IP’";3 the images of IF’",IF’"/ under the restriction map pp(u) = pp, which correspond to the
distributions of ng, n. Following Jacod and Shiryaev (2003), if

P8 « P

for each set B € &}, then P is called locally absolutely continuous with respect to P7". The following lemma,
establishes that local absolute continuity is equivalent to absolute continuity of Janossy measures. The result is
essentially stated as Proposition 7.1.IIT by Daley and Vere-Jones (2005), but again we give a different proof,

adapted to our more general setting.

Lemma 2.11. Let n,m" be point processes in X and fix a set B € X, such that P(n’(B) = 0) > 0. Then
P15 < P75 if, and only if, JIn.Bm <K Jy Bm for allm € N.

Proof. Let B € X be such that P(n(B) < co) = 1 and P(n(B) < 0o) =1, as well as P(r/(B) = 0) > 0. First,
suppose that P"» < P75 and let m € N. Consider a set D € X®™ such that Jy .B,m(D) = 0. Define the
measurable map F : N — [0, 1] via

Fip) = — 1{u(B) = m} u" (D).

By definition of the Janossy measure, we have
0= Jy.5(D) = BF ()] = [ Pln) P ),
We conclude that F = 0 P7"5-a.s., which implies F' = 0 P"5-a.s., and thus

Ty5.0(D) = E[F(5)] = [ P aB" 1) = .



2.3. THE DEFINITION OF GIBBS PROCESSES VIA GNZ EQUATIONS 19

For the proof of the converse statement, assume that J, p.m < Jy Bm for all m € N. Let A € N with
P75 (A) = 0. This implies 0 ¢ A since otherwise

P(n € A) = P(np € {0}) =P(n'(B) =0) > 0,
noting that {0} = m ' ({0}) € V. Therefore,
P (AN{peN:puB)=0}) =P (AN{0}) =P (2) = 0.
For each m € N, the fact that P75 (4) = 0 implies
0 =P (AN {u€N:u(B) =m}) =E[Lalnp) - 1{n'(B) = m} ],

so by Lemma 2.3
m

/m ]lA(j;érj) dJy Bm(x1, ... &m) = 0.

Hence, 14(0z, + ...+ 05,,) =0 for J,/ g m-a.e. (x1,...,2m) € X™. By the absolute continuity assumption on

the Janossy measures, we get 14(dz, + ...+ 05,,) = 0 for J,, g m-a.e. (z1,...,2y) € X, and thus obtain

m

P8 (Aﬂ {p eN:u(B)= m}) = /Xm ]lA(Zézj) dJy Bm(Z1,. .. &m) =0,

Jj=1

With the choice of the set B and the previous observations, we conclude that

P12(A) =Y P (AN{peN:uB)=m}) =0,

m=0
which finishes the proof. O

If the reference process is a Poisson process, the previous lemma becomes more explicit. Indeed, recall
that the Janossy measures of a Poisson process ® in X with intensity measure A are given by (2.2) and that
P(®(B) < o0) = 1 whenever A(B) < oo. The latter condition also ensures P(®(B) = 0) = e ) > 0. Thus,
Lemma 2.11 reduces to the following result, stating that the distribution of a point process 7 is locally absolutely

continuous with respect to II, precisely when 7 admits Janossy densities.

Corollary 2.12. Let n be a point process in X and B € X with A\(B) < oo and P(n(B) < co) = 1. Then
P15 < 11y, if, and only if, Jy Bm < NE for each m € N.

Remark 2.13. With the help of Corollary 2.4 and Lemma 2.3 it is easy to specify the density functions
corresponding to the absolute continuity statements in Corollary 2.12. More precisely, if P72 < IIy, then the
Janossy densities can be calculated in terms of the II,,-density of P7# and, similarly, if J, g m < A for each

m € N, then the II, ,-density of P75 can be calculated in terms of the Janossy densities. @

2.3. THE DEFINITION OF GIBBS PROCESSES VIA GNZ EQUATIONS

Let k: X x N — [0,00) be a measurable function and fix a locally finite measure A on X. A point process 1 in

X is called Gibbs process with Papangelou (conditional) intensity (PI) x (and reference measure A) if

El [ flzn)dn(x)| =E| [ flz,n+0.)k(z,n)dA(z) ], (2.7)
| e =2 |
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for all measurable maps f : X x N — [0,00). These defining equations are the GNZ equations named after
Georgii (1976), Nguyen and Zessin (1979). For k = 1 they reduce to Mecke’s formula in Proposition 2.1 and
describe a Poisson process. The notion of conditional intensities goes back to Papangelou (1974).

The terms in Equation (2.7) and in the following lemma are well defined by Lemma A.4. For m € N define
the function k,, : X™ x N — [0, 00) by

”im(xla s 7xm7U) = H(mﬂ%,u) ’ H(xm—la,u + 6$m) et K:(xl’:u + 6962 +.o 5l‘m)'

These functions allow for an iterated version of the GNZ equations.

Lemma 2.14 (Multivariate GNZ equations). Let n be a Gibbs process with PI k and m € N. Then, for

any measurable function f: X™ x N — [0, 00|,
E{ . @z, n) dnp™ (2, .. 2m)
= E[ - flxe,. oy + 00, + oo+ 0z, ) B (T1, ooy Ty, ) AN (21,0 oy X)) |-
Proof. We prove the assertion by induction over m. For m = 1 the lemma corresponds to the GNZ equations.

We proceed to prove that if the claim is true for some fixed m, it also holds for m + 1. Let D € xX®(m+1) and
A € N. Observe that, for any u € N, the proof of Proposition A.18 of Last and Penrose (2017) gives

Z]ID(xlv s 7I7n7l‘j) < / ]lD(xlv cee ;xmay) d,LL(y)
j=1 £
for p™-a.e. (x1,...,2,,) € X™. We define the measurable map F : X" x N — (—o0, o],

F(x1,. ., Tm, ) = La(p) - (/X]lp(xl,...,:tm,y)du(y)—Z]lp(xl,...,xm7xj)>.
j=1

By the above observation, we have F~(z1, ..., xm, ) = 0 for p(™-a.e. (x1,...,2,,) € X™ and all i € N, where

F~ denotes the negative part of F'. Therefore, we have
/ F(x1,. .. @m,p) dp™ (2, ... 2m) = / Fr(zy, ... apm, ) dp™ (21, ... 2m)

for all u € N, with F'* the positive part of F. By the characterizing equation (A.2) of the factorial measure,

we obtain

m

E[ / nA<n>dn<m+1><x1,...7xm+1>] — E[L4() -1 (D)] =E[ [Pt )|

By the induction hypothesis, the multivariate GNZ equation holds for all measurable maps X" x N — [0, co],
so we can apply it to F'* to see that the right hand side of the previous display equals

E{/ F+(x1,...,zm,n+i5m1) Fm(Z1, s Tm,y 1) d,\m(xl,...,zm)]
" i=1

:E{/ ]1,4(77—1—259%)(/X]lp(ajl,...,xm+1)dr](xm+1)> Em (@1, ooy Ty ) AN (21, ..y ) |-
i=1
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An application of the (univariate) GNZ equation and the definition of k,,+1 show that this term equals

m—+1

E{/ Ip(z1,. ., Tm+1) 14 (77 + Z 5%,) B (1, - o T 0+ Oy 1) 6(Tng1, 1) AN T (21, . @)
xXm+1 i1

m—+1
= E[/ nA(n+ > %) Fomt1 (L1 Tmg1,7) d)\m+1($1,...,xm+1)}
D i=1
Define on X™t! x N the measures

C(E) =E |:/ ILE(xl) e 7xm+1a77) dn(m+1)($17 e ,$m+1):|
Xm+1

and

m+1
C(E):]E|:/ 1E($1,...,$m+1,’l7+ E (le> Iim+1($1,...,Z‘m+1,77)d/\m+1(aj1,...,$m+1):|,
an+1

i=1

for E € X®(m+1) @ A/, By the calculation above, these measures are equal on the 7-system
{DxA:Dex®m Aec N}
which generates X®(m+1) @ /. Moreover, the measures are o-finite as

C(B}g”“ x {peN:uB) < n}) = C(Bgn+1 x {peN:uB) < n})

= E[1{n(Be) <n} -0 By

<n!
for all /,n € N, and
U (B;”'"1 x {peN:pu(B) < n}) = X" X N.
l,n=1

Thus, the uniqueness theorem for measures yields C = C. Monotone approximation with simple functions

implies the claim for general measurable functions f : X™*1 x N — [0, oo, and the induction is complete. []

If the underlying measurable space has a measurable diagonal, that is, {(z,7) : € X} € X®2, then the map
Xx N3 (z,p) — p\ 65 € N is measurable, where

p\ bz = ,u_éa:]l{.u({x}) > O}'

This fact is exhaustively discussed in Appendix A.3. In particular, a proof is given that if (X, X) is separable
(i.e. {z} € X for each z € X) and (the o-field X is) countably generated then it has a measurable diagonal.

With this general notion of the removal of points from a counting measure we can restate Lemma 2.14.

Corollary 2.15. Let (X, X) have a measurable diagonal. Further, let n be a Gibbs process with PI k, and fix
m € N. Then, for any measurable function f : X™ x N — [0, o],

]E{ f(xl,...,a:m,n\éxl\...\5xm)d77(m)(x1,...,mm)}
XTYL

= ]E[ flze, ..o xm,m) fim(xl,...,xm,n)d)\m(ajl,...,xm)}
X‘"L
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The proof is immediate upon applying Lemma 2.14 to the map

(131’-~-733myﬂ)Hf(ml’---vxmyﬂ\‘jxl \\6$m)7

which is measurable by Lemma A.13, and using that

(4 0z, +o o+ 02,) \ay \ oo\ O, =

for any 4 € N and z1,...,z,, € X with m € N.

We apply Corollary 2.15 to provide a first observation about .

Lemma 2.16. Assume that (X, X) has a measurable diagonal. Let n be a Gibbs process with PI k, and fix
m € N. Then, for any permutation T of {1,...,m},

K/m(l'l,...,fﬂm,,u) :K'm(xT(l)v"'axT(m)v/J')
for A™ @P")-a.e. (x1,...,Tm,p) € X™ x N.

Proof. Let f:X™ x N — [0, 00] be measurable. Then, by Corollary 2.15 and the symmetry of product and

factorial measures, we have

/ ; J@1, o Ty 1) B (T2 (1) -+ s Tr(my, ) AA (21,0 ooy ) AP (1)

=FE / f(l'T—l(l), .. ,1771(m),n)) (1, -y Ty 1) AN (1, . ,xm)}

m

f(x7*1(1)7 s Tr=1(m), 7] \ 5361 \ ce \5xm) dn(m)(xly i ,I‘m):|

J
=E / F@n s \ oy \ o\ Gay)) dn(m)(xl,...,xm)]
/

f(xl, cey Ty \ Oy \ - .\(LEM) dn(m)(atl, . 7xm)]
/ f Tlyee- 7xm7ﬂ) Km(zla ce 7$m7ﬂ) d>\m(1‘17 cee ,.’L’m) dﬂm(,u)v
N

which implies the claim. O

As Borel spaces have a measurable diagonal, Lemma 2.16 essentially states that, in just about any reasonable
state space, the existence of a Gibbs process with PI x implies that the k,, corresponding to x are necessarily
symmetric. This assumption we adopt in everything that follows. More specifically, we assume that x satisfies

the cocycle relation
(@, 1) - Ky, o+ 0) = 6y, 1) - k(o + Gy) (2.8)

for all u € N and z,y € X. Indeed, if x has this property, then the function k., is, by its definition, symmetric

in the first m components. Conversely, if &, is symmetric in the first m components, then
(@, 1) - Ky, b+ 0g) = ka(@,y, 1) = Koy, @, p) = 6y, 1) - k(x, p+6y), z,yeX, pelN.

For B € X we define the partition function Zg : N — [0, 00] as

_1+Zm1/ xlw-.,l‘m’q][))d)\m(l‘l?._.,;ij),

The function Zpg is measurable and satisfies Zg () > 1 for every ¢» € N. In statistical physics, the finiteness of
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the partition function usually has to be stated as an explicit assumption. The point process theoretic definition
of the Gibbs process via the GNZ equations already contains essential information implicitly, as the following
lemma shows. For less general state spaces this is known from Nguyen and Zessin (1979) and Matthes et al.

(1979), but their techniques are generic and transfer to the abstract setting.

Lemma 2.17. Ifn is a Gibbs process with PI k, and B € X with ]P’(n(B) < oo) =1, then

as well as

P(n(B) =0|np) = Zo0n) P-a.s.

Proof. For any measurable function g : N — [0,00] and D € X we have (using (ii) of Proposition A.2)

E[on 1(n(D) < 0] = 3 E[o(m 1{n(D) = m)]

which, by Lemma 2.14, equals

E|1{n(D )—O}( Jrz / T]JrZ(Sw])Hm(zl,...,xm,n)d)\m(asl,...,zm)>].

Applied to D = B and g(u) = 14(upe), for A € N, this observation yields

P(rp- € A) = E[1{n(B) = 0} 1a(npe) - Zp(1pe)| = E[La(npe) - Zp(npe) - B(n(B) = 0| ) |.
As A € N was arbitrary, we find that
Zp(npe) - P(n(B)=0|npg:) =1 P-as.
As oo - 0 = 0, by convention, we conclude that
P (#0(5) =0 1) >0) =

as well as P(Zp(npe) < o0) = 1. O

By construction of the set N, every set B € &} qualifies for Lemma 2.17, as point processes are almost surely

finite on sets in Xj.

2.4. JANOSSY DENSITIES AND CORRELATION FUNCTIONS OF (GIBBS
PROCESSES

In this section we calculate the Janossy densities and correlation functions of a general Gibbs process. Within
the abstract setting of this chapter, suppose that x : X x N — [0, 00) is measurable and satisfies the cocycle

assumption (2.8).

Lemma 2.18. Let n be a Gibbs process in X with PI k. Then n has the Janossy densities

. 1
]n,B,m(Ilw . -,Im) = ﬁE{l{n(B) = 0} Hm(xl; ce ,Imﬂl) ]lB"‘(Ila cee 793m)
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for (z1,...,2m) €X™, meN, and Be X.
Proof. Fix B € X and m € N. For any D € X®™ we have, by definition of the Janossy measure,

1

Tsm(D) = E[1{n(B) =m} " (D)] =

m!E[/Bm]l{n(B):m}]lD(:vl,...7xm)d77(m)(x1,...,xm) .

By Lemma 2.14 this term equals

1 m
— /Bm ]E{IL{ (n + ;6%)(3) = m} Ip(x1, . oy @m) Em (@1, ooy Ty ) | AN (21,00, Tn)
1 m
= / —'E{Il{n(B) = 0} Em (21, .. ,xm,n)} AN (z1, .., Tm)s
DNBm M.
which concludes the proof. O

Recall that the existence of Janossy densities implies that the distribution of a Gibbs process is locally

absolutely continuous with respect to the distribution of a Poisson process as detailed in Corollary 2.12.

Remark 2.19. For B € X with P(n(B) < oo) =1, we can use Lemma 2.17 to rewrite

. 1 R (xh...,x nBc)
jnyB,m(mla”-axm) = % = ZB(UB:;“ ]]-B”L<m1w-'»xm)‘

We now turn to the correlation functions of a Gibbs process.

Lemma 2.20. Let n be a Gibbs process in X with PI k. Then n has the correlation functions

P (T15. o T) = E[F;m(gcl, . 7gjm,n)]

for (x1,...,2m) € X™ and m € N.

Proof. Fix m € Nand D € X®™. Lemma 2.14 implies

Ip(x1,...,Tm) dn(m)(xl, e ,xm)]

ym (D) =E[n™(D)] = E[/

m

= ]E|:/ ]]-D(xlu s 7xm) K;’m(xh v wrmﬂn) d)\m(xlﬂ s ,.’Em):|

= / 1p(xy,... ,xm)E[ﬁm(xl, .. ,xm,n)] dA™ (21, oy Tn)- O

Remark 2.21. With the knowledge about correlation functions we supplement the result on the finiteness
of the partition function in Lemma 2.17. Let n be a Gibbs process with PI x and fix B € X such that
P(n(B) < 00) = 1. By definition of the partition function, we have

E[ZB(U)] =1+ Z %/BWIE[mm(ml,...,xm,n)} dA" (21, .., Tm)

m=1

and, using Lemma 2.20, we obtain
. ay m (B™
E(Zp(n)] =1+ > 2= W(L' ) _ E[27P)]
m=1 :

as in (2.6). Hence, P(Zp(n) < o0) = 1 whenever E[2"®)] < co. Remark 2.10 gives an overview as to when

this property is satisfied. O
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Next, we consider intensity and Palm measures of Gibbs processes. We call a function ¢ : X — [0, oo] locally
integrable with respect to A (or locally A-integrable) if [, 9(x) d\(z) < oo for each B € Aj,.

Lemma 2.22. Let n be a Gibbs process in X with PI k. Assume that the function x — E[K(x,n)] is locally

integrable with respect to A\. Then

O(B) = / E[k(z,n)] dA(z), Be X,
B
is the locally finite intensity measure of n. The Palm measures of n are given by

E[1a(n+ 6,) k(z, )]

R ) B

AcEN,

for ©-a.e. z € X.

Proof. We first calculate the intensity measure. For B € X the GNZ equation gives

0(5) = 5| [ 1n(e)an(o)] =5| [ 1o wtemar)| = [ Blste.n)] ar(o)

By the integrability assumption, the integral on the right hand side is finite whenever B € X}, so © is locally
finite. We put
D = {z e X:E[x(z,n)] =0}.

Apparently, D € X with ©(D) = 0. For x € D¢, let P, be given as in the statement of the lemma and, for
z € D, let P, = P for some fixed probability measure P on (N, ). Then P, is a probability measure on
(N, N) for each x € X and, for any measurable function f : X x N — [0, o], we have

_ [ E[f(zn+ ) k()] _
[ s aow = [ SRR 40w < [ Bl + o) st ] o)
~5| [ e i)

_ /N / F (@, ) dpa() AP (),

which proves that the P, are Palm measures of 7. O

We conclude from Lemma 2.22 that the intensity measure of a Gibbs process is absolutely continuous with
respect to its reference measure A. If (X X) is separable, in that {z} € X for each z € X, we call a measure v
on X diffuse if v({z}) = 0 for all # € X. Hence if, in such a space, A is diffuse then so is the intensity measure
of the Gibbs process. Let us recall that u € N is called simple if p({z}) <1 for each x € X and that the set

containing all such measure is denoted by IN,;. A point process 7 is called simple if
P(np e N;) =1,

subtly assuming that N, € A" which, by Remark A.14, holds if (X, X) has a measurable diagonal. Just as any
Poisson process with diffuse intensity measure is simple, any Gibbs process with a diffuse reference measure is

simple.

Lemma 2.23. Let (X, X) have a measurable diagonal and let np be a Gibbs process in X with PI k and diffuse

reference measure . Then n is simple.
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Proof. By Remark A.14 it suffices to prove that n(Z)(Dx) = 0 almost surely. Since A is diffuse, we have

2 — T = xT) = xT xr) = Uu.
$(Dg) = [ e =y} a\o) dre) = [ M) dA(@) =0

Lemma 2.20 implies

E[1®(Dy)] = /D E [k (2, y,m)] dN2(z,y) = 0,

which gives n(® (Dx) = 0 P-a.s. and finishes the proof. O

2.5. FINITE GIBBS PROCESSES

Under the assumption that the partition function is finite we can explicitly specify a probability distribution
which qualifies as that of a finite Gibbs process, even in abstract measurable spaces. In fact, we show in Lemma
2.27 that all finite Gibbs processes are necessarily of this form.

Let k : X x N — [0, 00) be measurable and satisfy the cocycle property (2.8). For C € X and ¢ € N define

B (@, ) = w0+ p) Lo(z), weX, peN. (29)

The map (©%) : X x N — [0, 00) is measurable and inherits the cocycle property from k. As in Section 2.3 we

define the symmetric functions RS (m € N) and the partition function Z( ) (B € X) corresponding to

k(%) The partition functions of £(©¥) and & relate in the following way.
Lemma 2.24. For B,C € X and ¢,v € N it holds true that Zj(gc’w)(u) = Zpnc(¥ + ).

Proof. By definition, we have

=1
28 0) =14 3 %/ RO (@1, T, v) AN (21, )
m=1 B™
=1
=1+ — m(T1, oo T, 0 F V) AN (21, .., T)
mE::lm' (BnC)™
= Zpnc(¥ +v). O

We now take the first step in specifying the distribution of finite Gibbs processes.

Lemma 2.25. Let C € X with A\(C) < 0o and 1 € N be such that Zo () < oo. Consider a point process & in

X whose distribution is given by

()<1{06}+Z / {zin:x }Hmxl,...,xm,w)d)\m(asl,...,xm)>. (2.10)

Then € is a Gibbs process with PI k(C%) and reference measure . Moreover, £ is almost surely finite and
satisfies £(C°) = 0 P-a.s.

Proof. By definition of Z¢(3), P¢ is a probability measure on N, and we clearly have P*(N¢ N Ny) = 1. Let
the map D¢ : N — [0, 00] be defined by

oo

( {,u 0}-!—2%1[{”( m}/ xl,...,xm,w)d,u(m)(xl,...,xm)>.

m=1

e()

Do) =
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The map D¢,y is measurable by Lemma A.4 and we have

m peY(e))

C‘Dc,w(zézj) = Zo®) i (T1, e T, 1)) (2.11)

Jj=1

for all z1,...,2,, € C and each m € N. For € N and z € C, we have

Dey(p+0a) =Dew(p) - w2, ¥ + pe). (2.12)

Indeed, this follows immediately if u(C) = 0 or if u(C) = co. For u € N with u(C) = m € N observe that the
definition of D¢ and Equation (A.4) give

eMO) 1
D 8y) = . m T d 8:) D (21, T
C7w(/,é+ ) ZC(w) (m+1)' /C"L+1H +1($1, ) L +1’w) (/’[’+ ) (371, y L +1)
A |

= T m ] PR ms d (m) sy dbm
Zc(d)) m! Lmﬁ +1($ T , L w) H (xl T )

and, by definition of k,,11, Equation (2.11), and Proposition A.5, this term equals

%/Cm @qw(z:lézj) -K(%,Z/J+Zl(51j> d,u(m)(xh...,xm) =Dcp(p) - klx, Y+ pe).
j= j=

Let ® be a Poisson process in X with intensity measure A. The definition of P¢ and Corollary 2.4 imply that,

for any measurable map F : N — [0, o],

]E[F(f)] ZC ( ) + Z / 2;5 Hm(zl,...,xm,dj)d/\m(zl,...,xm)>

—E[F(®c) - Dy (®)]. (2.13)

Applied to F(u) = [y f(x, ) du(z), where f: X x N — [0, 00] is a measurable function, and combined with
the Mecke equatlon (Proposition 2.1) as well as (2.12), this yields

E{/Xf(x,g) dg(x)} _]E;/Xf(m,@(;)@qw(fb) d@c(x)]

—5| [ 1000+ 8900 +5,)a0)
LJSC

:]E-/ flz, Pc + ;) k(2,9 + o) dA(x) -C‘Dc’w(@)}
LJc

A second application of (2.13) to F(u) = [ f(x,p + 0z) k(z, + p) dX(z) implies that the right hand side of

the previous display equals

B| [ feesnton+9are)| = [ fegr o) w0 nw).

which concludes the proof. O

It is obvious that the distribution defined in Lemma 2.25 makes sense as soon as Z¢ (1) < co even without

the assumption that A(C) < co. Indeed, the previous result easﬂy generalizes.

Corollary 2.26. Let C € X and ¢ € N be such that Zc (1)) < 0o. A point process § in X with distribution
given by (2.10) is a finite Gibbs process with PI kC¥) and reference measure \.
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Proof. By the definition of partition functions, and monotone convergence, we have
lim Zenp, (V) = Ze(¥),
{— 00

where 1 < Zenp, (V) < Zo (1) < oo for all £ € N. For each ¢ € N, let & be a point process with distribution
as in (2.10), but with C replaced by C'N B,. As such, each & is a Gibbs process with PI x(C7Be%) | Tet
F : N — [0, 00] be an arbitrary measurable function and F; : N — [0, 00] (£ € N) any sequence of measurable
functions with Fy(u)  F(u) for each p € N as £ — oo. By construction of the processes, and monotone

convergence, we have (as £ — 00)

1 1 m i
E[F(&)] = M(Fz(m +m§;1 - o Fe(;&%) K (T1, -+ T, ¥0) AA (:E1,..-,xm)>
1 < 1 m N
_>ZC(’(/)) (F(0)+T;W/MF(;6z])f$m(l’1,,.’Emﬂp)d)\ (xl,,xm)>

Applied twice, this observation yields

B| [ 1w.9aew)| = i B| [ 1e.60ds)]| = i 8] [ 166 €500, 6) x|
= él_igloE[/Xf(va& +6,) 6OV (@, &) 1, () dA(x)}
—| [ 16485 . x|

for every measurable map f : X x N — [0, 00|, which concludes the proof. O

The measure v in Lemma 2.25 or Corollary 2.26 is called boundary condition. If ¢ = 0, the construction
gives a Gibbs process whose PI is k (restricted to the domain C'). With the upcoming result we establish that
any finite Gibbs process in a window C' € X has to have the distribution from Lemma 2.25. In particular, finite

Gibbs processes are unique in distribution.

Lemma 2.27. Let C € X and 1) € N. A finite Gibbs process with PI k(©%) and reference measure \ exists if,
and only if, Zc(¥) < oo. If € is such a process, then the distribution of € is given by (2.10).

While it was known that finite partition functions are essential to produce finite Gibbs processes, the
equivalence seems not to have been stated in the literature until the preprint corresponding to this part of the

thesis appeared. Before, finite Gibbs processes were constructed exclusively on bounded sets.

Proof. 1If Zo (1)) < oo, a finite Gibbs process with PI x(¢%) exists by Corollary 2.26. Now, let £ be a finite
Gibbs process with PI £(©¥). The GNZ equation yields

Ble(c) = E| [ 10:0)a6(0)| =B| [ 100 nte 6+ 9 1e)aro)] 0,
X X
so P§(N¢) = 1. By Lemmata 2.24 and 2.17 we get
Zo(W) = 25(0) = 25 (6ee) < o0,

where the statements involving < hold almost surely. By Lemma 2.17 and Remark 2.19, the Janossy densities
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of ¢ on the full domain C are J¢ c0 = Zo (1)~ and

. 1 kEp(xy,...,T;m, ¢
,]{,C,m(xlw-wzm):m' m( Zc(w)m )]lcm(xla'--axﬂl)a xla"'axﬁL€X7

so Lemma 2.3 concludes the proof. O

In the proof of the previous lemma we have used a corollary to Lemma 2.17 and Remark 2.19 concerning
the Janossy densities of a Gibbs process on its full domain. This we state explicitly at this point and we add
a further conclusion on the absolute continuity of the finite Gibbs process distribution with respect to the
distribution of a Poisson process. The density function corresponding to the latter observation is D¢y from

the proof of Lemma 2.25.

Corollary 2.28. Let C € X and ¢ € N. If ¢ is a finite Gibbs process with PI k(C%) | then

1
J, =P&C)=0) = .
Moreover, the Janossy densities of & on the full domain C are
. 1 k(... Tm,
jecm(@1, .. Tm) = — - (21 ¥) Tem(z1, ..., Tm)

forzy, ...,z € X and m € N. If \(C) < oo, then P is absolutely continuous with respect to Il with density
function D¢y .

Remark 2.29. When considering a Poisson process ® in X with intensity measure A\, knowing that a set
B € X satisfies A\(B) < oo is enough to conclude that ®(B) < co almost surely. For a Gibbs process 7 this is
not necessarily so, and we have to state the assumptions A(B) < oo and n(B) < oo (almost surely) separately if
any of them is needed. One situation in which this separation is not necessary is when & is uniformly bounded

by some constant ¥ > 0, as this gives

E[n(B)] = /XE[m(xm)] d\(z) <9 - A\(B).

In Corollary 2.35 in Section 2.6 we discuss a classical alternative representation of the distribution in (2.10)
given in terms of the Poisson process distribution. However, that representation requires the assumption
A(C) < oo in addition to the finiteness of the partition function. Thus, the results discussed in this section are

slightly more general. O

2.6. HAMILTONIANS AND ENERGY FUNCTIONS

Let k : X x N — [0,00) be measurable and satisfy the cocycle assumption (2.8). Based on k we define the
Hamiltonian H : N x N — (—o00, 00] as

H(u ) = 0 130 = o0} = Y- 1{u0) =m} g (s [ nanscsm ) A ) )

Lemma 2.30. The Hamiltonian is well-defined and measurable.

Proof. For any m € N and ¢ € N, the map

G(p) = /m Em (1, -y T, ) d,u(m)(xh...,xm)
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is measurable by Lemma A .4, and Lemma A.6 implies that G(u) < oo for all ¢ € Ny. Hence, taking
indicator functions into account, the Hamiltonian cannot attain the value —oco and is well-defined. Using that

[0,00) 3 s = —log(s) € (—oo, 0] is measurable, Lemma A.4 implies that H is measurable. O
The following properties of the Hamiltonian are immediate from its definition.
Corollary 2.31. The Hamiltonian satisfies H(0,1) = 0 for each ¢ € N, and H(u,v) = oo if u(X) = oo.

Moreover, if p = Z;nzl 0z, forzi,...,2m € X and m € N, then

H(/'L71/)) = log (Hm(xla s 7xm,w))

or, equivalently, K, (1, ..., Ty, 1)) = e HU¥),

Remark 2.32. Let u, 9 € N with 4(X) = m. Proposition A.5 gives

1
—log( ,/ Hm(:za,-.-,xnuib)du(m)(azl,--.wm))
m: Jxm

1 1 (m)
- _ el § (m)
- m! ‘/Xm IOg <m| /Xm Hm(y17~"7yma¢)d(j_15xj) (yh?ym)) d/j, (‘rlw'wxm)

1

m!

[ =08 (om o ) i),

keeping in mind that the integral on the left hand side is finite by the proof of Lemma 2.30. Thus, the logarithm
in the definition of H may be drawn into the integral accordingly. O

For u = Zle Op,y V= Z;nzl 8y, (wWith x1,..., 2%, 91,...,ym € X and k,m € N) and ) € N, Corollary 2.31,

as well as the definition and symmetry of K4, imply that the Hamiltonian satisfies
H(‘LL + v, ¢) = - IOg (H’k-‘rm(xla sy s Y1, - - 7y7na¢)>
= —log (:‘ik(l‘l, ces Ty ) B (Y1 Yy ¥ Oy (SM))
= H(p,¥) + H(v, 9 + p), (2.14)
which is the energy function property. The property gives rise to the interpretation that H(u, 1) captures the
interactions between points in the configuration p as well as between points in g and points in the boundary
condition . In fact, the following lemma shows, with the help of Proposition A.5, that the general definition

of H in measurable spaces keeps the energy function property more generally and not only for sums of Dirac

measures as in (2.14).

Lemma 2.33 (Energy function property). Let p,v,1p € N. The Hamiltonian satisfies

H(p+v,) = H(p,y) + Hw, ¥ + ).

Proof. If (X) = 0 or v(X) = 0, the claim is trivially true. The same can be said if u(X) = oo or
v(X) = co. Thus, we assume that u(X) = k € N and v(X) = m € N. Applying Proposition A.5 to the map
e H(¥) . N — [0, 00) gives

k+m
1

e*H(”Jr”’w):i/ exp<H 05,5 ¥ )dﬂJrV(]Hm)z,...,zk m)-

(k+m)! Jxrim (]21 i ) ( ) (=1 +m)
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By Lemma A.8 and Equation (2.14), the right hand side is equal to

k m

ﬁ/x/ eXp(_H(Zéfi+Z‘Syww))dl/(m)(yh-.wym)du(k)(xl,...,xk)
T xR T i—1 i—1
1 k :
:E Xkexp<_H(z;5a;w¢>)
m k
L{u/ eXp(‘H(Z(‘yw¢+Z5w)>d”(m)@h---aym)] e ).
' " Jj=1 i=1

Proposition A.5 applied to the map e H(-»¥+ a1+ +%) . N — [0, 00) yields

b xk

k k
e Hlntrv) — % exp <_H<Z(5wm w)) exp ( —H(Z/, w"‘zém)) d,u(k)(xl,...,a:k)
i=1 i=1

and a final application of Proposition A.5 to the map e (%) g=H@ ¥ +) . N — [0,00) gives

o Hu+v,0) _ —H(uw) | (—H@, o+ ) _ = H( ) = H(v, b+ )

Taking logarithms concludes the proof. O

With a slight ambiguity in notation, which will not lead to any confusion, we define H : N — (—o00, 00| by
H(u) = H(u,0). This map is usually called energy function.

We now use the Hamiltonian to rewrite several of our previous observations about Gibbs processes. The
formulae we obtain are perhaps more familiar to some readers. First of all, we write the partition function
as an integral with respect to the distribution of a Poisson process. Note that while the partition function is

defined on general measurable sets, the following representation only holds for sets of finite A-measure.

Lemma 2.34. Fiz a set B € X with A(B) < oco. For each v € N the partition function Zg(¢) can be written

as

ZB(¢):eA(B>/ e HI V) AT, , ().
N

Proof. Corollaries 2.4 and 2.31 imply that, for every ¢ € N,

(o] 1 m
eA(B)/ e V) dITy , (p) = e H(O¥) 4 Z —'/ exp( H(Zérj, z/;))d)\’g(xl,  Tm)
N m=1 " J&" j=1
1
=1+ Z W/Bm Km(xlv ~71'm71/}) d)‘m(xh' ,xm)
m=1
— Zn(y). O

In Lemma 2.27 we learned that the existence of finite Gibbs processes is invariably linked to the finiteness of
partition functions and that the distribution of such a finite Gibbs process can be given explicitly. On sets of
finite A-measure this distribution can be rewritten in terms of the distribution of a Poisson process, similar to
the observation in the previous lemma on partition functions. The following result is a consequence of Lemmata
2.25 and 2.27, and Corollary 2.4.

Corollary 2.35. Let C € X with A(C) < 0o and v € N be such that Zo(¢) < co. A point process £ in X is a
finite Gibbs process with PI k(C¥) as in (2.9) if, and only if, the distribution of & is given by

peY(e))

§ — N e~ Hwb)
P Zc(w)/N]l{,uE e W WIAILL ().
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It is reasonable to construct the Hamiltonian H(“%) corresponding to x(¢%) as

oo

HEY) () = — Z 1{u(C) =m} -log (Wlﬁ /Cm Iim(xh...,!L‘m,l/J+V)du(m)($1,...,{l}m))

m=1

+ 00 - 1{p(C) = oo},

for p,v € N. This choice guarantees the following intuitive relation to H, which follows immediately from the

definitions.
Corollary 2.36. Let C € X and ¢ € N. Then HY) (u,v) = H(uc, + v) for all p,v € N.

Both Corollaries 2.28 and 2.35 express the distribution of a finite Gibbs process in terms of a density function
with respect to the Poisson process distribution. Of course these density functions have to agree, so at this

point we should study their relation.

Remark 2.37. Let C € X with A(C) < oo and ¢ € N be such that Z¢(¢) < oco. If € is a finite Gibbs process
with PI £(©%) then Corollary 2.28 implies that P is absolutely continuous with respect to IT) . with density
function D¢ . For p € N with u(C) = m € N, Proposition A.5 yields

D e)\(C) 1 | o
C’ﬂll(:u’)— m~m/m /‘f’m(xla...yx'rnaw) 19 (l‘l,...,ﬂl‘m)
eA(C) 1 m (m)
- “ml - H e
ZC(/(/)) m! /m P < (_72_; dLJ’w)) dluc (371, ’x"L)
QMO

= Zetw) O Hkew))

and the left and right hand side are also equal if u(C) € {0,00}. Since II,(N¢) = 1, this is consistent with
Corollary 2.35. O

We conclude this section by discussing another property of the Hamiltonian, namely hereditarity. There are
several definitions of this notion. The choice we make with regard to the following section is a combination of
the definitions from Mpgller and Waagepetersen (2004) and Jansen (2017).

Definition 2.38 (Hereditarity). A map © : N — [0, o] is called hereditary if ©(pu+0d,) > 0 implies D(p) > 0
for all 4 € N and z € X.

The Hamiltonian has strong hereditarity properties as the following lemma shows. In particular, the map
p— e H¥) “and hence the density function of the finite Gibbs process, is hereditary in terms of the previous
definition for any ¢ € N.

Lemma 2.39. Let v € N. If p € N is such that H(u,v) = oo, then H(u+ v,v) = 0o for every v € N.
Proof. If i, € N are such that H(u, %) = oo, then Lemma 2.33 implies

H(p+v, ) = H(p,2p) + H(v, p+ 1) = o0

for every v € N. O

2.7. A MEASURE THEORETIC CHARACTERIZATION OF FINITE (GIBBS
PROCESSES

While the (arguably) most elegant definition of Gibbs processes in the point process theoretic setting is via

the GNZ equations, definitions of Gibbs measures in statistical physics usually involve some version of the
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DLR equations we discuss in the subsequent section. In spatial statistics, however, yet another definition is
frequently employed in the context of finite Gibbs processes. In the corresponding literature, Gibbs measure
are introduced, simply, as those probability measures on Ny which are absolutely continuous with respect to
a Poisson process distribution, cf. Mgller and Waagepetersen (2004) and the introductory part of this thesis.
That perspective is perfectly compatible with our interpretation of finite Gibbs measures as solutions to the
GNZ equations and the equivalence can be established in full generality.

We know from Corollary 2.35 that, for any finite Gibbs process & concentrated on C' € X with A(C) < oo, we
have P¢ < II Ao- The corresponding density function is given in terms of the Hamiltonian and it is hereditary
by Lemma 2.39. The following characterization provides a converse to this statement. More specifically, any
point process whose distribution has a hereditary density with respect to Il is a Gibbs process with some

suitable Papangelou intensity.

Theorem 2.40. Let C € X. If £ is a point process in X such that P¢ has a hereditary 11, -density, then £ is a

Gibbs process.
Note that if A(C) < oo, then II,,(N;) = 1 and P¢ < II, implies £(X) < co almost surely, so the theorem

gives a finite Gibbs process in this case.

Proof. Denote by ©* the (hereditary) density function of P¢ with respect to IIy.. Following Definition 6.1 of
Mpgller and Waagepetersen (2004), we put

@*7“57”)7 it 2 € C and D* (1) > 0,
K (z,p) = D*(p) (2.15)
0, else.

Then £* is a measurable mapping X x N — [0,00). For any measurable function f : X x N — [0, o0], the

assumption of the theorem and Mecke’s formula (Proposition 2.1) yield

{/fxfds } //fxudu ) dP< (s //fxu dpa(r) dITyg (1)

- / / F( - 62) D% (1 + 62) dA(x) Ty ().
NJC

As ©D*(pu+ 0,) > 0 implies D*(u) > 0 (by hereditarity of ©*), the choice of k* ensures that the right hand side

of the above equation equals

st 82) o) D) N ) = [ [ flaap+0.) 1% (o) dNG0) 4B )
NJC
=E[ / F,€ + 62) 5 (2, €) (@),

which concludes the proof. O

Remark 2.41. Note that k* as defined in (2.15) satisfies the cocycle relation. To see this, let z,y € X and
p € N. If D*(p+ 0, + d,) > 0, the hereditarity implies ©*(u) > 0, D*(u + d5) > 0, and D*(u + d,) > 0, so

(h+0:) D' (n+0:+6,) D (u+3,) D*(u+05s+3,)
D*(n) D*(p+6,)  D*(w) D% (u+ )

= K"y, ) - (T, o+ 0y).

K5 (o, ) - K™ (y, o+ 0g) =

If ©*(1+ 0, + 6y) =0, then £*(y, u + ) = 0 = x*(z,  + 6,). In any case, the cocycle relation holds. O

Remark 2.42. The take-away message of Theorem 2.40 is that finite Gibbs processes are precisely those point

processes whose distribution is absolutely continuous with respect to the distribution of a Poisson process.
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Focusing on the technical details shows that Gibbs processes admit slightly more structure, namely, their
density function is hereditary.

A question suggested by Lemma 2.18 and Corollary 2.12 is whether a result similar to Theorem 2.40
holds for infinite Gibbs processes, in the sense that any point process whose distribution is locally absolutely
continuous with respect to Il is already a Gibbs process. When considering the proof of Theorem 2.40, however,
the following problem poses itself immediately. Once density functions are only available locally, but some
Papangelou intensity has to be defined globally in order to obtain a Gibbs process, the density functions have
to satisfy consistency assumptions to allow for a well-defined PI. This problem is related to the identification of
admissible kernels in the context of the definition of Gibbs processes based on specifications, cf. Preston (1976).
The notion of specifications is discussed briefly in the context of the DLR equations in the following section.

The DLR equations will also provide additional insight on the question of local absolute continuity. @

2.8. THE DLR EQUATIONS AND THE NOTION OF SPECIFICATIONS

In this section, we prove the so-called DLR equations, named after Dobrushin, Lanford, and Ruelle, referring to
Dobrushin (1968b,c, 1969), Lanford and Ruelle (1969), and Ruelle (1970). Our presentation is loosely based on
Nguyen and Zessin (1979) and Matthes et al. (1979) who established the equivalence of the DLR and GNZ
equations in a less general framework. Conceptually their techniques carry over and also work in greater
generality. The DLR equations are of extraordinary importance in statistical physics and are often used as
a definition of the Gibbs process (instead of the GNZ equations). The fact that no topological structure is
required on the state space shows how the characterization captures essential structural features of Gibbs

processes.

Theorem 2.43 (DLR equations). A point process 0 in X is a Gibbs process with PI k if, and only if, for all
B € X, the process satisfies IF’(ZB(nBc) < oo) =1 as well as

AB)

E[F(s) [n5] = 70

/ F(p)e Hlms) qIT,  (u)  P-a.s.
N

for each measurable function F : N — [0, o0].

Proof. We first show that a Gibbs process 7 satisfies the stated properties for any B € X with A(B) < oo
and ]P’(n(B) < oo) = 1. The almost sure finiteness of the partition function was proven in Lemma 2.17. Let
A, A" € N. Applying the first part of the proof of Lemma 2.17 to the function g(u) = ]l{,uB €A, upc € A’},

we obtain

P(np € A, np- € A') =E

1{ns —0}<11{773 €A mpeA}+ Y %/B ﬂ{(ﬁz%)g € A}
m=1 ’ " Jj=1

ﬂ{(n+;6xj>3° € A'} B (1, oy Ty M) d/\m(zl,...,xm)>].

Sorting out the indicator functions, the right hand side equals

El]l{mgc € A} 1{np =0} (]IA(O) + Z %/B ]lA(Z(S”H) ﬁm(xl,...,xm,nBc)d)\m(xl,...,xm)>]
m=1 JB™ j=1

which, by Corollaries 2.31 and 2.4, equals

|10 € A 1 =00+ X [ L4 e 0 drny, 1)
N
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— B [Lnpe € A} FB) =0 [ 1) - [ La(uye 000 aty, ).

Lemma 2.17 lets us conclude that
oA (B)

P(ng € A, np- € A') = |:]l{77B° e A} Zo ()

/ La(p) e M9 dlny, (N)}

A standard monotone approximation extends this to any measurable map F : N — [0, o], yielding

eNB)

E[1nse € A'} - Flus)| = [n{nBceA} n F(u)e-HwBﬂdHAB(u)]

ZB ('I’)Bc
As this relation holds for any A’ € A/, and since
AB)

F(u) e~ Hwnse) q11
7o) /N (1) A (1)

is a o(npe)-measurable map on €, the claim follows.
To prove the converse statement, assume that the process n has the stated properties. We must prove that n

satisfies the GNZ equations (2.7). For now, fix B € AX}. Let A’ € N and notice that the assumptions on 7 imply

e)‘(B) - H
[ tne A ne € A} e M0 dity, )

E{ﬂ{nBc cANA e A}} - E[ﬂ{nBc c A} 7o .

for all A,A € N. On (N x N, N ®N) define the measures
P(E) = E{]l{nBc € A} - 1{(np,npe) € E}], EEN®N,

and
oA (B)

P(E) = {1{773( e A} / T (1, npe) € E}eH(“’”B”dHAB(p)], EeN®N.

Zp(npe)

By the previous observation, we have P(Ax A) = P(Ax A) for all A, A € N/, so P and P agree on a m-system that
generates N®N. We obviously have P(N x N) < 1 and Lemma 2.34 ensures that P(N x N) = P(nge € A’) <1,
so both measures are finite. Hence, P = P. Now, let G: N x N — [0, 0] be a measurable function. Monotone

approximation extends the equality of the measures P and P to

E[H{WBC €A’} G(nB,nBc)} = E[ﬂ{nac €A} m/ G (p,mpe) e 5 AT, (1 )} (2.16)

Let A € N. Equation (2.16) applied with A’ = N and G(u,v) = 1a(p+v) - u(B) yields

] [ tatante) - E[ZB((;)) [ L ) By 0t )]

ANB)
=8| s [ Lt ) e ) i )
B 773‘

Applying Mecke’s formula (Proposition 2.1) to the right hand side, the term equals

B —H(u+ 60, n5¢)
E La(p+ 0z +npe)e dA(z) ATy, (1) |-
Zp(npe) JnJB
By Lemma 2.33 and Corollary 2.31 we have

e~ H(n+bz,mpe) — o—H(p,npe) k(x,npe + 1),
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so another application of Equation (2.16), with A’ = N and G(u,v) = [z La(p+ 6z +v) - 6(x, v + p) dA(2),

lets us conclude that
E[/B La(n) d??(l‘)] = E[/B La(n + 6z +n5e) (2, npe + 1) dA(w)} = E{/B La(n+ 6z) w(x,m) dA(z) |,

so the GNZ equation holds for the map (z,u) — 1p(z) - 1a(n). As A € N was arbitrary, and the whole
construction can be carried out for any B € A}, the GNZ equation holds for all indicator functions of product
sets B x A. A literal copy of the final part of the proof of Lemma 2.14 (for m = 0) extends this to all
maps (z,p) — 1g(z,p), E € X @ N, and by monotone approximation we can allow for general measurable
f: X x N = [0,00]. We conclude that the GNZ equations are satisfied and 7 is a Gibbs process. O

A slightly different and more straightforward argument for the sufficiency part, closer to the original proof of
Nguyen and Zessin (1979) and the presentation by Jansen (2017), allows to shorten the proof of Theorem 2.43.

The proof we chose here, however, allows for an immediate corollary which follows from Equation (2.16).

Corollary 2.44. Letn be a Gibbs process in X with PI k, and fir B € &,. Then, for every measurable function
G :N xN — [0, 0],

eMB) _
E[G(nanBc) ‘ nBC] = m/NG(M,UBc)e H(p,npe) dHAB (,u) P-a.s.

In particular, if F : N — [0, 00] s measurable, then

A(B)

]E[F(n) | WBC} = m

/ F(p+npe) e HWme) dMI, (u) P-a.s.
N

Recalling that we can express x,, via the Hamiltonian H as in Corollary 2.31, a straightforward application of
Corollary 2.4 allows one to rewrite the DLR equations in terms of x,,, but we do without an explicit statement
of this reformulation.

Theorem 2.43, together with Theorem 2.40, allows us to make more precise the comment after Lemma 2.18.
While the existence of Janossy densities implies that any Gibbs process is locally absolutely continuous with
respect to a Poisson process by Corollary 2.12, Theorem 2.43 provides the corresponding density functions.
These density functions inherit the hereditarity property of the Hamiltonian, and Theorem 2.40 implies that
restrictions of a Gibbs process to bounded subsets are themselves (finite) Gibbs processes. This sketchy

observation is made precise in the following lemma.

Lemma 2.45. Let n be a Gibbs process in X with Pl k, and let B € X,. Then np is a Gibbs process with PI
given by

ElZ N1 e H(u+8z,mpe)
[ B(1B:) 16 . ] , ifr € B and ]E[ZB(WBC)_1 'e_H(M’nBC)] >0,
@) = 3 E[Zp(nm) Lo HGm0] 247

0, else.

Proof. Taking expectations in Theorem 2.43 immediately shows that P72 < II,, with density function
D) = NMB) 'E[ZB(UBC)_l .e—H(;szc)]7 1€ N.

Let z € X and p € N. If D% (1) = 0 then, as the term in the expectation is non-negative and Zp(np<)~! > 0
P-a.s., we have e (4 15¢) = (0 almost surely. Lemma 2.39 implies that e~ H(#+%:15¢) = ( almost surely and
therefore ®%(p + ;) = 0. Hence, the function ©% is hereditary and Theorem 2.40 shows that np is a Gibbs

process. The formula for the Papangelou intensity follows from (2.15). O



2.8. THE DLR EQUATIONS AND THE NOTION OF SPECIFICATIONS 37

We now provide an alternative formulation of the DLR equations. More specifically, we use the formalism
for finite Gibbs processes to rewrite the equations, which brings us back to the equilibrium equation of Ruelle
(1970). Let B € X with A(B) < oo and 1 € N be such that Zg (1)) < co. Denote by Pp 4, the distribution of a
finite Gibbs process with PI x(5%) as a measure on (N, ). In particular, Ppy(Np) =1 and (by Corollary

2.35) Pp,y is absolutely continuous with respect to IIy, with density function

dPp.y () = A )
dH/\B ZB(’(/)) .

If Zp () = oo, Lemma 2.27 implies that no finite Gibbs process with PI x(F%) exists, so we put Py =0.

Lemma 2.46. Fiz B € X with A(B) < co. The map

NSN3 (0.0) = [ Glur) AP e )

is Npe @ N-measurable (hence N'®@ N -measurable) for every measurable function G : N x N — [0, 00].

Proof. Since the partition function Zg : N — [1, 00| is measurable, the map ¢ — Zg(p:) = Zg o ppe(¢) is

Npe-measurable. Thus, Fubini’s theorem implies that

(¥, v) = / (1, v) AP B e (1) = 1{ Zp (<) < o0} - / G(p,v) e HUnvee) dITy (1)
ZB ¢Bc

is Nge ® N-measurable. O

With this formalism we reformulate the DLR equations in terms of finite Gibbs processes depending on the
boundary condition. Notice that, while considerations via conditional probabilities go way back to Dobrushin
(1968b), the following corollary comes somewhat closer to the equilibrium equations stated by Lanford and
Ruelle (1969) and Ruelle (1970).

Lemma 2.47. A point process n in X is a Gibbs process with PI k if, and only if,

E[F(n)] = E[ [+ ) P )

for all measurable functions F : N — [0,00] and each B € Xj.

Proof. First of all, note that by Lemma 2.46 the term in the lemma is well-defined. If 7 is a Gibbs process
with PI &, then taking expectations in the second equation of Corollary 2.44, and using the definition of Pp .,
immediately yields the claim.

Now, assume that 7 satisfies the formula in the statement of the lemma. Then, choosing F' = 1, we get

1 =E[Pp,, (N)] = E[H{ZB(nBc) < oo}} = P(Zp(npe) < 0).

For A, A’ € N, apply the formula to F'(u) = 1{up € A, ug- € A’} to obtain

P(np € A, npe € A') = E{/ ]1{(U+77B°)B €A, (W+mnpe)Be € A’}dPB,mzc( )}
N

A(B)

=K |:1{773c c A/} . 7ZB(UBC)

/ 1 (p) e~ Hlmmze) dry (u)} -

N

Extending this relation from indicator functions 14 to general measurable functions F' by monotone approxi-
mation, it follows that the conditional expectations E[F (nB) | nBc] are as in Theorem 2.43, hence 7 is a Gibbs

process with PI k. O
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Remark 2.48. Notice that in the necessity part of Lemma 2.47, where it is assumed that 7 is a Gibbs process,
the stated formula actually holds, a little more generally, for each B € X with A\(B) < oo and P(n(B) < o) = 1.
Other versions of the DLR equations, for instance from Theorem 2.43 or Corollary 2.44, can also be rewritten

in terms of Pp y,., but the version stated in Lemma 2.47 is what we need explicitly later on. @

In the context of the DLR equations many authors use the notion of specifications, some even use it to
define Gibbs measures, referring to Preston (1976) and Nguyen and Zessin (1979). We conclude this section by
a discussion of specifications in our general setting. Even though we do not require the notion later on, the
following thoughts might be interesting for readers who are familiar with the specification-based approach to
Gibbs processes.

For each B € X with A\(B) < oo, define the kernel 85 : N x N' — [0,1] by

Rp(1, A) =Py, ({p € N: p+¢pe € A}).

Notice that R5(1),-) is indeed a measure on N for any fixed ¢» € N. More precisely, it is the push-forward
measure of P 4. under the map p +— p + 1ge. Moreover, for fixed A € N/, the map

s R, A) = /N LA+ $e) APy (1)

is Mpe-measurable by Lemma 2.16. We have 85(¢, N) = Pg .. (N) € {0,1} for each ) € N, where the value

0 occurs whenever Zg(1p:) = co and the value 1 occurs if Zg(¢pe) < 0o.

Remark 2.49. If B € X is such that A(B) = 0, then Zg(v) = 1 for each v € N as well as I, = do, so for
any ¢ € N and A € N we get P y,..(4) = 1{0 € A} and

Rp(, A) = 1{ppe € A}.
If B =@, we even have Rg(¢, A) = 1{¢p € A}. O

Fix B € X with A\(B) < co. For a measurable function F : N — [0, 00] we define the measurable map
RpF : N = [0,00] by

RpF(Y) = /

f%u)ﬁBumdu>=t/.Fuw+w3odPB¢Bxu»
N N

Furthermore, we consider for C' € X with A(C) < oo the product 8c8p : N x N — [0, 1],

%%wmzﬁ%WM%wwx

which is itself a kernel. The following corollary is a reformulation of Lemma 2.47 in terms of the kernels Kp.

Corollary 2.50. A point process 1 in X is a Gibbs process with PI k if, and only if,
E[RpF(n)] =E[F(n)]

for all measurable functions F': N — [0,00] and each B € Xj.

Before we state another version of the DLR equations, we discuss properties of the kernels defined above.

The following lemma can be found in Preston (1976) and is also stated by Nguyen and Zessin (1979).

Lemma 2.51. The kernels {Rp : B € X, \(B) < oo} form a specification, that is, the following properties are
satisfied. For any B € X with \(B) < oo,



2.8. THE DLR EQUATIONS AND THE NOTION OF SPECIFICATIONS 39

(i) Re(¥,-) is a probability measure on N for each ¥ € N with Zp(¥p:) < o,
(ii) Ry, ) =0 for each p € N with Zp(¢p:) = oo,
(iii) the map ¢ — Rp(¢p, A) is Npc-measurable for each A € N,
(iv) 8p(¥, A) =14(¢) - 1{Zp(¢pc) < oo} for allp € N and A € Npe, and
(v) ReRp = Re for any C € X such that C D B and A(C) < oo.

Proof. Properties (i) — (iii) were already discussed above. For the proof of (iv) and (v), fix B € X with
A(B) < co. For ¢ € N and A € N we have

Rp(¥,A) =Ppy,.({p € Np : ppe +pe € A}) = 1{type € A} Py, (N) = 14(¥) - 1{Zp(¢p:) < 00}

Now, consider C' € X with C D B and A\(C) < co. Let A € N be arbitrary. For ¢ € N with Z¢(¢ce) = oo,
part (ii) implies Rc (v, ) =0, so

Sefalb.A) = [ 8a(n4) So(w.de) =0 = Ko(b. A).
N
Next, assume that ¢ € N satisfies Z¢ (o) < 0o. Then we calculate

Refp(y, A) = /N R A) Re (1, dpr)
- /N R+ voe, A) dPey. (1)
= / (/ Ta(v+ ppe + ee) dPB,HBchch(V)) dPc e (1)
N N
B[ [ 140+ €m+ v P s )], (2.18)
N

where ¢ denotes a point process with distribution P¢ .., or in other words, a finite Gibbs process with PI

k(C¥ee) as in Lemma 2.25. By Lemma 2.24, we have
C,pee
25" (€pe) = Zp(Epe +1ce),

where left hand side is finite P-a.s. by Lemma 2.17. We conclude from (2.18) that

AB)

Zp(€pe + thee)

e/\(B)/ La (v + €pe +tpoe) exp (= HOPe) (v, €pe)) Iy, (v) |
75 (65 In B

ReRp(Y, A) = E[ /N La(v + &+ thee) exp (— H(v, € + thee)) dHAB(V)}

and Corollary 2.44, applied to &, gives
ReRp(h, A) = E[L4(£+ vee)]| = / Ta(p +veoe) dPe e (1) = Re (¥, A),
N

which concludes the proof. O

The following characterization of Gibbs processes is usually chosen as their definition in the context of

specifications.
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Lemma 2.52. A point process n in X is a Gibbs process with PI k if, and only if,
P(ne A|np) = Rp(n, A) P-a.s.

for all A e N and each B € X,,.

Proof. Assume first that 7 is a Gibbs process. Taking into account the definition of Pg ., Corollary 2.44
implies that, for any A € A and B € X},

P A nee) = [ Lalu 1) AP 10 = R0, )
almost surely. Now, assume that P(n € A | ng:) = Rp(n, A) holds P-a.s. for all A € N and B € &;. Then
(1 € 4) = E[R5(0.4)) =E| [ 1400+ 150 P00

Monotone approximation extends this relation to general measurable functions and Lemma 2.47 yields the

claim. O



CHAPTER 3

EXISTENCE AND UNIQUENESS RESULTS FOR GENERAL (IBBS

PROCESSES

The goal of this chapter is to provide existence and uniqueness results for Gibbs processes on a general level, trying
to use as little prerequisites as possible with the chosen approach. Recall that the superposition principle for
Poisson processes (Theorem 3.3 of Last and Penrose, 2017) allows for an elegant construction of infinite Poisson
processes: Partitioning the underlying space into bounded subsets and taking a finite Poisson process on each of
these parts of the space, one can simply combine these finite processes, by adding them up, to obtain a Poisson
process on the full space. This uses heavily the spatial independence properties of Poisson processes and, keeping
in mind that points of Gibbs processes interact and hence do not allow for such strong independence, it is rather
intuitive that a simple superposition of Gibbs processes will not do the trick as regards existence of such processes.
The approach we choose as a remedy is to con-

struct suitable finite Gibbs processes &1, &o, . ..

on a sequence of bounded sets By C By C ... J .

which exhausts the full space, to construct a S . .

limit process, where the limit is taken with re- . . .
spect to some appropriate topology, and to prove . ° .

that the limit process is Gibbs. In Section 3.1
we discuss the local convergence topology, ex- .

tend known results on the corresponding mode . . .

of convergence, and provide a new limit result B,

specifically suited to the study of Gibbs pro-

cesses. Section 3.2 contains a general existence result for Gibbs processes and some initial discussions of the
necessary assumptions. As a first, and certainly not new, example we show that the existence result includes
Gibbs processes with a finite interaction range. In Section 3.3 we introduce cluster-dependent interactions,
provide an existence result for Gibbs processes with such an interaction, and prove uniqueness. More specifically,
we show that if the size of the clusters that underlie the interaction is controlled in a suitable sense, then the
distribution of the corresponding Gibbs process is unique. We also give insight into a decorrelation property
which cluster-dependent Gibbs processes admit. In Section 3.4, which concludes this chapter, we apply the
previous results to Gibbsian particle processes, thus giving some practical justification for drawing up the whole

theory in general state spaces.

3.1. THE LOCAL CONVERGENCE TOPOLOGY AND NEW CONVERGENCE
RESULTS

In this section we stick to the setting from the beginning of Section 2.2. In particular, we work, whenever
it is not specified otherwise, on a measurable space (X, X’) with localizing structure constructed via the sets
By, By, . ... We discuss the concept of local convergence introduced by Georgii and Zessin (1993) and provide
connections to Janossy and factorial moment measures. In the definition of local convergence we follow the

recent publications by Jansen (2019) and Reelly and Zass (2020), where the concept includes the use of local and
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tame functions (as proposed by Georgii and Zessin, 1993), but other authors also use the term local convergence
when only including local and bounded functions, see Dereudre and Vasseur (2020) for one instance.

A function F : N — [—00, 0] is called local if there exists a set B € X}, such that F(u) = F(ug) for every
1 € N. We call F' tame if there exists a constant ¢ > 0 and a set B € X}, such that [F(u)| < ¢(1+4 u(B)) for all
w € N. In particular, every bounded function is tame. Many useful properties of local functions are discussed

in Appendix A.2.

Definition 3.1 (Local convergence). Let 1,71, 72, ... be point processes in X. We say that (7,,)n,en converges
locally to 7 if E[F(n,)] — E[F(n)], as n — oo, for every measurable, local, and tame function F : N — [0, 00)

for which the expectations are finite. For short, we write 7, dog, n.

If we denote by P the set of all probability measures P on (N, N) that satisfy [ pu(B)dP(u) < oo for each
B € X, (locally finite intensity measures), then the local convergence topology constitutes the smallest topology
on P for which the maps P — [0,00), P — [ F(1) dP(p) are continuous for every measurable, local, and tame
F :N — [0,00). Note that there is no need for the functions F' to be continuous as in many other modes of
convergence, thus no topological structure is needed on N. The following lemma settles some initial issues one

could raise given the definition at hand.
Lemma 3.2. Let n,71',1m1,m2,... be point processes in X.

(i) The class of local and tame functions determines measures, that is, n and ' have the same distribution if,
and only if, E[F(n)} = E[F(n’)] for all measurable, local, and tame functions F : N — [0,00) for which

the expectations are finite.
(ii) Local limits are unique in distribution.

(iii) If the underlying space X is a complete separable metric space, then local convergence is stronger than

. . l d d L
convergence in law, that is, if 0, — 1 then n, — 1, where — denotes convergence in distribution.

Proof. (i) If n and ' have the same distribution, the equality of the expectations follows trivially for all
measurable F' for which the expectations are finite. For the converse, assume that E[F(n)| = E[F(n')] for
all measurable, local, and bounded F. Applied to F(u) = 1{u(D1) = ki, ..., (D) = kp, }, for arbitrary
Dy,....D,, € Xy, k1,...,kn € Ng, and m € N, we obtain

]P)(”I](Dl) = kl, e 777(Dm) = km) = P(?’]/(Dl) = ]Cl, N ,T],(Dm) = k’m)7

which yields that 7 and n’ have the same distribution. Notice that the considered function F' is indeed
D-local for D = U;nzl Dj € X,

(ii) Assume that 7, Logy n as well as 7, Logy n'. It follows that E[F(n)] = E[F(r')] for all measurable, local,
and bounded F, so part (i) implies that 7 and n’ have the same distribution.

(iii) Suppose that n, Logy 1. Let Dy,..., Dy, € X, be arbitrary and consider any continuous and bounded func-
tion f : R™ — [0, 00). Define the local and bounded map F : N — [0, 00) as F(u) = f(u(D1), ..., (D).
By the local convergence assumption, we have, as n — oo,

fd]P)(T]n(Dl)x'“ﬂ']n(Dm)) — E[F(nn)] N E[F(U)] — f dP(n(Dl)v"')n(Dm)),
RrR™ Rm™
that is, the vector (1,,(D1),...,nn(Dsy)) converges in law to (n(D1),...,n(Dsy,)) (in R™). For a point
process in a complete separable metric space this convergence of the finite dimensional distributions is

already enough to conclude that 7, converges in law to 7, see Theorem 11.1.VII of Daley and Vere-Jones
(2008).
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Note that the metric structure on X in part (iii) ensures that there exists a metric structure on N (see

Appendix A.7) so it makes sense to talk about convergence in law of point processes. O

It is well-known that local convergences is equivalent to a suitable weak* convergence (in the functional
analytic sense) of correlations functions. We prove this result later on in this subsection, but first provide
the connection between local convergence and convergence of the Janossy measures. This connection is used
(albeit not explicitly) in the literature, for instance in the appendix of Jansen (2019), but to the author’s
knowledge this is the first time the results are stated formally. We state them in full abstraction and under

weaker assumptions than used previously.

Lemma 3.3. Let n,1n1,1n2, ... be point processes in X and fix a bounded set B € X,,. Assume there exists a map

cg N = [0,00) with > °_, cg(m) < oo such that the Janossy measures of n, restricted to B satisfy

sup Jy, Bm(B™) < cg(m)
neN

for each m € N. Further, suppose that, as n — oo,

fd‘]’n,B,'m___> fthle
Xm Xm

for all measurable and bounded functions f : X™ — [0,00) and all m € N. Then E[F(n,)] — E[F(n)], as
n — 0o, for all measurable, B-local, and bounded maps F : N — [0, 00).

Proof. Let F : N — [0,00) be measurable, B-local, and bounded by ¢ > 0. For now, assume that F(0) = 0.

Lemma 2.3 implies
E[F(n.)] =Y /mF(Z&Tj)dJ Ban(T1, ).
m=1 j=1

For each m € N, define the measurable and symmetric function f,, : X™ — [0, 00) as

Since f,, is bounded by ¢,

sup (@1, wm) ddy, B (1, .y Tm) < - cp(m)
neN Jxm

for all m € N and the right hand side is summable over m. Thus, dominated convergence yields

lim E[F(n,)] = lim_ Zl - Fn(@1, @) ATy Bon(T1, - T)
= Z fm(mla-~-axm)dJn,B,m(x1;-~-axm)
m=1"X"
:E[F(n)}

It remains to handle the case where F(0) > 0. Consider the decomposition
F(p) = max {F(u) — F(0), 0} — max {F(0) — F(n), 0} + F(0).

The parts corresponding to the maxima are measurable, B-local functions N — [0, 00) which are bounded and
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have value 0 in 4 = 0. Applying the first part of the proof, we obtain

E[F(n,)] = E[max {F(n,) — F(0), 0}] — E[max { F(0) — F(n,), 0}] + F(0)
— E[max {F(n) — F(0), 0}] — E[max {F(0) — F(n), 0}] + F(0)
=E[F(n)],

as n — 0o, where the expectations are finite. O

Remark 3.4. If the map cp in Lemma 3.3 satisfies

oo
Z m - cp(m) < oo,
m=1

the result holds for all measurable, B-local, and tame maps F'. The slightly stronger assumption becomes
necessary since the maps f,, defined in the proof only satisfy f,, < c¢- (1 +m) if F is tame with constant c.

Note that the expectations are finite for such maps by the assumption on cg, since Lemma 2.3 implies
(oo} m
E[F(n)] =E[F(ng)] = F(0) - P(n(B) =0) + Z / F(Z(Smj) Ay (1, T)
m=17&" j=1
oo
<c+ Z / c-(1+m)ddyBm(T1,. . Tm)
m:l m

S(:Jcm(ler)~cB(m)7

m=1

and similarly for n,, (n € N). If the boundedness and convergence assumption on the Janossy measures holds
for all B € A}, (with the slightly stronger assumption on ¢p indicated above), the expectations converge for all

local and tame F', so n,, converges locally to 7. O

Example 3.5 (Local convergence of Poisson processes). Let Dy, Do, ... € X with D; C Dy C ... and
U,—, D, = X. For each n € N let ®,, be a Poisson process in X with intensity measure Ap, and let ® be a

Poisson process in X with intensity measure A. Then ®,, 1% & as n — oo. Indeed, by (2.2) we have, for each
Be &Xy,and m €N,

—A(BND,) \(B)™
sup Jén,B,m(Bm) = Supei “NBND,)™ < (B) .

neN neN m! m!

Furthermore, for each measurable and bounded function f : X™ — [0, 00) we have (by monotone convergence)

e—ANBND,,) e—MB)
lim fqu%Bm:limi/ fd)\’]_?:i/ fd)\m:/ fdJs. Bm
n—00 xXm o n—00 m' D:Ln m' m m ,7
and the asserted convergence follows from Lemma 3.3 and Remark 3.4. O

The converse to Lemma 3.3 is also true, even without any integrability assumptions.

Lemma 3.6. Let 1,1n1,72,... be point processes in X and fir a set B € X}. Suppose that, as n — oo,
E[F(n.)] — E[F(n)] for all measurable, B-local, and bounded functions F : N — [0,00). Then, as n — oo,

fdJnn,B,m i fdJn,B,m
Xm X’V?’L

for all measurable and bounded functions f: X™ — [0,00) and all m € N.
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Proof. Fix m € N and let f : X"™ — [0, 00) be measurable and bounded by ¢ > 0. Define

F(0) = o H{(B) = m} [ om0

The map F is measurable by Lemma A4, it is B-local since (™)) gm = u(Bm), and bounded as

¢ m m
F(p) < mﬂl{u(B) =m} - p™(B™) <¢,
using that p € N with u(B) = m satisfies ("™ (B™) = m! (see Proposition A.2). Thus, by assumption and the

definition of the Janossy measures, we get

.fdJnn,B,m = T;luﬂzl:]l{nn(B) = m} /Xm fd(nn)(Bm)] = E[F(nn)} — E[F(W)} = fdJ'r],B,mv

Xm Xm

as n — oo. O

We now state a result which implies the well-known connection between local convergence and weak™®
convergence of correlation functions. We show that this convergence of the correlation functions is equivalent
to the convergence of the Janossy measures in the previous lemmata, but only under a stronger assumption,

namely a version of Ruelle’s condition.

Definition 3.7 (Ruelle’s condition). A point process 1 in X is said to satisfy Ruelle’s condition if
apm < (IA)™

for each m € N and some measurable function ¢ : X — [0, 00). Here we denote by ¥\ the measure on (X, X)

given by

IA = /X]l{x € - }d(x)dA(x).

If a sequence (9,)nen of point processes satisfies the classical version of Ruelle’s condition (where ¢ = ¢,
¢ > 0) with the same constant, the corresponding correlation functions exist and give a bounded sequence
in L*°, and weak™ convergence in L is precisely what occurs in the following lemma if one observes that
the factorial moment measures are given by the corresponding A\"*-densities, that is, the correlation functions.
Notice that our forthcoming existence proof for Gibbs processes works via Lemma 3.3 and allows for a way

around the L' test functions which appear in the following lemma.

Lemma 3.8. Letn,m1,1m2,... be point processes in X. Assume that there exists a measurable, locally A-integrable
map ¥ : X — [0,00) such that o, m < (OX)™ for allm € N and all n € N. Then, as n — oo,
[ g — [ s
m X’rn

for all measurable and bounded functions f : X™ — [0,00), all B € X}, and each m € N, if, and only if,

/ gdoy, m — g dom m,
m XTrL

as n — oo, for all g € L*(X™, (9N)™) and each m € N.

It follows readily from Remark 2.2 that Ruelle’s condition (with locally integrable 1) is a formally stronger
assumption than what the Janossy measures must satisfy in Lemma 3.3. Lemmata 3.8 and 3.3 (together with

Remark 3.4) imply that if the factorial moment measures (or correlation functions) converge in the weak* sense
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of Lemma 3.8, then 7,, converges locally to 1. The converse statement can be formulated via Lemma 3.6. Of

course, if ¥ = ¢ for some ¢ > 0, the functions g in the lemma are from L(X™, \™).

Proof. For the necessity part, assume the convergence of the Janossy measures. Fix m € N. Let B € &}, and
let g : X™ — [0, 00) be measurable and bounded by ¢ > 0 such that ¢ = 0 on X™ \ B™. Then, by Theorem 2.6,

we have

> k!
li day,, m = li — e Tm) J d(z1,...,2m) x BF™
nggo o gday, ngréOk;n (k — m)' /Xm g(iﬁl x ) nﬂ,,B,k( (xl x ) X )

L - k!
_nhangogl(k—m)!/xk g(z1, ... 2m) Lgs—m (@1, ..., 2k) Ay, B 6(21,. .., Tk)

oo
k!
Z m\/}gk g(.]?l,...7xm)]1Bk—m(.Tm+17...,l‘k)dc]',hB,k(l'l,...,xk)
k=m ’

= / gdan,ma

where the use of dominated convergence is justified, as
/ g(ﬂ;‘l, . ,ajm) dJnt,k(CEl, . ,;L‘k) <ec-J mBJC(Bk) <
Xk

uniformly in n, and

5~ . f!m)' | (mgf))k ) < [ o d)\(x)>m exp < / o) dA(:z:)) < o0,

k=m ’

The above convergence (applied to g = 1p) implies that, for any set D € X®™ with D C B™ for some B € X},

aym (D) = limsup oy, m(D) < (IN)™(D).

n—oo

Using the continuity (from below) of measures, we obtain that, for every D € X®™,

0. (D) = limsup o, m (DN BY") < limsup (YA)™(D N B;*) = (YA)™ (D).

{— 00 £— 00

Next, consider g € L* (Xm, (19)\)m). The following standard approximation argument is essentially an adaptation
of the proof of Theorem 2.51 from Jansen (2017). Define the functions

ge(x1,. . T :g(ml,...,xm)]lgzn(xl,...,xm)]l{|g(m1,...,xm)| < 6}, /eN.

Each g, is a measurable and bounded function that vanishes outside of Bj*. Thus, the first part of the proof

applies, and

lim ‘/ ggdanmm—/ gedan’m‘ =0
n—oo m Xm

for each ¢ € N. Furthermore, we have

limsup’/ gda,,,m—/ gzdan,m’
{— 00 m Xm

< nmsup/ g1 wm)| (Lo (@1, wm) + 1 {lg(@1, )] > €}) dagn(@, o)

l— 00

< limsup/ ‘g(acl,...,xm)‘(]le\an(xl,...,xm) + 1{|g(z1, ..., 2m)| > E}) AWN™ (21, .., )

£— 00
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0,

where dominated convergence applies, as

|9(371’-~-a$m)‘(ﬂxm\BZ"(l‘1a-- '7xm) +ﬂ{|g(l‘17axm>| > E}) S 2- ’g(xhamm)’

uniformly in ¢, and we have g € L' (Xm7 (19/\)’”). Similarly, we have

/ gdanmm_/ ge dO‘mm’
Xm Xm

< limsup sup/ (91w (L (@1 wm) + 1 {lg (@1, w)] > €}) dag, on(@1,- o)

{—oo0 mneN

lim sup sup
l—o00 neN

Slimsup/ ’g(ml,...,xm)‘(lem\an(xl,...,xm)+Il{|g(x1,...,xm)| >€}) AN ™ (21, ..., Tm)

£— 00

=0.

Using the triangle inequality twice, the three limit relations establish that

lim ‘/ gdanmm—/ gdan,m’ =0.
n—oo m xXm

To prove the sufficiency part of the lemma, assume that the factorial moment measures converge in the
stated sense. Exactly as above, it follows that n satisfies Ruelle’s condition with the map . By part 1 of
Remark 2.10, the assumed version of Ruelle’s condition guarantees the validity of the assumption in Theorem
2.8 for each process in consideration and for each B € A},. Thus, for any measurable and bounded function
f:X™ —[0,00) and any B € A}, Theorem 2.8 and the assumption ensure that, as n — oo,

fdJnn>B7m :/ fIle dJ777L7Bam
xXm m

1 & (—1)F
:@Z( k') / f(xl,...,xm)Ile(a:l,...,xm)ann)m+k(d(x1,...,a:m)ka)

1 o (—=1)F
= ﬁz ( kl) /X f@1, .o @m) Lgmar (1, .o Topke) Ay, k(215 - -+, Tontke)
I & !

where we used that f 1 gmx € L1 (X™T* (9X)™+F) and dominated convergence is applicable since f is bounded
and we have Ruelle’s condition and the local integrability of o). O

Remark 3.9 (Previous existence proofs for Gibbs processes). We give a short sketch of the proof of
a previous version of an existence result for Gibbs processes. Assume that 7y, 72, ... are point processes in
a complete separable metric space (X, d) which satisfy Ruelle’s condition for some universal constant ¢ > 0.
Then the corresponding correlation functions exist and pp m = py,,m € L (X™,A™) = (L (X™, )\m))l. With
the Banach—Alaoglu theorem from functional analysis (see Appendix A.4) and a standard diagonal sequence
construction, it is possible to extract a subsequence {n;, : k € N} C N such that

lim 9 Pry,m AA™ = / g pm dA™

k—o0 xXm m
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for all g € LY(X™, \™), some function p,, € L>(X™, \™), and each m € N. If one can show that the functions
pm are the correlation functions of a point process 7, then Lemmata 3.8 and 3.3 imply that 7, o, 7, as
k — oo. In order to show the existence of an infinite volume Gibbs process, the idea is to start with a suitable
sequence of finite Gibbs processes, to guarantee that they satisfy Ruelle’s bound, to construct the local limit as
above, and to prove that the limit is itself Gibbs.

To obtain the limit process n in this construction, it is used that a family {p,, : m € N} of symmetric
functions p,, : X™ — [0, 00), which satisfy the Ruelle condition, are the correlation functions of some point
process if, and only if, for all B € &}, all m € N, and A™-a.e. (z1,...,2,,) € B™,

[e3e] _1 k
Z ( k') /Bk Pm+k($1, s axm+k)d)‘k(‘rm+1v"~,$m+k) >0
P ! :

as well as

o (—D* k
1+Z o / pr(x1, .o xg) AN (21, ... x8) > 0.

=1 . Bk
This construction is carried out comprehensively for locally stable energy functions in the lectures notes by
Jansen (2017) (and for pair interactions also by Jansen, 2019). There, the whole argument, including the
proof of a less general version of Theorem 2.8, is given in terms of the so-called K-transform, as (implicitly)
introduced by Lenard (1973) and (explicitly) used by Kondratiev and Kuna (2002). These proofs based on the
K-transform are technical and the whole construction relies on Ruelle’s bound.

Requiring a Ruelle type condition to assure that the correlation functions are a bounded sequence in L*° is

somewhat unnatural. With Lemma 3.3 in mind, we do not have to make sure that the correlation functions are

bounded, but can employ that Janossy densities naturally form a bounded sequence in L', as

sup G Bom |2t m Am) = sup T, Bm(B™) = Tsllégﬂl’(nn(B) =m) <1
for all m € N and B € A}, given that the Janossy densities exist.

As we have shown in our proof of Theorem 2.8 and our other results, we focus on the point process theoretic
perspective which often leads to very neat proofs. We use this perspective to provide a new result which
allows for the extraction of locally convergent subsequences under weaker assumptions than the classical Ruelle
condition. In the context of Gibbs processes, even Theorem 2.8 is often proven under the assumption that
Ruelle’s condition is satisfied, but in this situation the condition is also too strong as Remark 2.10 shows.

However, it is not exactly clear of how much worth these formal improvements are in practical examples. O

The following result forms the foundation of our existence proof of infinite volume Gibbs processes in Section
3.2. For the proof we need the Kolmogorov extension theorem for probability measures on N as recalled in
Appendix A.6. To apply this theorem we have to restrict our attention to substandard Borel spaces (see
Appendix A.6). Notice that no claim is made about the uniqueness of the constructed subsequence and the

limit process, we merely provide an existence result.

Theorem 3.10. Let (X, X) be a substandard Borel space. Let 11,12, ... be point processes in X such that the
Janossy densities jn B,m = Jjn.,B,m corresponding to these processes exist and satisfy, for each B € &} and

m €N,
lim Sup/ jn737m(9:1,...,zm)]l{jn737m(x1,...,zm) Zc}d/\’g(xl,...,xm) =0.

c— 00 neN

Also assume that, for each B € X,, there exist maps cp : N — [0,00) with Y, cg(m) < oo such that

sup/ jn,B,m(l'lv cee ,;Em) dxg(l’h ce ,Im) < CB(m)
neN m



3.1. THE LOCAL CONVERGENCE TOPOLOGY AND NEW CONVERGENCE RESULTS 49

for all m € N. Then there exists a point process 1 in X and a subsequence (M, )ken 0f (Mn)nen such that

E[F(1n,,)] — E[F(n)],

as k — oo, for all measurable, local, and bounded functions F : N — [0,00). If the maps cp are such that

Yoo m-cp(m) < oo, then ny, L% 1 as k — oo.

Proof. We use the same notation, Jy, g .m = Jy,.,B,m, for Janossy measures as we do for Janossy densities. For
the following construction, fix B € &},. Since J,, g0 = P(nn(B) = 0) is a bounded sequence in [0, 1], there exists

a strictly increasing map ro : N — N, corresponding to the selection of a subsequence, such that

lim J,x),B,0 = JB,0
Pt ro(k),B,0 ,

for some Jpo € [0,1]. Iteratively applying the Dunford-Pettis Lemma (Corollary A.17 in Appendix A.5)
in the spaces L!'(X™,\%) gives, for each m € N, a strictly increasing map 7, : N — N and a function
JB.m € LY (X™ \F) which is set to 0 outside of B™ such that

lim / Fireoommorsm NG = [ Fimmd\E
Xm

k—o0 Xm

for all f € L>*(X™ \%). If we put n, = rgo...or,(k), k € N, which corresponds to taking the diagonal

sequence, then
m fjnk,B,m dArg = ij,m d)‘nB1 (31)

lim Jnk,B,O = JB70 and li

k— o0 k—oo Jxm xXm

for all f € L>(X™,\}) and each m € N. For each m € N, the limit function jg ,, is non-negative A\"-a.e.
This is easy to see right away, but a short verification is provided in Appendix A.5 for the readers convenience.

Moreover, the measures Jg ,,,, m € N, defined as
JBJn(D):/ ]ID-jB,md/\m7 D€X®m,

are symmetric. Indeed, for any sets Dy,..., D, € X and any permutation 7 of {1,...,m}, (3.1) yields

JB,m(D-r(l) X ... X D.,.(m)) :/

. m o : m
LD,y %Dy JBm AA™ = 1 [ D)5 5D, () T, Bm A
X’VVL

k—o0 xXm
= klig)lo Jnk,B,m(Dr(l) X ... X D.,.(m))
= lim Jy, Bm(D1 X ... x Dy,)
k—o0 )

= Jpm(D1 X ... X Dp,).

Notice that the so constructed subsequence depends on the chosen set B.
We now proceed to apply the above construction to the localizing sets By, £ € N. Applied to By, the
previous arguments provide a subsequence {n; : k € N} C N as well as Jp, o € [0,1] and (almost everywhere)

non-negative functions jp, m € L'(X™, A™), m € N, which vanish outside of B, such that

lim Jnl,Bl,O = JBl,O and
k—o0 k

fjni,Bl,m d\™ = ijl,m dx™

lim
k—o0 Xm ’ Xm

for all f € L (X™, \™) and each m € N. Iteratively applying this scheme gives (in the ¢-th step) a subsequence
{nf :keN}c{ni': keN}C...C{nl:kecN}aswell as Jg, o € [0,1] and (almost everywhere)
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non-negative functions jg, ,, € L*(X™,A™), m € N, which vanish outside of B}, such that

lim J,¢ g, o=JB,0 and hm Fint Bom da™ fiBemdA™
k—oo xXm m x™

for all f € L*°(X™, A™) and each m € N. Thus, choosing the diagonal sequence ny = n’,j, we have

lim Jy,.B,0 =JB,0 and hm f Jng,Be,m dA™ fiBe,mdA™ (3.2)
k—o0 Xm Xm

for all f € L>®(X™,\™), each m € N, and every ¢ € N. On each of the substandard Borel spaces (N, Ng,),

¢ € N, we define the measures
P{™(A) = 14(0) - ,LB@,O+Z/ gnBe, (1, ) AN (1, ... Tm), AENB,,
for n € N, and
Py(A) = JBM“‘Z/ ij (1, oy @) AN (21, ... ), A€ Np,.

By assumption, we have
m

sup/ ]IA(Zéwi)jnk’Bz,m(asl,...,scm) AN (21, ..., &) < ep, (M),
£

keN =

where the right hand side constitutes an integrable bound with respect to summation over m. Hence, we can

apply dominated convergence and the limit results from (3.2) to conclude that

lim P{"™)(A) = Py(A)

k—o0

for all A € N, and each ¢ € N. Notice that Lemma 2.3 implies that, for A € Np,, we have
P (4) = P(n, € A).

It follows that Pg”)(N) = 1 and, therefore, Pp(N) = limy_, P?")(N) =1,s0 PE") (n € N) and Py are probability
measures on (N, Np,) for each £ € N. Moreover, if we take indices i < £ and any set A € g, C Np,, we get

Py(4) = lim P{™(4) = lim P(u, € 4) = lim P{")(4) = Py(A).

k—o0 k—o0

Proposition A.18 implies that there exists a probability measure P on (N, N') such that P(A) = Py(A) for all
A € Np, and £ € N. If we let 1 be a point process in X with distribution P, then by construction

Py € A) = P(A) = Py(A) = 14(0) - J5,.0 + Z / ) e ) AN ),

for each A € N, and £ € N, so Lemma 2.5 implies that (Jp, m)men, are the Janossy measures of n restricted
to By, for each £ € N. The limit relations in (3.2) and Lemma 3.3 yield

lim E[F(1,,)] = E[F(n)]

k—o0

for all measurable, local, and bounded maps F' : N — [0, 00), where we use that any local function is By-local

for some ¢ € N. The additional claim concerning local convergence follows from Remark 3.4. O
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It is clear from the proof that the assumptions on the Janossy densities in the theorem need only be satisfied

on the sets By, £ € N.

Remark 3.11. We discuss some conditions which are sufficient to ensure the uniform integrability and
summability conditions of Theorem 3.10. As in the theorem, let 7,,, n € N, be point processes in X with Janossy
densities jy,,,B,m-

Similar to part 4 of Remark 2.10, assume that for each B € &}, there exist ag > 0 as well as a measurable

and Ap-integrable function dp : X — [0, 00) such that

) R
Sup Jn,..B,m (21, -, Tm) < ap - 5(21) 5 (@m)

sup - (3.3)

for A™-a.e. (z1,...,2m,) € X™ and each m € N. Then, for all B € A, and m € N,

lim sup/ jntym(xl,...,xm)]l{jnmgym(xl,...,xm) Zc} AN (21, ..., Tm)

c— 00 neN

a . m
< HBlcli{Eo - Ip(x1) ... - Ip(xm) - ]l{aB “Op(x1) ... 9p(zm) > c-m!}d)\B(xl,...,acm)

=0

as well as

sup/ T Bm(T1s . Zm) dAE (21, ..., T) < CLB(/ﬁB(aj)d)\B(I)) ,
m X

neN
where m times the right hand side is clearly summable over m. These bounds can be interpreted as a local

version of Ruelle’s condition from Definition 3.7. Indeed, Corollary 2.7 gives

Sugpnmm(xl,...,xm) <ap-exp </ Ip(x) d)\B(x)) c9p(x1) ... - Op(Tm)
ne X

for X™-a.e. (21,...,2m) € B™, all m € N, and each B € X}. On the other hand, any bound of the type

SUp Py m (1, Zm) < ap -Vp(x1) - ... - Op(Tm)
neN
gives a bound on sup,,ey Jin,,Bm (%1, - - Tm) 88 Jn, Bim < i * Py,,m almost everywhere by (2.3).

As the Janossy densities are derived from the localization of some overlying point process (and correlation
functions are defined globally anyway), it is somewhat more intuitive for the bound in (3.3) to not depend on

B. In this spirit, we mention the following two sufficient conditions for this bound.

1. If there exists a locally A-integrable map ¢ : X — [0, 00) such that

. Hxy) ... -9z
SUP i B (1) < L) V)
neN m!

for \™-a.e. (x1,...,2m) € X, each B € &}, and all m € N, then (3.3) follows. For instance, ¢ could be

constant.

2. If there exists a locally A-integrable map ¥ : X — [0, 00) such that

sugpmnm(xl, cey ) S H(x1) e K X)
ne

for A™-a.e. (21,...,2Zm) € X™ and all m € N, then (3.3) holds. Again, ¥ could simply be constant. O
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3.2. AN EXISTENCE RESULT FOR GENERAL (GIBBS POINT PROCESSES

The purpose of this section is to provide a general result which guarantees existence of infinite volume Gibbs
processes. It is not at all clear for which Papangelou intensities such a process, as a solution of the GNZ integral
equations, exists. As indicated in the introduction of this chapter, we intend to construct finite Gibbs processes
as in Section 2.5 on a nested sequence of bounded sets in X and apply Theorem 3.10 to extract a limit process

on the full space. It then remains to verify that the limit process solves the GNZ equations.

3.2.1. THE ABSTRACT RESULT

Let (X, X) be a measurable space with localizing structure constructed via By, Ba, ..., as in Section 2.2. Let A
be a locally finite measure on X and consider a measurable function s : X x N — [0, 00) which satisfies the

cocycle relation (2.8). For each n € N we consider a finite Gibbs processes &, whose PI is given by
kB0 (g 1) = w(x,p) - 1p,(x), zeX, peN.

By Lemma 2.27, these finite Gibbs processes exist precisely when Zp (0) < 0o, n € N, and their distribution is
given explicitly by (2.10).

In order to use Theorem 3.10 to extract from (&, )nen a locally convergent subsequence and a limit process 7,
we have to ensure that the required assumptions on the Janossy densities are satisfied. In this, we focus on an
assumption related to Ruelle’s condition from Definition 3.7 which seems adept to the study of Gibbs processes.

Namely, we assume that

Ia1) .. I zm)

sup j T1,. ., Tm) <
negﬂsn,B,m( 1 m) < —
for A™-a.e. (z1,...,2,) € X™, all m € N, every B € X}, and some measurable, locally A-integrable map

¥ : X — [0,00). In itself, this is an assumption on the whole construction of the finite Gibbs processes &,
and not a mere assumption on x and A. Such explicit assumptions will follow later, but the generality of the

following theorem will be useful.

Theorem 3.12. Let (X, X) be a substandard Borel space with localizing structure By C By C ... and let A be a
locally finite measure on X. Let k: X x N = [0,00) be a measurable map which satisfies the cocycle relation
(2.8) and is such that

Zpg,(0) <00, neN

Moreover, suppose that, for A-a.e. x € X,

k(z,p) < O(x) - peN,

for a constant ¢ > 0 and a measurable, locally \-integrable map 9 : X — [0,00). Let &, be finite Gibbs processes
with PI kB0 (€ N) and assume that

HNay) o Ham)

Sup je, . B,m (%1, ., Tm) <
neN 3 m( m) m|
for Xm-a.e. (x1,...,2m) € X™, allm € N, every B € X}, and some measurable, locally A-integrable map

¥ : X = [0,00). Denote by n any one of the limit processes obtainable from Theorem 3.10 and assume that, for
all B € X,

limsup/B]E’/i(x,nBz) — Kz, )| dA(z) =0

£— 00

as well as

lim sup sup/ IE|/{(:E, (fnk)B[) — n(x,{nk)‘ dA\(z) =0,
{—oo keNJB
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where (&n,, )ken 1s the subsequence of (&,)nen which converges locally to n and where X C Xy is a w-system

which contains a nested sequence of sets that erhaust X and is such that
c({BxA:BeX;,Ac Z}) =X QN,

with Z denoting the local events from Definition A.9. Then n is a Gibbs process with PI k.

Proof. First of all, recall that by Lemma 2.27 the Gibbs processes &, exist, as Zp, (0) < oo for n € N. The
bound on the Janossy densities covers the assumptions of Theorem 3.10 by Remark 3.11, so we have &,, o, 7,
as k — 0o, where the subsequence and the limit process 7 are assumed to be as in the statement of the theorem.
It remains to prove that 7 is a Gibbs process with PI .

Notice that the Janossy densities of 1 satisfy the same bound as those of the processes &,,. Indeed, by Lemma

3.6, we have, for each m € N, every B € X}, and any D € X®™,

1
/ Jn,Bm A = limsup/ Jén, Bm AN < —/ Hay) oo Hxy) dA™ (21, .. Zm),
D D

k—oc0 m!

which yields
HNay) oo am)

j’l],B,m(mla A ,.’Em) S

for N™-ae. (x1,...,Tn) € X7
Fix B € X and A € Z, and let C' € A}, be such that A € N¢. Define the following measurable maps from
N to [0, o0,

F(u) = / 15(2) La(r) du(a),
Flu) = / L5 () La(pt + 62) sz, 1) AA(z),
Fy(u) :/}g]lB(iE)]1A(/L+5x>ﬂ($,u32)d)\($)7 ZeN.

We collect in four steps the essential properties of these maps.

(1) The function F' is (B U (C)-local and tame, as F(u) < p(B), so the local convergence applies to F' and

lim E[F(¢,,)] =E[F(n)],

k—o0
where these expectations are bounded by

o0

SupE[F(En)} < supE[En(B)} = Sup Z 0z,(B) - jgn,B,m(Ila o @) A (@1, Tm)
neN neN neN

m= 1

.
S (Lo
/19 dA(z exp(/ﬁ A (z )

and similarly for E[F(n)] (see also Remark 3.1).

m
1=

(2) Using that, for A-a.e. x € X and all £ € N,

E[k(z,np,)] < () - E[c" B") Z ™ -P(n =m)

m=0
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d(z) ( nto‘l'ZC Ty Bom E”))

< J(z) - exp (c . d(z) dA(x)), (3.4)
we obtain
BR)] < [ Els(os)] dw) < [ d)are)-em (c [ o axm) <

and the very same term bounds sup,,cn E[Fg(gn)]. By assumption, we have

hmsup‘E[ n)] —E[Fy ol <hmsup/ E|k(z,n8,) — £(z,n)| dA(z) = 0,

{— 00 {— 00

and

hmsup sup |E[ gnk):l [Ff gnk } ’ < hmsup SU.p/ E’ é-nk)Bi) (aj7€’ﬂk)| d)\(il?) =
{—o0 keEN L—oo keN

(3) We now show that, despite F, not being tame, we have limy_,o0 E[Fg(fnk)] = E[Fg(?’])] for each ¢ € N.
To this end, fix £ € N and define the measurable maps N — [0, 00),

Fyi(u) = / 15(2) Lau + 8) £(e, pp,) 1{ (e, up,) < j} dNz), j €N,

For each j € N, the map Fy; is (B U C U By)-local and bounded by j - A(B). Therefore, the local

convergence of &,, to n gives
kllﬂgoE[Fe,j(ﬁnk)} =E[Fy;(n)]

for every j € N. Using (3.4) to justify the application of dominated convergence, we have

lim sup ‘E[Fg] n)] —E[F@(’f])” < limsup/BE[K(x,nBe)]1{/@'(%,1732) > j}] dA\(z) =

Jj—oo Jj—oo

Moreover, observe that, by Lemma 2.3 and the bounds on k and the Janossy densities,
sup [E[Fy,;(6n,)] — E[Fe(6n,)]
kEN

gsup/BE[ (2, () B.) {5 (@, (6nr)B,) >]}] dA(

keN

= sup (/Bn(:c,O) 1{x(z,0) > j} dA(z) - P(&n, (Be) = 0)

keN
+mi:1/m/]3f<;(x,é z; Be) { (m,i )>j}d)\(w)ngnk}Bbm(xl,...,wm))

i=1
< /Bﬁ(x) 1{d(x) > j}d\(z) + mz__l % (/BZ I(x) d)\(ac)) /Bzg(x) 1{d(z) - ™ > j} d\()

and the right hand side converges to 0 as j — co, by dominated convergence. Now, let ¢ > 0. Choose
jo € N such that

[E[Fen(n)] —B[Fen)]| < 5 and - sup [B[Fy (€n)] — E[Fe(En)]| < 5
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Choose kg € N such that, for each k > ko,
~ ~ €
|IE [F[Jo (gnk)] - E[Fé,jo (77)] | < g
Then, for each k > kg, we have

|E[Fe(én,)] —E[Fe(n)]| < [E[Fe(énn)] = E[Frjo ()] | + |E[Frjo (nn)] — E[Erjo ()] |
+ [E[Fy 4o (m)] — E[Fe(n)]|
< E.

(4) We now use (2) and (3) to show that limj_,.c E[F(&,,)] = E[F(n)]. Let e > 0. By (2) we can choose
lo € N such that

IE[F@?)] 7E[F€0 ” < 5 and ilelng[ €nk)} 7E[F€0(€nk)” < %

By (3) we can then choose kg € N such that, for each k > ko,
- ~ €
[E[Fr (60,)] — E[Fro ()] < 3
Then, for each k > ko,

[E[F(&n)] = E[FM)]| < [E[F(&n)] = E[Fr (&n)]] + [E[Fio (€n)] = E[Fi ()]
+ [E[Fr, ()] —E[F(n)]]

Using the convergence results from (1) and (4), the GNZ equations for &, , and that B C B,,, once k is large

enough, we get

E[ / 15(2) La(n) dy(z)| = E[F()] = lim E[F(€,,)]
X

:kli_{r;OE{/XﬂB(x) ﬂA(fnk)dfnk( )

:klggoﬁ[/xn]g< V1 (ny + 82) (2, €n,) 1, (2) dA(3)
= lim E[F(,)]

- E[F(n)]

_ { [ 15() 100+ 6 n(a. ) a @)

Consequently, the GNZ equation holds for all functions (z,u) — 1pxa(z,p) with B € X and A € Z. A
literal copy of the final step in the proof of Lemma 2.14 (for m = 0), using the properties of X}, extends the
equality to all functions (z, u) — 1g(z,n), E € X ® N, and monotone approximation allows for any measurable
function f: X x N — [0, 00]. We conclude that 7 is a Gibbs process with PI . O

Remark 3.13. We make some general remarks on the previous existence theorem.

e In order to construct Gibbs processes with a boundary condition v, one has to apply Theorem 3.12 to
k&) = k(-,1¥+-). However, apart from the cocycle assumption, it is not guaranteed that x&¥) inherits

the necessary properties from k. In the special case that x is locally stable, a condition discussed below,
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x&¥) inherits this property, and most of the assumptions in Theorem 3.12 are satisfied.

e Note that any Gibbs process whose Janossy densities satisfy the bound in Theorem 3.12 has a locally

finite intensity measure. Indeed, we have shown this in item (1) of the proof of Theorem 3.12. O

One particular assumption on k, which covers the finiteness of the partition function, the bound on x in
Theorem 3.12, and the bound on the Janossy densities in that same theorem, is the local stability assumption
which is frequent in stochastic geometry and spatial statistics as it is an essential assumption for many simulation

algorithms for Gibbsian point processes, cf. Mgller and Waagepetersen (2004).

Definition 3.14 (Local stability). A measurable map x : X x N — [0, 00) is called (A-)locally stable if

sup k(z, p) < 9(z)
pHEN

for M-a.e. z € X and some measurable, locally A-integrable map ¢ : X — [0, 00).

Remark 3.15. In the pair potential setting of Chapter 4 we will see that Theorem 3.12 can be used to show
existence when « is not locally stable. However, restricting as it is, the local stability assumption comes as a

quite natural one. Just recall that, by Lemma 2.18, we have

. 1
JenBm(Z1, . Tm) = EE[H{SH(B) = 0} Em(T1, s Ty §n) | LBaB, ) (T, -+, Tm),

where the processes &, are as in Theorem 3.12. These Janossy densities are certainly bounded in the desired

manner if we assume that

SUP K (1, ey T, ) < F(x1) oo - H @)
HEN
for A™-a.e. (z1,...,T,) € X™ and some locally A-integrable map ¥ : X — [0, 00). However, this is essentially

equivalent to k being locally stable. Aside from the bound on the Janossy densities, the local stability assumption

also guarantees that

oo
1
28,0 =14 Y o [ oo 0N ) < e ([ 0@ @) < o0
m=1 : n B,
for every n € N. Moreover, local stability implies
k(x, p) < 9(x) - &)

for M-a.e. z € X, all p € N, and any ¢ > 1. Hence, local stability covers all assumptions in Theorem 3.12 except
the two limit relations. In fact it suffices to assume the bound in Definition 3.14 with the supremum taken over
all 1 € Ny.

Another possibility to obtain the bound on the Janossy densities in terms of an explicit assumption on & is
to study the correlation functions of the finite Gibbs processes a little more closely. By Corollary 2.28, the

Janossy densities of these processes on their full domain are

1 kw1, Tm,0)
m! ZBn(O)

j&n,Bn,m(xlw-'axm): -ILB:T,(xl,...,xm).

Corollary 2.7 implies that the correlation functions satisfy

oo
k! , _
Penm(T1, - Tm) = Z W/BFT,LJ&",B”J@(SW---vxk)d)\k " (@ma1s - T)

k=m
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1 > 1
- e, 0) AN (@
Zp,(0) k;n(k—m)!/Bﬁ_m K(21,- - 2, 0) (Tm+1,- - -+ Tk)

for N™-a.e. (z1,...,%m) € B and all m,n € N. Hence, if the right hand side, which is an explicit quantity in

terms of k, is suitably bounded, we get
Sup P, m(T1, -, Tm) < z1) .- H ()
neN

for A™-a.e. (x1,...,Tm,) € X™ and all m € N. By (2.3) this implies the bound on the Janossy densities. For pair
potentials, the above representation of the correlation functions is studied by Ruelle (1970) and the required

bound is derived under suitable assumptions. We come back to this condition later on. @

Remark 3.16. In the definition of a Gibbs process via the GNZ equations in (2.7) we find the term x(z,n) d\(x)
and this is the only place where k and A\ appear. Consequently, there is some freedom in the choice of these
parameters. For instance, in arguments where the specific reference measure does not matter (which includes
most of our arguments), it is no loss of generality to choose the local stability bound on x as ¥ = 1. Indeed, if

K satisfies the local stability assumption with bounding function ¥, we may consider

Rz, p) = Kl(;g;ﬂl;)’ it 9(z) >0,

0, if 9(z) = 0.

With this choice, a point process 7 in X is a Gibbs process with PI « and reference measure A if, and only if, n
is Gibbs process with PI % and reference measure 9\. A similar argument could be used to normalize bounds
on the Janossy densities or correlation functions. However, we will not resort to this normalization and carry
the bound for k with us throughout the thesis.

Note that in allowing for x to be bounded by general ¥ we follow Last and Otto (2021). Jansen (2019) also

includes such an inhomogeneity but in terms of an intensity functions associated with the measure . O

To put the new existence result into context, let us make a few more comments on the (mostly more recent)
literature. For an existence proof of Gibbs processes in R?, Dobrushin (1969) uses a different compactness
criterion. Moreover, Dereudre (2009), Dereudre et al. (2012), Dereudre and Vasseur (2020), and Reelly and
Zass (2020) use that Georgii and Zessin (1993) have established the compactness of level sets of the specific
entropy in the local convergence topology. Approaching the existence question via these level sets of the specific
entropy requires some kind of stationarity so the resulting existence results work only in R? (or locally compact
topological groups). In R? this method seems favorable as it leads to stationary Gibbs processes and works
under weak explicit assumptions on the energy function. Indeed, the paper by Dereudre and Vasseur (2020), in
which the literature applying this approach culminates (in a sense), only requires the minimal assumption of
stability as well as the so-called intensity regularity, an assumption that is made for similar technical reasons as
the limit relations in Theorem 3.12. There also exists an analytical approach to the theory of Gibbs processes
as laid out by Kondratiev et al. (2012) and Conache et al. (2018), but the focus is on pair potentials in R? and
the theory is quite technical and tough to follow. Another class of existence results comes from the specification
point of view, which, like ours, are available in very abstract spaces, cf. Preston (1976). They often use some
variant of the Dunford—Pettis property (see Chapter 5 of Preston, 2005b), just like we do. In our mind the main
difference between this last class of existence results and ours lies in the general approach toward Gibbs process,
namely between introducing the Gibbs process in terms of specifications related to the DLR equations and
considering Gibbs processes as solutions to the GNZ equations in the modern point process theoretic framework

that we adopt.
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3.2.2. GIBBS PROCESSES WITH FINITE INTERACTION RANGE

As we have seen in Remark 3.15, local stability is one straightforward assumption to cover all of the prerequisites
of Theorem 3.12 except the two limit relations. Probably the easiest way to ensure the validity of these limit
requirements is to suppose that s has finite range. Before we define this property, notice that, formally, it is

enough to have that for each x € X there exists a set B, € &}, with

k(z,p) = k(z, pB,), mEN,

such that (J,cpz B: € & for all B € A,. Indeed, writing B° = |J, 5 B, for fixed B € &}, we have
k(z, 1) = k(z, ppo) for all z € B and p € N. Thus, if £ € N is large enough such that B, D B°, then

'%(xﬂ:U’Bz) = ’i(l‘? (/’LBK)BO) = ’%('rvMB“) = H(,’B7/J,)

for each z € B and u € N, and

/ sup |k(z, pp,) — Kz, p)| dA(z) = 0.
B peN

Remark 3.17. We make an observation on the discussion above which influences our formal definition of
finite range. Let z,y € X. Heuristically, B, is chosen such that x ¢ B, does not influence y, but = € B, does

influence y in the sense that, for some p € N,

(Y, 1+ 0g) # K(Y, ).

It is thus intuitive that « € By precisely when y € B,. There are also formal reasons to assume this, relating to

the cocycle assumption. If z,y € X are such that
K(y, 1+ 0z) # k(y, ) for some p € N with x(x, u) > 0, (3.5)

then we must have z € B, and y € B,. Otherwise, we would have (in case = ¢ By)

Ky, 1+ 62) = k(y, up, + (62)B,) = Ky, up,) = Ky, 1)

or (in case y ¢ B;)

w(a, p) - Ky, p+02) = 6y, p) - K@, w+0y) = Ky, ) - 62, up, + (0y)B,) = 6y, 1) - Kz, B,
which gives k(y, u + d.) = k(y, 1), leading to a contradiction in both cases. Also notice that if  influences y,

in the sense that (3.5) holds, then

K@, 4 0y) - k(y, ) = K@, 1) - 6(y, o+ 0z) # w(, 1) - 5(y, 1)

and thus x(y,pu) > 0 as well as k(z,p + 6y) # k(x, ), meaning that y influences . For z,y € X with
k(y, b + 0z) = K(y, n) for all p € N there is, formally, no harm in letting « € By but y ¢ B,, however, this
immediately implies k(x, p+dy) = k(z, p) for each p € N. All of these observations confirm the intuition about

the strong symmetry in interactions between two points. O
With the previous remark in mind, we choose the following definition.

Definition 3.18 (Finite range). A measurable map « : X x N — [0, 00) is said to have finite range if for
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each z € X there exists a set B, € A}, with

K‘(‘T7u) = /Q(ZC, :uBz)7 neEN,

such that | B, € &, for each B € &} and such that x € By, if, and only if, y € B,, for all z,y € X.

zEB

If (X, X) is separable, meaning that {z} € X for each = € X, it is always possible to include = in B, while
maintaining all other properties. In metric spaces the classical finite range property known from the literature
is sufficient to cover Definition 3.18. Note that in metric spaces we always choose as a localizing structure a
sequence of balls with growing radius around a fixed origin in X, so X}, corresponds to the sets that are bounded

with respect to the metric.

Lemma 3.19. Assume that X is a (Borel subset of a) metric space with metric denoted by d. A measurable
map £ : X X N — [0,00) has finite range if there exists a fized radius of interaction R > 0 such that
k(z, 1) = /{(x,uB(%R)) for all x € X and p € N, where B(z, R) denotes the closed ball of radius R around x
with respect to d.

Proof. If k has interaction radius R > 0, we choose B, = B(z, R) for every = € X. Each B, is a bounded set
and, by assumption,

’{($7NJB$) = H(gjv,uB(w,R)) = H(QS,,LL), z eX, ne N.

Moreover, we trivially have 2 € B, if, and only if, y € B,. For B € &, \ {@}, the set B® = |J .5 B(z, R)
corresponds to the R-envelope of B which is bounded and in X' (cf. Appendices A.7 and A.9). O

By the discussion at the beginning of this subsection, the finite range property is sufficient to ensure that
the two limit properties in Theorem 3.12 are fulfilled. At this point, we could therefore state, as a corollary,
another existence result just like Theorem 3.12 with the limit relations replaced by s having finite range and all
other properties unchanged. We do not state this result explicitly at this point, but focus on another setting: If
we combine local stability and finite range, we can provide an existence result which also allows for boundary
conditions without any problems concerning the formal prerequisites in the sense that %) = k(0 + )
inherits the properties of k. Note that the assumptions of the following result are purely on x without any

explicit reference to the processes involved.

Corollary 3.20. Let (X, X) be a substandard Borel space with localizing structure By C Ba C ..., let ¥ € N,
and let A be a locally finite measure on X. Suppose that k : X x N — [0,00) is a measurable map such that the
cocycle relation (2.8) holds. Furthermore, assume that k is A-locally stable as in Definition 3.1/ and that k has

finite range. Then there exists a Gibbs process n with PI k%),

Proof. The cocycle assumption as well as the local stability transfer to £*%) trivially. By Remark 3.15, x%)
satisfies all prerequisites from Theorem 3.12 except the two limit relations. To their effect, notice that, for fixed
B € A}, if we choose ¢ € N large enough such that B, D B°® = UzeB B, then

/ sup [0 (2, g, ) — ) (2, )| AN (@) = / sup [w(e, v+ pg,) — £z, + )] dA(x)
B peN B peN

- / sup |w(z, ¥, + p.) — £, ¥s, + up,)| dNz)
B peN

=0.
The result follows by applying Theorem 3.12 with (%), O

Example 3.21 (Strauss processes). Let X be a (Borel subset of a) complete separable metric space. Let
R >0, ce[0,1], and ¢ : X — [0,00) a locally A-integrable function. Following Strauss (1975), with the
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correction due to Kelly and Ripley (1976) in mind, consider
w(x,p) = O(x) - HEER) - p e X peN,
which is a measurable mapping that satisfies the cocycle relation, as

(@) - Oy) - W+ B@R) | u(B.R)

I
>

Il
=

(yaﬂ) ’ I‘i(fE,/L + 5y)a

for any z,y € X and pu € N. Moreover, sup,cn k(z, 1) < J(z) for every x € X. Furthermore, x obviously
obeys k(x, 1) = K(Z, iB(e,r)) for each x € X and all 4 € N, that is, » has finite range. Thus, Corollary 3.20

guarantees the existence of a Gibbs process in X with PI . A special case arises for ¢ = 0, where
t(z,p) =9(z) - 1{p(B(z,R)) =0}, zeX, peN.

With the interpretation that x(z,p) gives an indication on how likely it is to find a point in x given the
configuration u, this special choice for k does not allow for a point in z if u already has a point which lies closer
to x then the distance R. Figuratively speaking, each point in the Gibbs process is associated with a sphere
of radius R/2 and the spheres may not overlap. The process represents hard spheres. Of course we can also

consider Strauss processes with boundary conditions. O

Figure 3.1.: A realization of a hard spheres process in [0,2] x [0, 1] with intensity v = 50 and ¢ = 1. The full
disks with diameter R = 0.1 are printed for better visualization.

3.3. CLUSTER-DEPENDENT INTERACTIONS AND A GENERAL UNIQUENESS
RESULT

Our study of Gibbs processes up to this point has shown that many structural properties as well as finite
volume Gibbs processes can be discussed in full generality, referring to most of what happened in Chapter 2. In
Section 3.2, however, we have also seen that in order to prove existence of infinite volume Gibbs processes,

additional assumptions, beyond the cocycle relation and finite partition functions, are necessary. Apart from
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the restriction to substandard Borel spaces, which the Kolmogorov extension result requires, we have to provide
some boundedness assumption to enable the extraction of convergent subsequences of a sequence of point
processes. More precisely, we require that the Janossy densities are bounded in a suitable sense, referring to the
assumptions of Theorem 3.10. Furthermore, in our general existence result, Theorem 3.12, we need x to satisfy
two limit relations in order to establish the GNZ equations for the infinite volume limit of a sequence of finite
Gibbs processes. These limit relations are, in a sense, a compromise to avoid continuity assumptions on x which
are too restricting. One common assumption to ensure the validity of these limit relations is that x has finite
range, as discussed in Section 3.2.2. An issue with this last assumption is that many interesting interactions
have an infinite range. While the pair potentials we discuss in Chapter 4, which allow for infinite range, provide
a very specific structure for x, the purpose of this section is to investigate another, rather general and abstract,
class of interactions which also allow for an infinite range, but where the influence of points which are far away
is controlled in a suitable sense. A bit more specifically, we introduce a notion of connectedness between points
in the state space and consider interactions which only depend on the clusters that these connections form. In
the so-called subcritical regime, where the clusters that the points of a Poisson process make up are assumed to
be finite almost surely, the range of the interactions is sufficiently controlled to allow for existence and even
uniqueness results for the corresponding Gibbs processes. This regime also allows for strong structural result
like decorrelation and mixing properties.

In Section 3.3.1 we first recall that locally stable Gibbs processes are dominated by suitable Poisson processes
and we generalize a randomization property which is very handy when extending properties of Gibbs processes
with diffuse reference measures to the case of general reference measures. In Section 3.3.2 we introduce the
concept of cluster-dependent interactions in the generality of Last and Otto (2021) and we prove that the
corresponding Gibbs processes exist in the subcritical regime, thus providing a general overlying structure for
the processes considered by Hofer-Temmel (2019), Hofer-Temmel and Houdebert (2019), Dereudre (2019), and
Benes et al. (2020). Section 3.3.3 contains a short summary of the disagreement coupling due to Last and
Otto (2021) and a new approximation result which is the main ingredient of our uniqueness proof in Section
3.3.4. We conclude the study of abstract cluster-dependent interactions by proving decorrelation and mixing
properties in Sections 3.3.5 and 3.3.6. Specific examples of cluster-dependent interactions, namely Gibbsian
particle processes, are discussed later on in Section 3.4.

In this section on cluster-dependent interactions, let (X,d) be a complete separable metric space with
localizing structure B,, = B(xg,n), n € N, for some fixed origin 2y € X. Denote by X the Borel o-field on X
and by A} the Borel sets which are bounded with respect to d. Let A\ be a locally finite measure on X. For
some results in the section it is necessary that A is diffuse. Whenever this assumption is needed, it is stated
explicitly, if it not, then X is assumed to be general. The restriction to metric spaces has technical reasons,
namely that we need to deal with weak convergence of measures in Lemma 3.22. Many other results in the
following could be derived in greater generality, namely on Borel spaces, but as Lemma 3.22 is central in the
main results of this section, we fix the setting throughout. Recall that on the given state space it is possible to
write any p € N\ {0} as p= 37", 0, for x1,22,... € X and m € NU {oo}, by Proposition 6.3 of Last and
Penrose (2017).

3.3.1. STOCHASTIC DOMINATION AND RANDOMIZATION TECHNIQUES

For the proof of both the existence and uniqueness of cluster-dependent Gibbs processes, it is essential that any
Gibbs process is dominated by a suitable Poisson process. For finite Gibbs processes this is known from Georgii
and Kiineth (1997), but the extension to infinite processes takes additional effort. Conceptually we follow Last
and Otto (2021) in doing so. However, we need further properties related to the local convergence later on. A

similar result could also be obtained by combining Lemma 5.3 of Last and Otto (2021) and Lemma 3.25 below.
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Note that the space N is endowed with the metric defined in Appendix A.7 and that Lemma A.19 ensures
{(mv) eNxN:p<v}eNaN.

In fact, this set is closed in N x N.

Lemma 3.22. Let D1,Ds,... € X and let &,&,... be a sequence of finite Gibbs processes in X, whose
Papangelou intensities are locally stable as in Definition 3.1/ with a uniform bound ¥ : X — [0,00), such that
&n(DS) = 0 almost surely for each n € N. Assume that &, Log, n for a point process n in X. Then (possibly
after extending the underlying probability space) there exist Poisson processes ®,, with intensity measures 9Ap,,

(n € N) and a Poisson process ® with intensity measure Y\ as well as point processes £n (n € N) and 7 so that

4

& 4 & and &, < D, (P-a.s.)  for alln € N, 7=n and 7<®(P-a.s.),

and &, LN 7 asn — oo. Here 2 denotes equality in distribution.

Proof. Let n € N. By Example 2.1 of Georgii and Kiineth (1997) and Strassen’s theorem (cf. Lindvall, 1992,
1999), there exists a point process &, with &, 2 &, and a Poisson process ®,, with intensity measure YAp, such
that &, < ®,, almost surely. By Lemma 3.2 we have &, LN 7. Theorem 16.3 of Kallenberg (2002) yields that
(€n)nen is tight, meaning that for every & > 0 there exists a compact set K C N such that

liminf P(¢, € K) > 1—ec.

n—oQ

As (®,,)nen converges locally (hence in distribution) by Example 3.5, there also exists a compact set K’ C N
such that
lim inf ]P’(<I>n € K') >1—c.

n—oo

The set K x K’ C N x N is compact in the product topology and

n—oo n— oo

liminf P((€,, @) € K x K') = liminf (P(é, € K) +P(0, € K') ~P({&, € K} U{®, € K'}))

>1—2¢,

SO (fn, D, )nen is a tight sequence. Thus, there exists a subsequence which converges in distribution to a limit
element (7], ®), where ® is a Poisson process with intensity measure 9\ and 7j 4 1 (as weak limits are unique).
By Lemma A.19 and the Portmanteau theorem (Theorem 4.25 of Kallenberg, 2002), we have

P(n < ®)=1.
Moreover, for each measurable, local, and tame function F': N — [0, 00) we obtain
E[F(&)] =E[F(¢)] — E[F(n)] = E[F(7)]

as n — 0o, which implies the asserted local convergence. O

Note that Lemma 3.22 does not claim that the limit process 7 in consideration is a Gibbs process. The limit
relations in the assumptions of Theorem 3.12 hint at what additional requirements are needed in order for 7
to be Gibbs. However, if an infinite Gibbs process n can be written as a local limit of finite Gibbs processes
whose PIs are locally stable with the same bound, then Lemma 3.22 implies that it is no loss of generality to
assume that 7 is dominated by a suitable Poisson process. The question arises whether any Gibbs process with
locally stable PI has this property. To address this question, we first show that any such Gibbs process can be

obtained as a local limit of finite Gibbs processes.
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Lemma 3.23. Let k: X x N — [0,00) be a measurable function that satisfies the cocycle relation (2.8) and is
locally stable as in Definition 5.1/ with bound ¥ : X — [0,00). Suppose that 1 is a Gibbs process in X with PI k.
Then there exists a sequence of finite Gibbs processes £1,&a, ... in X, whose Pls are locally stable with bound ¥,

such that &, Log, N as n — oo.

Proof. For each n € N choose &, =np,. Then &, is a finite Gibbs process in X by Lemma 2.45 and for any
measurable, B-local function F' : N — [0, 00|, with B € A&}, choosing n € N large enough to have B, O B

ensures that
E[F(&)] =E[F(ng,)] =E[F((ns,)8)] =E[F(ns)] =E[F(n)].

Hence, we trivially have &, Loe, 1. It remains to show that the Pls corresponding to the &,, which are given by
(2.17), inherit the local stability from x. To this end, we fix any set B € A} and consider k% as in (2.17). If
x € B€ or u(X) = oo then, by definition of k% and H, we have k% (z, ) = 0. If z € B and u(X) = m € N then,
writing 1 = 377" 9, Corollary 2.31 implies

eiH(#+6z’nBc) = Hm—i—l(‘r,xla s axWMnBC) = /{m(xla cee 7wmanB°) : ’i(fEﬂ?BC + 5I1 +.ot 51m)

IA

Hm(xlv vy Ty nBC) : 19(‘%.)

— o~ H(wmpe) e
(which holds path-wise on ) and therefore
E[ZB(nBc)_l .e—H(u+6m,nBc)] < () -]E[ZB(nBc)_l .e_H(H,nBC)].

This relation also holds if u(X) = 0 since e=# 0= 159) = k(2,np:) < I(z) and e (0:75¢) = 1. In any case, we

have k% (z, 1) < J(x), which concludes the proof. O

An immediate corollary of Lemmata 3.22 and 3.23 is the following result.

Corollary 3.24. Let n be a Gibbs process in X whose PI is locally stable with bound ¥ : X — [0,00). Then
(after extending the underlying probability space) there exists a Poisson process ® with intensity measure 9\

such that n < ® almost surely.

Some of the tools we use for uniqueness proofs later on, most prominently the disagreement coupling, are
only available for diffuse reference measures. A simple randomization property, special cases of which were
already used - though provided without proof - by Schuhmacher and Stucki (2014) and Betsch and Last (2022),
serves as a remedy. We state and prove a slightly more general result. Note that the metric structure on X is
not necessary for this result, it suffices that (X, X) is a localized Borel space. Also, recall from Section 2.2.1 the

notion of point processes in X x M.

Lemma 3.25. Let (M, M, Q) be a probability space. Let k : X x N — [0,00) be a measurable function that
satisfies the cocycle relation (2.8). Put & : X x M x N(X x M) — [0, 00),

Fa,r, ) = r(a, p(- x M),

and let n = Z?(:Xi) 0x; be a Gibbs process in X with PI k and reference measure . Let Ry, Ry, ... be independent
random variables in M distributed according to Q, with (R;)jen independent of . Then the randomization

il = Z;’(:XI) d(x;,r;) of n is a Gibbs process in X x Ml with PI i and reference measure A @ Q.

Proof. For p = Z;‘Si) 0z; € N, with 21, 7,... € X, and s = (55)jen € M™ = ®]°i1 M define

w(X)

T(p,s) = Z O(a;.5)
=1
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which constitutes a measurable map N x M> — N(X x M). Write R = (R;);en and Q = ®;’;1 Q. For any
measurable function f: X x M x N(X x M) — [0, oo] we have

E[ [t dﬁ(x,r)} - E[ /X T R) d(T(n,R))(x,T)}

Due to the given independence properties, this term equals

n(X)

LB st a0 )] e - Elg [ (x5 70.9) dQ(S)]. (5.6)

In order to write the term in the sum in (3.6) as g(X;,n) for a suitable map g, we have to ensure that g assigns
the marks correctly in the sense that the fact that s; is the mark of X; is also relevant in T'(7, s). Upon defining

the measurable map g : X x N — [0, o0] by

o) = 1) > 0} [ [ o T\ 5209 +8) dQ) 4QU).

this is ensured as the infinite product structure implies (almost surely)

90 = [ [ PG T0\ 65,09 +00x,0) 4@ AQ() = [ (X8, T(0,)) Q).

Moo
Hence, picking up the previous calculation from (3.6), we have

n(X)

> 9(X5,m)

j=1

E[ . flx,r,7) dﬁ(m,r)} =E

—5| [ gt ante)|.

By the GNZ equation for  and the given independence properties, this term further equals

Bl [atwn+ayumare)| =] [([ [ 5+ o0 400) 420 Jutemarm)

:E: /X /M (@ T R) + 8(o.ry) (2, m) dQ(r) d)\(x)]

=FE / [z, 7,0+ 0zmy) R(z, 7, ﬁ)d(A@Q)(x,r)],
XxM

which concludes the proof. O

3.3.2. CLUSTER-DEPENDENT INTERACTIONS

We now introduce the crucial concept of cluster-dependent interactions. Let us first specify what we understand

by a cluster. Consider a symmetric binary relation ~ on X such that
{(:r,y) ex?izn~ y} € x®2,

We call z,y € X connected via D C X if there exist n € Ny and zy,...,2, € D such that z; ~ z;4, for each
j €{0,...,n}, where we put 2o = = and 2,41 = y. This last terminology is also used for counting measures
1 € N in the sense that D = supp(p) = {x € X: u({z}) > 0}. For formal completeness, observe that

supp(u) € X by Lemma A.11. If ,y are connected via p we write x L y. Moreover, we write x L Y if x is
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connected via p to some point of ¢ € N. We define

Cla) = [ 1y &} 1{a 2y} duty) (3.7)

and call C(z, u) the (u-)cluster of z, illustrated in Figure 3.2. The point « is usually not contained in C(x, u1)
as the latter only contains points of p, but even if © € supp(u), the cluster C(x, 1) might still contain no point
at all because ~ need not be reflexive. However, if x € supp(u) and x is connected to some point y € supp(u)
with y # x, then x is contained in C(x, ). Note that these definitions, as well as the upcoming Lemma 3.26,

do not require the explicit metric topology on X it suffices that (X, X) is a Borel space.

C(z,p)

- . Il

)8

Figure 3.2.: Illustration of C(z, ). All points in the picture, except possibly z, belong to . The black lines
indicate which points interact via the relation ~. The red points form the p-cluster of z. Recall
that x might not belong to C(z, u), according to the discussion above.

Lemma 3.26. For each x € X and p € N, it holds that C(x, ) € N. Moreover, the map (z, p) — C(x, p) is
(X @ N, N)-measurable.

Proof. 1t is obvious that C(z, i) is a measure on X and, since C(x, u) < p, it is locally finite. By Proposition

6.3 of Last and Penrose (2017) there exist measurable maps (1, (s, ... : N — X such that
w(X)
= Z O (s 1 EN.
j=1

We can thus write C(z, u) = ;-‘Si) bc;(m{z L ¢j ()}, which shows that C(z, y1) takes values in Ng U {oo}, so

C(z,u) € N. The same representation of C(z, ) reduces the proof of measurability to showing that

(2, 1) = L{a ~ ()}

is measurable for each j € N. By the definition of connectedness, the set {(:z:, u) EXxN:zx K Cj(,u)} can be

rewritten as

{(z,p) EXxN:z~((p)}U [ U U [{(w) EXXN:z~ G (p), ir < p(X)}
n=1 41,...,i, €N
i A

n—1
1) (X% {0 € N3 G (1) ~ Gip (), i < (X))
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N (X x {p e N: G, (1) ~ Gp), in < MX)D]

Since {(x, y) EX2 i~ y} € X®2 the above set lies in X ® N, which finishes the proof. O
Corollary 3.27. The mapping X x N x N 3 (z, u, ) — ]l{x L 1/1} is measurable.

Proof. Note that, for any = € X and p,v € N,

o & o= 1 " 0} = 1{00ou+ 0) (supp(e) > 0} =1{ [ ot o)) av) > 0]

and the claim follows from Lemmata 3.26, A.11, and A 4. O

We now introduce the notion of a cluster-dependent Gibbs process. Such a Gibbs process is one whose

Papangelou intensity x satisfies
k(x, 1) = K(%,C(l‘,u))7 reX, ueN.

Intuitively, this means that points can only interact along their clusters. In particular, there is no interaction
between points in disjoint clusters. As unbounded clusters are allowed, the finite range version of Theorem 3.12
in Corollary 3.20 will not guarantee the existence of such processes. However, a weaker assumption on the size
of the clusters ensures that a corresponding cluster-dependent Gibbs process exists. The assumption we require
is that the clusters associated with a suitable Poisson process are finite almost surely, in the sense that, for
A-ae. x €X

yx({p € N: C(z, p)(X) < 0}) =1,

where 1 is the local stability bound on . In other words, if ® is a Poisson process in X with intensity measure
YA, we assume that C(x, ®)(X) < co almost surely for M-a.e. z € X. We then say that we are in the subcritical
regime with respect to Ily,.

Note that the proof of the following result relies on Lemma 3.22 and hence on the metric topology of X, but

it applies to arbitrary reference measures .

Theorem 3.28. Let k: X x N — [0,00) be a measurable map which satisfies the cocycle relation (2.8) and is
locally stable as in Definition 3.1/ with bound ¥ : X — [0,00). Also suppose that k(z, p) = r(z, C(z, p)), for all
z € X and pp € N, and that, for A-a.e. x € X,

Myx({p e N: Oz, p)(X) < o0}) = 1.

Then a Gibbs process with PI k and reference measure A exists.

Proof. Remark 3.15 explains how the local stability assumption on k covers all prerequisites of Theorem 3.12
except for the two limit relations. To show that these are also satisfied in the given setting, let &, be a Gibbs
process with PI x(F»0)_ for each n € N, and denote by 1 a corresponding local limit obtained from Theorem
3.10. By Lemma 3.22 we can assume, without loss of generality, that &, < ®,, (n € N) and n < ® almost surely,
where ®,, is a Poisson process with intensity measure ¥Ap, and ® is a Poisson process with intensity measure
Y. We denote the combined P-null set, on which these relations are violated, by Qq. If, for n,/ € N, z € X,
and w € O\ Q, we have C(z, ®,,(w)) (Bf) = 0, then C(z, &, (w))(B¢) = 0 and therefore

C(z, (¢n)B, (W) = C(2,€a(w)) 5, = C(,6n(w)). (3.8)
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For n,¢ € N and Ma.e. x € X we have, by (3.8) and the properties of ,

E|/€($, (gn)Bz) - Kl(l‘,fn

[((e. 0)5.) =l £0) ) 1{Cw, 8,) (B) > 0}
() - P(C(z, ®,)(Bf) > 0)

(z) - P(C(x, ®p,)(Bf) > 0)

(z) - P(C(x, ®)(B) > 0).

IA
> > > =

IN

Combining this with the observation that, for A-a.e. x € X,

{— 00

limsup P(C(z, ®)(Bf) >0) =1— <

uCg

{w €Q: C(x, B(w))(Bf) :0})

=1-P(C(z,?)(X) < o0)
=0, (3.9)

dominated convergence yields

lim sup sup/ Els(z, (&) B,) — K(x,&)| dA(z) < limsup/ I(z) - P(C(z, ®)(Bf) > 0) dA(z) =

l—o0 neN {— 00

for every B € X}. A similar argument gives

limsup/BIE|/£(x,nB£) — A(x,n)} dA(z) =0

l— 00
and Theorem 3.12 yields the claim. O

Remark 3.29. Notice that in Equation (3.8), in general, we might only have

C (2, (¢n)B, (W) < C(,6n(w))

{4

as there could be points in ({,)p,(w) which are connected to z via points in (£, )x\p,. However, if we have

C(z,& (w))(Bf) = 0 then such connections cannot exist. O

3.3.3. THE DISAGREEMENT COUPLING AND A BOUND ON THE DIFFERENCE OF GIBBS
MEASURES

The main ingredient for our uniqueness proofs is the so-called disagreement coupling. The concept was first
introduced by van den Berg and Maes (1994) in the discrete setting and transferred to the continuum by
Hofer-Temmel (2019) and Hofer-Temmel and Houdebert (2019) though the latter works contain some technical
gaps. Last and Otto (2021) provide a rigorous and very general version of the underlying technique.

Consider the setting from Section 3.3.2. For two finite counting measures p,p € Ny we denote by
| — 1’| € Ny the total variation measure of (the signed measure) p — 1/ defined via the Jordan-decomposition,
see Corollary 3.1.2 of Bogachev (2007a). More specifically, for v = p— p’ we consider the disjoint measurable sets
Xt ={zeX:pu({z}) >/ ({z})} and X~ = {z € X: p({z}) < p/({z})} which yield a Hahn decomposition in
the sense that XT UX™ = X as well as

v(BNXT)>0 and v(BNX")<0

for all B € X. In accordance with Corollary 3.1.2 of Bogachev (2007a) we define on X the finite measures
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vt =v(-NX*)and v~ = —v(-NX"), and we put |u — p/| = |v| = v + v~. By construction, we have

- 1|(B) = /B (n({a}) — ' ({e)) Vu{a}) > 1/ ({2})} dpa)
- /B (W ({2}) - pe)) 1{ () > n({a})} dpd' ()

for all B € X. In particular, the map Ny x Ny > (u, 1) — |p — /| € Ny is measurable by Lemmata A.11
and A.4. Note that the previous construction, including the measurability result, does not require the metric
topology on X it suffices that the measurable space (X, X) has a measurable diagonal.

The following result is a special case of Theorem 6.3 of Last and Otto (2021), restricting to locally stable
Papangelou intensities. A domination property similar to Lemma 3.22 lies in the background, so the metric

structure on X is required.

Proposition 3.30 (Disagreement coupling due to Last and Otto). Assume that A is diffuse. Let
Kk: X x N = [0,00) be a measurable function that satisfies the cocycle relation (2.8) and is locally stable as in

Definition 5.1/ with bound ¥ : X — [0, 00). Moreover, assume that, for all x € X and pu € N,

k(z,p) = ,‘Q(l‘, C(x, u))

Let W € X, and 1, € Nye. There exists a Gibbs process & with PI kW¥) and a Gibbs process £ with PI
kW) such that £ < ® and & < ® almost surely, where ® is a Poisson process in X with intensity measure

I\, and such that every point in |€ — £'| is connected via € + &' to some point in p + .

Note that if ) = ¢’ the two so constructed Gibbs processes are identical (path-wise). The coupling from

Proposition 3.30 is illustrated graphically in Figure 3.3.

X

Figure 3.3.: Illustration of the disagreement coupling, with the notation from Proposition 3.30. Note that all
points of £ and & are also points of ®. Moreover, any point of £ + & which is not connected to the
boundary condition 1 + 1)’ necessarily belongs to both & and ¢£’.
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The disagreement coupling allows to bound the difference between the distributions of two finite Gibbs
processes with different boundary conditions in terms of connection probabilities. The proof of the following
theorem is conceptually similar to calculations from van den Berg and Maes (1994) and Hofer-Temmel and
Houdebert (2019), but due to the much more general setting and for the readers convenience we provide full
detail. The result, and in particular the unprecedented generality and rigor, is central to us. It will be applied
to prove uniqueness in distribution of infinite volume Gibbs processes as well as for the study of decorrelation
and mixing properties.

Recall from Section 2.8 that Py, denotes the distribution of a finite Gibbs process in W € &} with boundary
condition ¥ € N.

Theorem 3.31. Assume that X is diffuse. Let k: X x N — [0,00) be a measurable function that satisfies the
cocycle relation (2.8) and is locally stable as in Definition 3.1/ with bound ¥ : X — [0,00). Moreover, assume
that, for all x € X and p € N,

k(z,p) = ,‘Q(l‘, C(x, u))

Let ® be a Poisson process in X with intensity measure 9\, let W € Xy, and 1,7’ € Nye. Moreover, let B € X
with B C W. Then, for any E € Np,

’PWﬂl}(E) — Pw’w/(E)| < LP(LU é%\B (1/} + w/)) 19(;17) d)\(l')

If F: N — [0, 00] is measurable, B-local, Tlyy-integrable, and satisfies F(v) < F(v') whenever v < V', then

] [ PG aPu - | F(u’)dPW,w'(u’)‘ < [ BIF@s +5] B "7 (0 0) o) M),

Proof. First note that all issues of measurability with regard to ~ are settled by Corollary 3.27. In the given
setting, let &, &', and @ be exactly as in the disagreement coupling in Proposition 3.30. For any measurable and
B-local map F : N — [0, 00], for which E[F(£)] < oo or E[F({')] < oo, we have

[ PPt = [ PG a0 | = EIF©)] - EIFE)]| < B|F(en) - P&
In order for F(£g) and F(£}) to differ, we must have g # €%, so the previous term is bounded by
E||F(¢8) - F(p)| - 1{I€ — €I(B) > 0}].

Whenever € — &'|(B) > 0 then, by the properties of the disagreement coupling, there exists a point of ®p
which is connected via @y to 9 + v’. Considering the corresponding cluster and disregarding the connections
which run entirely within B, we find a point in ®p which is connected via ®y\ g to 1 +¢’. Combining these

thoughts, we arrive at

[ PP - [ PG a0 <B| [ PEn - FE] 1{ 00 @4 v bas). @0

If F=1g for E € N, then (3.10) gives

P\ B

|Pw,y(E) — Pw,y (E)| S]E[/B]l{x ~ (z/J—l—w')}d(I)(:c)],

which, by Mecke’s formula (Proposition 2.1), equals

Sy ,
/BIP’(I 7 () D) M),
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If F is as in the statement of the theorem, then E[F(£)] < E[F(®)] < oo and similarly E[F(¢')] < oo, as
& < ® and & < ® almost surely. The bound from (3.10) yields

‘/NF(M) dPW,w(N)_/ F(u') dPw,y (1)

N

< E[/BF@B) : ]l{x T —Hb’)}d(b(x)}

By Mecke’s formula and the independence properties of the Poisson process, the right hand side equals

B [ Fn 60 1{e "0 e )o@ )| = [ ElF@s 4 0] P(e 7 (04 ) ) X)

which completes the proof. O

3.3.4. A UNIQUENESS RESULT IN THE SUBCRITICAL REGIME

Apart from the question of existence of Gibbs processes, which is equivalent to asking whether solutions to
the GNZ equations exist, it is natural to ask whether these solutions are unique. In other words, can we find
manageable assumptions on x which guarantee that the Gibbs process with PI k is unique in distribution? It
turns out that with the disagreement coupling from Proposition 3.30 at hand, the setting of Theorem 3.28 is
perfectly suited to study this question. In fact, the exact same assumptions which guarantee the existence of a
cluster-dependent Gibbs process in Theorem 3.28 also suffice to prove uniqueness.

We refrain from discussing the literature on uniqueness of Gibbs measures at this point, since most of the
existing contributions refer to pair potentials and their discussion is more appropriate in Chapter 5, where

uniqueness results for pair interaction processes are discussed.

Theorem 3.32. Let £: X x N — [0,00) be a measurable map which satisfies the cocycle relation (2.8) and is
locally stable as in Definition 3.1/ with bound 9 : X — [0,00). Also suppose that k(z,p) = n(x, C(z,u)) for all
x € X and p € N, and that, for A-a.e. x € X,

Iy ({p € N: C(z, p)(X) < 0}) = 1.

Then, up to equality in distribution, there exists exactly one Gibbs process with PI k and reference measure .

Proof. By Theorem 3.28 there exists at least one Gibbs process with PI x, so we only need to prove that
this process is unique in distribution. We first argue that we can assume, without loss of generality, that A
is diffuse. Consider X = X x [0, 1] equipped with some complete metric that induces the product topology
and let A = A\ ® [,[1071]. For z € X, r € [0,1], and u € N(X) let C(z,r, 1) be the p-cluster of (x,7), where
(z,7), (y,5) € X are connected simply when z ~ y. We have C(z,r, u)(X) = C(z, u(- % [0,1]))(X), so if @ is a
Poisson process with intensity measure ¥\ and ® is a uniform randomization of ® (as in Lemma 3.25), which is
a Poisson process in X with intensity measure YA @ 5[10,1] by the marking theorem (Theorem 5.6 of Last and

Penrose, 2017), then the subcriticality assumption immediately implies

P(C(z,7,®)(X) < 00) =1

for A-a.e. x € X and any r € [0,1]. For z € X, r € [0,1], and p € N(X) we also define

R(Z‘,T,/,L) = /{(.Z‘,,u(' X [O’ 1]))7

which inherits the cocycle and local stability property of . Moreover, &(z,r, C(z,r, 1) = &z, r,pm). I oo
are Gibbs processes with PI x and reference measure A, then by Lemma 3.25 the uniform randomizations 7, 7}/

of n and ' are Gibbs processes with PI & and reference measure X. Thus, if the uniqueness result holds for
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. _d T s .
diffuse reference measures, then 77 = 7/ as A is diffuse, and we obtain

K3

n =i x[0,1]) = 7'(-x[0,1]) = »".

We conclude that the general result holds if it is proven for diffuse reference measures. Hence, let us assume
that A is diffuse.

Now, let ,7" be two Gibbs processes with PI k. By Corollary 3.24 we can assume, without loss of generality,
that there exist Poisson processes ®, ¥, ¥’ with intensity measure ¥\ such that n < ¥ and 1’ < ¥’ almost
surely and such that (n,n', ¥, ¥’) is independent of ®. Let B € X}, be arbitrary and choose ¢ large enough so
that B C By. Take E € Ng. With Lemma 2.47 (using that E is a B-local event) and Theorem 3.31 applied to
W = By we obtain

By\B

<3}
[Py € ) ~P(5 € B)| < B[P, s, (B) =P, ()] < [ B ™" (e +75,)) 90) A,

The right hand side is clearly bounded by

/B ]P’(:c T nX\BZ) 9(z) dA(z) + /B P(x e ngg\BZ) 9(z) dA(2).

As nx\B, < ¥x\p, and ngg\Bz < \Ilgg\Be almost surely, ¥, ¥’ and ® have the same distribution, and ®p,, ®x\p,

are independent, we conclude that

|P(n € E) —P(n € E)| §2/

]P’(x e <I>X\B£) 9(x) dA(z) < 2/ P(C(x, ®)(Bf) > 0) ¥(z) dA(z).
B

B
It follows from (3.9) and dominated convergence that P7(E) = P (E). As B and E were arbitrary and the

algebra Z of local events generates N, we conclude that P = P O

3.3.5. DECORRELATION IN THE SUBCRITICAL REGIME

We have discussed in several instances how the spatial independence properties of Poisson process are not
available for general Gibbs processes, as points in one part of the space influence other regions. However, it is
somewhat intuitive that if the interaction that a point exhibits onto others decays sufficiently fast, then suitable
asymptotic independence properties might be established. In the setting of cluster dependent interactions
we can indeed prove strong mixing properties as soon as the size of the cluster of any point is controlled.
The strongest such result, namely decorrelation, is considered in the section at hand, while classical mixing
properties related to stochastic independence are provided in the upcoming Section 3.3.6.

A point process 1 in X with existing correlation functions is said to decorrelate if there exists a function

w : [0,00) — [0, 00) with lim,_, w(r) = 0 such that

|pn,k+m(x17 s axk-l-m) - pn,k(xla s 7xl€) : pn,m(xk-l-la S 7xk+m)|
< c(k,m) - w(dist({z1,. .., 26}, {Tut1s- -, Thim})) (3.11)
for N¥t™_ae. (v1,...,Them) € X¥t™ and all k,m € N, where ¢ : N x N — [0, 00) is some function and where

dist(D,D’) = inf{d(m,y) cx € D,y e D’} denotes the distance between two non-empty sets D, D’ C X.
Blaszczyszyn et al. (2019) also say that the correlation functions of 7 are w-mixing. If the decay of w outweighs
the growth of any polynomial, then 7 is said to have weak exponential decrease of correlations (cf. Malyshev,
1975, who introduced the concept in the context of Gibbsian random fields). Other authors say that 1 has fast
decay of correlations (cf. Blaszczyszyn et al., 2019) or that n decorrelates exponentially (cf. Benes et al., 2020).

The following lemma on the factorization of factorial moment measures is central for the proof of our main
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result in the context of decorrelation. It also contains virtually all probabilistic arguments involved in the
endeavor. Both the following lemma and Theorem 3.34 below contain substantial generalization of the results
in Section 3.3 of Benes et al. (2020). While our notation is neater and the calculations are more direct, the
work of Benes et al. (2020) served as a conceptual foundation for the results.

To ensure that the only dependence on z1,..., T+, in the bound on the right hand side of (3.11) is in
terms of the distance between {x1,...,zx} and {zx41,..., Tktm} We assume that the local stability bound on
the Papangelou density is constant. We already make this assumption in the preliminary lemma, even though

it could be proven with a general local stability bound as well.

Lemma 3.33. Assume that X is diffuse and let k : X x N — [0,00) be a measurable function that satisfies
the cocycle relation (2.8). Moreover, suppose that k is locally stable as in Definition 3.1/ with constant bound
¥ >0 and that

K(z, p) = k(z, C(z, 1))

for all x € X and p € N. Let n be a Gibbs process with PI k and reference measure \ and let ® be a Poisson
process with intensity measure ¥ - X\. Assume there exists a function w : [0,00) — [0,00) such that, for any
B, W e X\ {@} with BC W,

P(C(x, @ + p)(W€) > 0) < w(dist(B,W°))
for A-a.e. x € B and all € NyNNye. Then, for k,m € N and any pairwise disjoint D1, ..., Dytm € X\ {2},

|an,k+m(D1 X ... X Dk+m) — an,k(Dl X ... X Dk> . Ozmm(DkJrl X ... X Dker)‘
k+m k k+m k k+m
<205t T A(D;) - min {#A(U Di> + k, 19~/\< U Dj> +m} ~W<dist< Un. U Dj>>.
i=1 i=1 j=k+1 i=1 j=k+1

Proof. First of all, note that Corollary 3.24 ensures that it is no restriction to assume that n < ® almost
surely. Let k,m € N and Dy, ..., Diym € X \ {9} pairwise disjoint. Put B = Ule D; € Xy and let £ € N be
large enough such that B C By as well as

k+m k+m
dist (B, U p;u B;) = dist (B, U Dj>.
j=k+1 j=k+1
Suppressing the dependence on ¢, we define
k+m
W =B\ ( U Dj>.
j=k+1

Observe that B C W. Define the measurable and B-local function F : N — [0,00), F(v) = Hle v(D;). We

clearly have F(v) < F(v') whenever v < v/ and, since ®(Dy), ..., ®(Dy) are independent,

/N F(v)dly(v) =E[F(®)] = HE[Q)(DZ-)] =" [T MD;) < oo

Part (i) of Proposition A.2; the specific choice of F' and W, and the linearity of the expectation give

|an,k+m(D1 X ... X Dker) — Oén,k(Dl X ... X Dk) . an7m(Dk+1 X ... X Dk+m)|

k k+m
—E[HU(Di) 11 n(Dj)]

=1 j=k+1

k+m

H n(D;)

E -E




j=k+1
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k+m k+m
w) - |1 77W°(Di)‘| —E[F(nw)] E[ 11 WWC(DJ')H
i=k+1 j=k+1
k+m
= |E (F(UW) —E[F(UW)D - 11 nwc(Dj)] ‘ (3.12)

Applying the DLR equation (in the form of Lemma 2.47) to each of the expectations and using the triangle

inequality, the term in the previous display is seen to be bounded from above by

L] e apuato = [ FGoapu \(Hw

k+m

j=k+1

By Theorem 3.31, a further upper bound is given by

'L
gﬁ/N/BE
+19/N/N/BE[F(

Since n < ® almost surely and @, Py g, Pwe are independent, the previous term is bounded by

19/B1E[F(<I>B+5x)] ~E[]l{x we @Wc}. [1 2@)| i

D+ 8] P2 07 ) di(w)
j=k+1

k+m

)

j=k+1
k+m

[T @)

j=k+1

+9-E

/ E[F(®@5 +6,)] P(a "7
B

q>Wc) d\()

= . T c ¢ (m) T
—19/BE[F((I)B+5$)] E[/Dk+lx . ll{C’( ,@B)(W)>O}d<13 ]d)\( )

k+m

[T @)

j=k+1

+v-E

/ E[F(®p + 6,)] - P(C(z, @) (W) > 0) dA(z),

) A () AP (1),

k+m
j=k+1
& k+m
F(#n+8,)] (e "0 v) d\@ ( II ¢<Dj>> AP ()
j=k+1

k+m
< 11 Wm) AP (¢) AP (1)).

which, by the multivariate Mecke formula (cf. Theorem 4.4 of Last and Penrose, 2017) and the fact that

B(Dis1), ...,

z9m+1/]EF<I> +5z/ ( Ppe+ Yy 4,
5 [(B )] D x Do (58 B Z )

+’l97n+1 H )\(
j=k+1

®(Dy4rm) are independent, equals

k+m
Dj)/BE[F(ch +6,)] - P(Cla, D) (WE) > 0) dA(x).

By assumption, this last quantity is bounded by

k+m

2™ T MD

w(dist(B, W) / E[F(®5 + 6,)] dA(z).
j=k+1

B

)d)\ (Y1, Ym) dA()
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Now, observe that

k
I1 (@) + 6.(D;)) | dA(x)

k k

= Z/ 11 - XDj) + 1p,(x)) dX(z)

i=17Di j=1

Combining the calculations up to this point, we have shown that

|Ozn’]€+m(D1 X ... X Dk+m) — an,k(Dl X ... X Dk) . an’m(DkJrl X ... X Dker)‘

k+m
< 20" T MDi) - (9 - M(B) + k) - w(dist(B, We))

=1

— ggk+m kﬁn/\(Di). (ﬁ.A(ODz) +k> -W<dist(0Di, kU Dj>>.

i=1 i=1  j=k+1
Changing the role of (Di,...,Dy) and (Dg41,...,Dgtm) in the definition of B, W and F, pulling out
Hle n(D;) instead of Hfjﬁrl n(D;) in (3.12), and going through the same calculations as before gives

’an)k+m(D1 X ... X Dker) — 04177k(D1 X ... X Dk) . an7m(Dk+1 X ... X Dk+m)|

< 2gktm kﬁA(Di)~ (19~)\< kDm Dj) +m> .w<dist< O D;, kOm Dj>>,

=1 J=k+1 j=k+1
which completes the proof. O

The following result formalizes the decorrelation property of cluster dependent Gibbs processes in the
subcritical regime. More specifically, if the function which appears in the theorem satisfies lim,_, o w(r) =0
then the corresponding Gibbs process decorrelates. The assumptions are similar to those in Lemma 3.33 but

we can allow for general locally finite reference measures.

Theorem 3.34. Let k : X x N — [0,00) be a measurable function that satisfies the cocycle relation (2.8).
Moreover, suppose that k is locally stable as in Definition 5.1/ with constant bound ¥ > 0 and that

k(z, 1) = k(z, C(z, 1))

for allz € X and p € N. Let g be a Gibbs process with PI k and reference measure A\. Assume there ezists a
continuous function w : [0,00) — [0,00) such that, for any B,W € X, \ {@} with B C W,

Hya({v € N: C(z,v + p)(W) > 0}) < w(dist(B, We))
for A-a.e. x € B and every i € Ny N Nyye. Then

et @1+ Thpm) — ok (@1 T) * Pk~ T
< 20" min{k, m} - w(dist({z1, ..., 2%}, {Ths1s - oo Thtm}))
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for Nkt g.e. (21,...,Tppm) € XEP™ and all k,m € N.

Proof. We first argue that we can assume, without loss of generality, that X is diffuse. Indeed, as in the proof

of Theorem 3.32 we consider X = X x [0, 1], equipped with the complete metric

((z,9), (y,1)) = max {d(z,y), |t — 5|}

that induces the product topology, and A = A ® ‘6[10,1]' For z € X, s € [0,1], and p € N(X) let C(z, s, ) be the
p-cluster of (z,s), where (z,s), (y,t) € X are connected simply when z ~ y. Then, for D € X,

C(x,s,u)(D x[0,1]) = C(x,u(- x [0, 1]))(D)

If ® is a Poisson process with intensity measure 9 - A and ® is a uniform randomization of ®, which is a Poisson
process in X with intensity measure 9 - \ ® E[lo 1> then, for B,W € X, \ {@} with B C W,

P(é(x, 5%+ ) (X\ (W x [0,1])) > 0) - P(O(x, ® + (- x [0,1])) (W) > 0) < w(dist(B, W)

for A-a.e. x € B, all s € [0,1], and every pu € N;(X) with p(W x [0, 1]) = 0. Moreover, we define

/%(.TZ,S,H) = ’i(l‘hu(' X [O’ 1]))

so that % inherits the cocycle and local stability property of x and satisfies

R(az, s,C(z, s, u)) = k(x, s, 1)

for all z € X, s € [0,1], and p € N(X). If n is a Gibbs process with PI x and reference measure A, then by
Lemma 3.25 the uniform randomization 7j of 7 is a Gibbs process with PI & and reference measure \. By

Lemma 2.20 the correlation functions satisfy

pﬁ,m('r1751)"'axm7sm) :E[Fu‘m(ml,sl,...,xm,sm,ﬁﬂ ZE[Hm(xh---,l‘mﬂ?)] :pn,m($17~-~7xm)

for all x1,...,2m €X, 81,...,8m € [0,1], and each m € N. Hence, if the theorem holds for diffuse reference

measures, then

|Pn,k+m($17 ce axk+m) - pn,k(xla e vxk) : pn,m(xk+lv cee ,$k+m)|
- |pﬁ,k:+m(xl7 Sy oo 7xk+m7 8*) - pﬁ,k(xlu Sy ooy Ty S*) : p’f],m(xk+17 Sy e 7xk7+m7 S*)|
< 290%™ min{k, m} ~W(dist({(ac1, Sa)y ooy (ks 85) by {(Tht1, Su)y e v oy (Thotms s*)}))

= 20+ min{k,m} - w(dist({z1,.. ., 2k}, {Zkt1s- - -, Thgm}))

for NFt™_ace. (21,...,Tkem) € X and all k,m € N, where s, € [0,1] is arbitrary. We conclude that the
general result holds if it is proven for diffuse reference measures, so let us assume that A is diffuse.

Let {Dj : j,n € N} C &, \ {@} be a topological dissection system in X, as defined in Appendix A.8. Let
k,m € N and note that the following reasoning is valid for A**™-a.e. (21, ..., 2r4m). Since correlation functions
are the density functions of factorial moment measures with respect to the reference measure A\, Lemma A.20

and Proposition A.21 yield

et (T1, - Thsm) = ok (@1, Th) - Py (Tt -y Thpom)|

— limsup an,k+m(Df61,n XX Drk+m,7n) _ Oén,k(Dacl,n X ... X D:ck,n) ) an,m(Dmk+1,n XX Drk+m,n)
n—oo | MF"( Dy X oo X Do) MNe(Dgym X ... X Dy ) A™(Dgpyyn X oo X Day )
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borrowing notation from Appendix A.8 where D, ,, denotes the unique set in {D;,, : j € N} which contains

x € X. Taking the factor
k+m -1
(TH0.0)
i=1

out of the modulus and applying Lemma 3.33 shows that the limit superior is bounded from above by
k k+m k k+m
205+ lim sup min {19 : A( U Dzi,n) +k, 0 >\< U Dm].,n> + m} w <dist( U Daems U Dx_,.m)> :
n—roo i=1 j=k+1 i=1 j=k+1

As Dy, 5, D Dy, i1 for each n € Nand () Dy, n = {;}, for every i € {1,...,k + m} (referring to Remark

A.22), the fact that X is a diffuse measure implies

n—00 ) n—o00 :
i=1 =1

k k k
0 < limsup )\< U Dmn> = limsupz AN Dy, n) = Z A{zi}) =0
i=1
and similarly

k+m
nan;OA< U ij,n> =0.

j=k+1

Together with Lemma A.23 and the continuity of w we arrive at

|pn,k+m($la cee >$k+m) - Pn,k($1, ce axk) : Pn,m(fk—&-la e axk+M)|
< 205 " min{k, m} - w(dist({z1, ..., 2k}, {Ths1, - Thrm]}))- O

We conclude this section with two remarks regarding the assumption on the clusters associated with the

Poisson process in Lemma 3.33 and Theorem 3.34.

Remark 3.35. Recall from (3.9) that a Poisson process ® with intensity measure ¢ - A satisfies

lim P(C(z,®)(Bf) > 0) =1-P(C(z, ®)(X) < o0)

{— 00

for all x € X. Hence, the assumption in Lemma 3.33 and Theorem 3.34 implies

P(C(z,®)(X) < 00) =1 —limsup P(C(z, ®)(B) > 0) > 1 — limsup w(dist(B, Bf))

l— 00 l— 00

for A-a.e. € B and all B € &},. As the bounded set B is contained in some large ball B(xg, R) for R > 0, and
we chose By = B(zo,{), where o € X is a fixed origin, we have (for ¢/ > R)

dist(B, Bf) > dist(B(zo, R), B(zo,()) > { — R.
Therefore, if w satisfies lim,_, o, w(r) = 0 then

P(C(z,®)(X) < 00) > 1 — limsup w(dist(B, Bf)) = 1,

£— 00

so in this setting the assumption in Theorem 3.34 is stronger than the subcriticality assumed in the existence

and uniqueness result, Theorem 3.32. O

Remark 3.36. Let ® be a Poisson process in X with intensity measure 9 - A and denote by {z 2 D} the event
that there exists a point y € D such that z is connected via ® to y. If the relation ~ is such that {a: 2 D} is
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measurable for every x € X and D € X, then, for each 1 € Nyye,
P(C(a,® + p)(WS) > 0) < P(z ~ WF),

where x € B with B € X, \ {@} and W € &}, with W D B. Hence the assumption in Lemma 3.33 and Theorem
3.34 is satisfied if
P(z 2 W<) < w(dist(B, W)

for A-a.e. x € B. If w is decreasing, it even suffices to have
P(z ~ B(x, 7)) < w(r) (3.13)

for M-a.e. x € B and every r > 0. Indeed, if this is true, then for any W € X, with W D B and A-a.e. x € B we

choose 7, = dist(z, W*) and obtain
P(x 2 we) < IP’(x ~ B(:z:,rz)c) < w(ry) = w(dist(z, W) < w(dist(B, W)).

Note that instead of closed balls we can also consider open balls in (3.13). O

3.3.6. MIXING PROPERTIES IN THE SUBCRITICAL REGIME

In this section we discuss mixing properties which can be understood, in a sense, as asymptotic independence
properties. According to the general definitions in Section 1.6 of Rio (2017) (as well as Poinas, 2019, for the

point process setting), we define the a-mixing coefficient of a point process 1 as

s,t

m{® (r) = Sup{sup {[P"(Ey N Ey) — P1(Ey) -PU(E,)| : By € N, Bs € Neob -

B,C € X, with A(B) < s, \(C) < t, and dist(B, C) > 7"}

for r,s,t > 0. The process 7 is called a-mixing if lim,_, mg? (r) = 0 for all s,t > 0. For two probability

measures P, on a measurable space (Y,)) we consider their total variation distance
IP = Qllrv = sup [P(D) - Q(D)].
Dey
With this notion, let the S-mixing coefficient of a point process 1 be

m{? (r) = sup {HWB»%) ~ P QP || : B,C € X, with A(B) < s, \(C) < t, and dist(B,C) > r},

where 7, s,t > 0. The process 7 is called S-mixing if lim, mgi)(r) =0 for all s,¢ > 0.
Observe that, for any B,C € X,

sup {|P"(E1 N Ey) — P"(Ey) - P(Ey)| : E1 € N, E; € Nc}
= Sup{|]P>(TIB’UC)(E1 X EQ) — B ®I[D77C(E1 X E2)| 2E1 S NB, EQ S NC}

< Hp(ns,nc) _ s ®]Pmc||TV’

SO mi??(r) < mg’i) (r) for all r,s,¢ > 0. In particular, a S-mixing point process is always a-mixing as well.
Theorem 3.1 of Poinas (2019) provides a bound on the S-mixing coefficient of a point process in terms of the

same difference of correlation functions on the left hand side of (3.11) in the previous section on decorrelation.

This also justifies why Blaszczyszyn et al. (2019) refer to decorrelation as a mixing property. However, the

result of Poinas (2019) is only available for simple point processes in R?. Before we can apply the bound in our
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setting, we thus first have to generalize it. Although the generalization is substantial, the proof is generic and

similar to the one given by Poinas (2019).

Lemma 3.37. Let n be a point process in X whose correlation functions with respect to \ exist. Assume that
IE[?)”(D)] < oo for each D € Xy,. Then, for any disjoint sets B,C € &},

0 2k+m

(nme) _ i .
||[p> nB.MC) _ Pis ®]P>ncHTV < T /kacm |Pn,k(x17--~7xk) P (Tht1, -+ s Thotm)

k.m=1

— P ktm (T1, ... ,xk+m)| d)\ker(zl, ey Thtm)-
Proof. Fix two disjoint sets B,C' € X,,. If iy’ is an independent copy of 1 then

|psne) —pis @pre|| = sup [P((ns,nc) € E) —P((ns,np) € E)|.
FeN®?

Fix £ € N®2. To lighten the notation, let ' : N — {0,1} and G : N x N — {0,1} be given by

F(p) = ]l{(MBv,uC) € E} and  G(p,v) = ]1{(#3,1/0) € E}

Recall that for m € N we set [m] = {1,...,m}, with [0] = @, and that |J| denotes the cardinality of a set J.

As in (2.6), and by assumption on 7, we have

o0 2m
O (m) cTm)| <E Z . mBUCY™
Zm'/BUC)"L (jze; ) ) | < m;)m! ™ (( ™)
n(BUC)
_ n(BUC) m
| % ()]
= E[3"PYY] < oo, (3.14)

where for m = 0 the term in the sum on the left hand side is interpreted as F(0). By Lemma A.7 and Fubini’s

theorem, and with (3.14) in mind, we have

(s, mc) € [Z m. / oy 2= () dn(m><m1,--.,mm>]

]C[ ] jeJ

°° 1
— ‘J‘F( Oy ),0 m(T1, o ) AN (X1, X))
m (BUC)™ ]EZJ "

By symmetry of the integrated function, and since B and C are disjoint, the previous term equals

(ZL) /Bk.xcm,k S0 E(S 6 ) prn (@) N (@12

JC[m] jedJ

= PR /B . >0 E(S 6, ) ran(@s ) AN (@ )

k=0 m=Fk x JC[m) jeJ
1
§ : E k J E k
= 7/6' | ( +m—| |F( 5 ) Pn,k+m xl,...,xk_,_m) dA +m($1,...,1‘k+m),
— Lo Bkx(Cm
k,m=0 JC[k+m] jedJ

using (3.14) to justify the change in the order of summation.
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Next, observe that, for 4, v € Ny, a twofold application of Lemma A.7 shows that G(u, ) equals

Z k' m' /Bk/c )k+m [I]— \J\G(Z(g L,Z(g )dl/(m) ) 7ym)d/1/(k)($17-~-,xk>,

]C[m i€l jeJ

which, by definition of F' and G (using that B and C' are disjoint), equals

Z Eoml m, /Bk/c )k+m [7]— |J|F(Z§ +Z§ )dy( ) ) 7ym)du(k)(m1,...,xk)

k,m=0 IC[k] JC el JjeJ
k+m [J] (m ) (k)
Z ol m' /Bk/m Z F(Zé )dz/ (Tpt1y ooy Trgm) dp'™ (21, ..., 2p).
k,m=0 JCk+m] jeJ

Together with the independence of 1 and 7', this calculation implies that
P((ns,1c) € E)

E[ Z k" m| Lk/m Z k+m ‘J‘F(Zé )d77( ):z:k+1,...,xk+m)dn(k)(a:1,...,:ck)

JC[k+m] jeJ
_ k+ J
> LY (O E(E0,) pratensee)
kym=0 " JBEXCT Goim) jeJ
. d)\ker
pn,m(xk+17--~7xk+7rz) (xla"'amk+m)7

where the use of Fubini’s theorem is justified similar to (3.14), in that

S [ X Ao
k,m=0

JC[k+m] jeJ

2k+m - -
< IEL 5l N (BFY g (e | = E[gn(B)] .E[gn(C)] < o0
m=0

With the representations for P((ng,nc¢) € E) and P((ng,n,) € E) we obtain

P((ns,nc) € E) =P((ns,1c) € E)|
—_ F Oz, {p (T, Zk) - P (Tht1s - o Thtm)
k%::l kbml Jgexom chk;rm] (JEZJ ) " !

— Poktm (T1, ... ,wk+m)| AN (2 ),

where the terms in the sums for £ = 0 or m = 0 vanish when taking the difference. As before, we use that
2 IC[b4m] F( > et 0o ;) < 25F™ 0 complete the proof. O

Lemma 3.37 is perfectly valid in arbitrary measurable spaces. The metric structure on X enters only in the
definition of m(B)( ). Also note that A need not be diffuse (this is true for Theorem 3.38 as well).

We prove in the upcoming theorem that our decorrelation result implies that cluster-dependent Gibbs
processes are S-mixing in the subcritical regime. Indeed, whenever the function w in the following theorem

satisfies lim,_, o, w(r) = 0 then the Gibbs process in consideration is S-mixing (and hence also a-mixing).

Theorem 3.38. Let k: X x N — [0,00) be a measurable function which satisfies the cocycle relation (2.8).
Suppose that k is locally stable as in Definition 5.1/ with constant bound ¥ > 0 and that

k(. 1) = (O 1))
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for allx € X and p € N. Let nn be a Gibbs process with PI k and reference measure X\. Assume there exists a
continuous and decreasing function w : [0,00) — [0,00) such that, for any B,W € X, \ {@} with B C W,

My ({vr e N: C(z,v+ p) (W) > 0}) < w(dist(B, W°))
for A-a.e. x € B and every pn € Ny N Nye. Then, for all r,s,t >0,
mg{? (r) < 49e2?CH) min{s, t} - w(r).

Proof. First note that n satisfies the assumption in Lemma 3.37 as the local stability bound and part 3 of
Remark 2.10 ensure that E[b7P)] < oo for all D € A} and every b > 0. Moreover, the prerequisites from
Theorem 3.34 are satisfied. Let B,C € A&} satisfy dist(B,C) > r > 0 as well as A(B) < s and A(C) < ¢ for

some s,t > 0. By Lemma 3.37 and Theorem 3.34

||]P)(7IBJIC) — P8 g PC HTV

o o) .
<2 Z (k:')i' -min{k, m} w(dist({z1, ..o, by {Trtts oy T ) AT (@1, o Thgm).
fem=1 Lo BkxCm
Since w is decreasing, we have w(dist({z1,..., 2k}, {Zks1, . Togm})) < w(r) for all z1,...,2; € B and
Thtl,---,Tk+m € C, so a further bound on the term in the previous display is given by
o oo
(20)Ftm m (20)Fm m
2ow(r) 30 G minkm) AR NE) < 2w) 30 I minhm) o
,m=1 ,m=1

Now, observe that

> (29)k+m L (20s)F = (20t)™
) % -min{k, m} - s* - ™ < min {ezm > ((k 1331)', Sy ((mﬂ—t)l)'} = 202/ min{s, t}.
k,m=1 ’ ’ k=1 . m=1 .

Summarizing, we have shown that, for the given sets B and C,
||]P>(773,nc) — B g PUC HTV < 49e2?(stt) min{s, t} - w(r).
Taking the supremum over all such sets, we arrive at
mg,ﬁt)(r) < 49e® T min{s, t} - w(r). O

For basics and historic references with regard to mixing properties, we refer to Rio (2017). As far as the point
process setting is involved, let us mention that Poinas et al. (2019) have derived mixing properties for associated
point processes, for instance that certain determinantal processes are a-mixing. Poinas (2019) collects several
references for applications of mixing properties in spatial statistics.

Specifically for Gibbs processes there exist results regarding a-mixing within the Dobrushin uniqueness region
(cf. Chapter 5), referring to Follmer (1982) for one instance. A short review of mixing results for discrete Gibbs
measures is contained in the work by van den Berg (1996). Strong mixing results for hard core Gibbs processes
in R? are given in the unpublished work of Heinrich (1992). For a very recent contribution, we also mention
the preprint by Michelen and Perkins (2022) who prove (with analytic methods) that repulsive finite-range pair

interaction processes have strong spatial mixing properties for low activities.
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3.4. GIBBSIAN PARTICLE PROCESSES

So far we have justified the fact that we study Gibbs processes in general spaces by a somewhat puristic
argument, namely that such a study allows to identify truly structural properties and separate them from
topological and other assumptions. Still, if there were no applications beyond R?, the utility of the general
theory would be limited. To demonstrate that the latter concern is, at least to a large extent, unfounded, we
discuss in this section particle processes. Indeed, to study random systems of general particles or advanced
germ-grain models in stochastic geometry, one benefits greatly from having a theory for point processes in the
space of compact subsets of an underlying space, cf. Schneider and Weil (2008). Most results focus on Poisson
particle processes, but the consideration of Gibbsian models is an interesting extension, as witnessed by Stucki
(2013) and Jansen (2016) in the context of percolation in Gibbsian ball models as well as by Flimmel and Benes
(2018) and Benes et al. (2020) for more general particles. To study such processes, however, the theory of Gibbs
processes has to be available at least on metric spaces.

Let (B, d) be a complete separable metric space. Let X = C*(B) be the space of non-empty compact subsets
(particles) of B equipped with the Hausdorff metric dg. For a definition of di and the fact that C*(B) equipped
with dg is a complete separable metric space we refer to Appendix A.9 and to Molchanov (2017). Denote the
corresponding Borel o-field by X = B(C*(B)) and write X, = B,(C*(B)) for the collection of all Borel sets
which are bounded with respect to dy. Let A be a locally finite measure on C*(B). In line with our setting in

Section 2.2 we consider the space of locally finite counting measures
N(C*(B)) = {u is a measure on C*(B) : u(By(K,r)) € Ny for all K € C*(B) and r > 0},

where By (K,r) denotes a ball of radius r in C*(B) around K with respect to dg. Our general setup from
previous sections covers this setting and yields a definition and properties of Gibbs processes in C*(B), which
are called Gibbsian particle processes. As regards their existence, we mention three settings that are of principal
interest. The first concerns pair interactions for which we refer to the general results in Section 4.4. The other

two settings correspond to Sections 3.2.2 and 3.3.2, namely finite range and cluster-dependent interactions. We

discuss these two results as corollaries of Corollary 3.20 and Theorem 3.28.

Corollary 3.39. Let 1 : C*(B) x N(C*(B)) — [0,00) be a measurable map which satisfies the cocycle relation
(2.8). Assume there exists a A-locally integrable map ¥ : C*(B) — [0,00) such that

sup (K, p) <I(K)
HEN(C (B)

for A-a.e. K € C*(B). Also suppose that there exists some r > 0 such that, for K € C*(B) and p € N(C*(B)),

KK, 1) = KK, gy (5,)) -
Then there exists a Gibbs particle process with PI k and reference measure \.

Before we turn to cluster-dependent interactions, we apply the previous corollary to prove existence of the
particle processes considered by Benes et al. (2020), a question left unanswered in their work. In the following
example, we show the existence in a slightly more general setting which fully includes theirs, thus proving their
conjecture. Any issues of measurability in the context of the space C*(B) are omitted at this point to make

reading more convenient, but they are settled completely in Appendix A.9.

Example 3.40. Let B = R? endowed with the Euclidean distance and the Lebesgue measure £¢. Consistent
with the general setting above, we consider the space C(¥ of non-empty compact subsets of R% equipped with
the Borel o-field induced by the Hausdorff metric. We let ¢ : C(¥ — R? be a center function, that is, ¢ is
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measurable and satisfies ¢(K + ) = ¢(K) +  for all K € C¥ and z € R?, where
K+z={z+z:2z€ K}.
Let @ be a probability measure on C(9) with Q(Céd)) =1, where
Céd) ={Ke CD . ¢(K) = 0}.
Moreover, assume that, for each C' € C(@),

LYL+ C)dQ(L) < oo,
cd)

which is certainly fulfilled if the particle size is bounded, that is, if Q({K € C9 : K c B(0, R)}) =1 for a
fixed radius R > 0. For some fixed intensity parameter v > 0, consider on C(¥ the measure

= . d(g).
M')—”/Rd/c(d)“““ }AQ(L) AL (z)

Then ) is locally finite. Indeed, for any K € C(Y and r > 0 the definition of the Hausdorff metric (and the fact
that we work in R?) yields the existence of a set C' € C®) such that L C C for all L € Bg(K,r), so

ABy(K.r) < A{LeC@:LNC # o)) = W/Rd /C(d) 1{(L+2)nC # )} dQ(L) dL(x)

_ d _
T

< 00.

Let V.= {V, : n € N,n > 2} be a collection of higher-order interaction potentials in the sense that
Vi 0 (C9)™ — (—o00,00] is a measurable and symmetric function for each n > 2. Assume that there exists some
Ry > 0 such that V,,(K1,...,K,) =0 for all Ki,..., K, € C¥ with

max {dy(K;,K;):1<i<j<n}>Ry

and all n > 2. Moreover, assume that, for every K € C(4 and u € N(C(¥),

bl 1
> — Inax{ —/ V(K Ly, ..., Ly_1) dp "D (Ly, ... Lu_y), o} < .
o (n — 1) (C(d))n—l

Define & : C(D x N(C(D) — [0,00) as

> 1
K,p) = - Vi (K, L1, ..., Ly_1)dp™ Y (Ly,....La_1) |.
H( ,,LL) eXp( ;(n—l)!/(c(d))nl n( s L1, y Ln 1) H ( 1, ) ) 1)

Notice that x is well-defined by the summability assumption on the V,,. Benes et al. (2020) multiply x with an
indicator function 1{u({K}) =0}, a modification that changes nothing about the following observations. The
map k is measurable by Lemma A .4 and it satisfies the cocycle relation, since Exercise 4.3 of Last and Penrose
(2017), as recalled in (A.4), and the symmetry of the V,, imply

oo

1
k(K ) - 5(C,p+ 0 ) = exp ( > (n—l)!</<c<d>> ~ ValK Ly, L) dp™ (L, ... Lyy)

n=2
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+ / ‘/n(ca L17 e 7Ln—1) d(,u + 5K)(n71)(L17 s 7Ln—1)>>
(C(d)yn—1

e}
1
N T2 o Vo(K, Ly, .., Ly 1) du™ ™ D(Ly, .. Ly
eXP( Z(n_l)!</(c(d))"l ( b ’ 1) K ( 1 ’ 1)

n=2

+/ Vi(Cy Ly, ..., Ly_1) dp™ D(Ly, ... Ly_y)

(Cc(@)yn—1

+(n — 1)/ Vi(C K, Ly, ..., Ly_)du™ 2 (Ly,.. .,Ln_2)>>
(C(d))n—z

= 1
N T2 o Vo(Cy Ly, oy Ly 1) du™ D(Ly, .. Ly
eXP( Z(nl)!(/(cw))nl (€ Ly, Lny) dp (L1, Ly—1)

n=2

+/ vn<K,L1,...,Ln_l)d(mac)("—”(Ll,...,Ln_l))>
(C(d))nfl
= K(C, p) - k(K p+ dc).

Furthermore, x has finite interaction range, as

> 1
K,p) = -y Vi (K, L1, ..., Lo_1)du™ 9 (Ly,... L,
K (I, ) exp( nz_:z(n_].)!/(c(d))nl (], L1, Lp—1)dp (L1yeeey Ln—1)

o0
_ 1 (n—1)
= exp ( — 712222 m /(C(d))n1 Vn(K,L17 o 7LTL—1) d'uBH(K,Rv)(Ll’ ey Ln_1)>

= k(K, 1By (K.Ry))

by assumption on V. Finally, if we assume that sup,en(cwy k(K p) < I(K) for A-a.e. K € C@ and a locally
integrable function ¥ : C¥) — [0, 00), then Corollary 3.39 guarantees the existence of a Gibbsian particle process

with PI k. Benes et al. (2020) even assume that x < 1 uniformly. O

In the context of particle processes there is a natural notion of clusters. In the language of Section 3.3.2,

consider on C*(B) the binary relation given by
K~ L if and only if, KNL#@. (3.15)

This relation is clearly symmetric and the set {(K, L) € C*(B) x C*(B) : K ~ L} is measurable by Lemma A.24.
The relation also leads to a very intuitive interpretation of the clusters in (3.7) which, in this case, describe
the connected components of a germ-grain model. Notice that the assumption in Theorem 3.32 then simply
describes absence of percolation in the Poisson-Boolean model. In the remainder of this section we use results
on percolation in the Boolean model due to Gouéré (2008) to establish existence and uniqueness of Gibbs
particle processes in the subcritical phase. As such we recover the uniqueness results of Hofer-Temmel (2019)
and Hofer-Temmel and Houdebert (2019), which is a benefit as these works contain technical gaps that are now
filled. We also extend those results to particle processes with more general grains, similar to Benes et al. (2020)
but allowing for unbounded grains. Moreover, we newly provide the existence results for those same processes
in the region of their uniqueness.

We consider the setting from Example 3.40, thus restricting to B = R%. For a center function let ¢ : C() — R4
denote the map that assign to each compact set in R? the center of its circumball, and let rad : (¥ — [0, )
denote the map that assigns to a compact set the radius of its circumball. Both of these maps are continuous

with respect to the Hausdorff metric by Lemma A.28. With the relation in (3.15) define clusters as in (3.7).
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Corollary 3.41. Let Q be a probability measure on C(Y with Q(Céd)) =1 and

/ rad(L)?dQ(L) < oo
c
and, for v >0, put

= . d(y).
o= [ e ey acte)

Let t: C' x N(C@) — [0,00) be a measurable map that satisfies the cocycle property (2.8) and which is such
that, for any K € C'9D and p € N(CD),

k(K 1) <1 aswell as k(K p) = (K, C(K,p)).

Then there is a constant V. = v.(Q,d) > 0 such that for any v < ~y. there exists, up to equality in distribution,
exactly one Gibbs particle process with PI k, activity v, and grain distribution Q, that is, exactly one Gibbs

process in C\D with PI r and reference measure Ay

Proof. Let Z be a random element of C(? with distribution Q (the typical grain). We first note that the
measure A, is locally finite. Indeed, it follows as in Example 3.40 that, for any K € C@ and r > 0,

M (Ba(Kr) <7 [ (L4 (<0)d@L) = - E[L(Z + (~C))]

for some suitable set C' € C(¥. As C is compact, we have C' C B(0, s) for s > 0 large enough, and we also have
Z C B(O, rad(Z)) almost surely. Thus, by assumption on Q,

My (Bu(K,)) <5+ E[LY(B(0,rad(2) + )] = - £2(B(0,1)) - E[(rad(2) + )"
<~-L%(B(0,1)) - (1+ s)% - max {1, E[rad(Z)?] }

< 0Q.

Let & = Z;’il dx; be a Poisson particle process with intensity measure \,. Theorem 3.32 yields the claim if
we can show that the Boolean model based on @ (in other words, the Boolean model with intensity v and grain

distribution Q) is subcritical. To this end, let us define on [0, 00) the probability measure

m(-) :/c<d) 1{rad(L) € - } dQ(L) = P(rad(Z) € -),

which satisfies

T = ra d 00
/0 T dm(r)—/c(d) d(L)*dQ(L) <

The Boolean model U]O‘;l K is almost surely contained in U‘;‘;l B(c(K;),rad(K;)), which is itself a Boolean

model, since
\1::/ 1{B(c(L),rad(L)) € - } d®(L
c@

is a (stationary) Poisson particle process with intensity measure

/ 1{B(c(L),rad(L)) € - } dA.(L / / 1{B(z,rad(L)) € - } dQ(L) dL%(x)

c(@ Rd Jo(@

= 7/ / 1{B(x,r) € - } dm(r) dL%=x)
Rd Jo

by the mapping theorem for Poisson processes (Theorem 5.1 of Last and Penrose, 2017). Theorem 2.1 of Gouéré
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(2008) (and the stationarity of ¥) provides a constant 7.(Q,d) > 0 such that
P(C(K,®)(X) < 00) > P(C(K,¥)(X) < o0) =1

for all K € C¥ and every v < 7.(Q, d). O

To extend an example from the literature, we consider segment processes in R%, cf. Example 2.2 of Flimmel
and Benes (2018). Proceeding as in Example 3.40 gives an existence result which covers the processes discussed
by Flimmel and Benes (2018) (even in arbitrary dimension), where a global and deterministic bound on the
length of the segments is assumed. We use Corollary 3.41 to provide an existence and uniqueness result for

segment processes which also allow for unbounded length distributions.

Example 3.42 (Segment processes). Let m be a probability measure on [0, 00) with existing d-th moment,
which yields (half) the length of the segments, and let @ be a probability measure on RY concentrated on the

unit sphere S¢~!, which yields the orientation of the segments. Consider on C(gd) the probability measure

Q) = /000 /sd—l ]l{{s~v :s€[-rr]} € -}dQ(v)dm(r).

The particle processes corresponding to the reference measure A, based on Q are random segments in R?. Let
V :C@ U {@} — [0,00] be measurable with V(&) = 0 (where the o-field on C(Y U {@} is constructed from the
one on C¥ by adding the singleton {&} as a measurable set, as recalled in Appendix A.9). With the PI

WK, ) = exp < [ vEnp du(L)) |

c@
where 5 > 0, this fits into the setting of Corollary 3.41. Indeed,  is measurable by Corollary A.25, is easily
seen to satisfy the cocycle property (as in Lemma 4.1), and is bounded by 1. The fact that (K, -) depends
only on the respective clusters of K follows from V(&) = 0. A specific example for V is V(K) = ¢- I{K # @&}
for ¢ € [0,00], but V' could also be the restriction of a locally finite measure on R? onto C(¥ U {@} (which gives
a measurable map by Proposition E.13 of Molchanov, 2017).

The existence result for this particular x can be improved by noting that it corresponds to a pair interaction
and using Corollary 4.14 or Theorem B.1 of Jansen (2019). But of course more complicated s can be considered
as well. Moreover, we argue in Example 5.19 that the uniqueness result in Corollary 3.41 can be improved in
the pair potential setting (by replacing the Boolean model with a more refined random connection model as in
Theorem 5.14). O

Remark 3.43. If, in the setting of Corollary 3.41, the grain distribution Q satisfies
/ 1{rad(L) > r}dQ(L) < e "
c@

for all r > 1 and some constant ¢ > 0, then it might be possible to establish that the Gibbs process in C(%)
with PI x and reference measure )\, decorrelates exponentially for all v < 7. and that the process is both a-
and [-mixing for each such v. With the help of Lemma 3 of Benes et al. (2020) and Remark 3.36 this follows
immediately from Theorems 3.34 and 3.38 if the grains are bounded deterministically (as Benes et al., 2020,
assume them to be). The more general result for unbounded grains might be provable if Lemma 3 of Benes
et al. (2020) is replaced by a similar but stronger result using Theorem 1.4 of Duminil-Copin et al. (2020)
instead of Equation (3.7) of Ziesche (2018). This is not pursued further at this point. O



CHAPTER 4

THE ESSENTIALS OF PAIR INTERACTION PROCESSES

While the results in this chapter, similar to the previous chapters, are derived on more general state spaces than
considered in the literature, the results are not new in their essence. Still, the purpose of this chapter is manifold.
First of all, the mentioned generalization in the allowed state spaces gives some additional structural insights
and provides a framework for known results. As this generalization requires the improvement of technicalities
underlying the theory of pair interaction processes, these technical results might be of interest in their own
right. Moreover, the setting of pair potentials gives another opportunity to apply the existence result of the
previous chapter. We will see that Theorem 3.12 includes some of the strongest existence results from the
literature. As such, the study in this chapter shows that the abstraction of Theorem 3.12 does not lead to a
loss in more specific and structured settings. A final objective of this chapter is to provide the basics of pair
interaction processes in order to prepare for the upcoming chapter on corresponding uniqueness results.

The structure of this chapter is as follows. In Section 4.1 we make precise the concept of a pair potential and
pair interaction processes. Section 4.2 is devoted to the discussion of technical preliminaries which play an
important role later on in the chapter but also in Chapter 5. In Section 4.3 we provide a general and rather
generic proof of the Kirkwood—Salsburg equations. The sole purpose of Section 4.4 is to see what Theorem 3.12
yields in the pair potential setting, thus proving a general existence result which includes pair potentials with
negative parts. The chapter is completed by Section 4.5 which is devoted exclusively to examples.

We consider the general setting from Section 2.2, namely (X, X) is a measurable space with localizing
structure By C By C ... and A is a locally finite reference measure on X. Whenever it is not stated otherwise,

the results in this chapter refer to this setting.

4.1. PAIR POTENTIALS

Suppose that v : X x X — (—o00, 00] is a measurable and symmetric function, which we call a pair potential.

The Papangelou intensity « : X x N — [0, 00) corresponding to v is given by

K(z, 1) = exp ( - /Xv(x,y) du(y)) -]l{ /Xv‘(:v,y) du(y) < 00} (4.1)

for x € X and p € N, with v~ the negative part of v. We consider the given PI throughout this chapter. The

basic properties of k are collected in the following lemma.

Lemma 4.1. The PI k given in (4.1) is measurable and satisfies the cocycle relation. Moreover, for x € X and
w, Y € N, one has

H(I'?NJ + w) = Ii(lL'7[L) ’ H(lﬂ,’l/)),
and k(z,6,) = e @) = k(y,8,) for any z,y € X.

Proof. Measurability of x follows from Lemma A.4 since the integral of v can be split into

v(x = v (x — v (x
/X (2 ) du(y) /X (2,v) du(y) /X () du(y),

using that the indicator function in (4.1) ensures that the integral is well-defined. For z,z € X and u € N we
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have, by symmetry of v,

—exp (= [tenaut) - [oGnaesso) ] [0+ oG e < oo
e (= [t - [ onan+a)w) -1 [ @+ o) du) <
— (e ) Al 4 5,

so k satisfies the cocycle assumption. Moreover, we have, for € X and pu,1y € N,

K(z, p+ 1) = exp < - /Xv(x,y) du(y)) - exp < - /Xv(w,y) dw(y)> ~1l{ /Xv’(x,y) d(p+¥)(y) < 00}
= k(x, p) - (1))

The remaining claim of the lemma follows immediately from (4.1) and the symmetry of v. O

Lemma 4.1 establishes that x is indeed a valid PI for the study of corresponding Gibbs processes. A Gibbs
process with PI k, that is, with pair potential v, is called pair interaction process. Existence of such processes

is discussed in Section 4.4.

Remark 4.2. Note that the indicator function which appears in the definition of x in (4.1) can be omitted
whenever y € Ny. Indeed, Lemma A.G yields that [, v (x,y)du(y) < oo for all € Ny. O

We conclude this introductory section by calculating the Hamiltonian corresponding to a pair potential.

Remark 4.3. For z1,...,z, € X and ¢ € N with
> [ @) dui) < o, (12)
j=1"%

Lemma 4.1 and the definition of x imply

Hm(xh o 7l'm,’(/}) - fi(:L'l,q/}) ’ H(:C27¢ +§:c1) ' H(I’g,w + 5.’161 +6mz) et R(xmﬂ/) +511 + ... +6mm_1)
= H(:El’ 1][)) Tt H(xmaw) H eiv(zi’wj)

1<i<j<m

v(%y)dw(y)) [ v

1<i<j<m

|

@

>

o
VR

|
]

T

Given (4.2), we thus have
_log (Km(xla"'v'xm7w)) :Z/Xv(xj7y)dw(y)+ Z 'U(J:Z,J:])
j=1

1<i<j<m

If (4.2) is violated, then Lemma 4.1 and the definition of x amount to &k, (x1,...,Zm, %) = 0 and therefore

—log (nm(zl, e ,xm,w)) = oo. Proposition A.5 implies that, for p € N with u(X) =m € N and ¢ € N,

1
ﬁ/ _log (H‘m(l‘lr"axﬂ%w)) d/“‘[’(m)(xlavxm)
m. Jxm

= (/X_/Xv(x,y) dy(y) dp(z) "‘%/XQ”(%ZJ) du(2)(x,y)> ']l{/x/xv(x,y) d(y) du(z) < OO}

roo-tf [ [ 0@ avt) duto) = .
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By definition of the Hamiltonian and Remark 2.32, we have, for u,v € N,
H(p, ) = 00 - 1{p(X) = 00} + 00 ]1{ / / v (2, y) dyp(y) dp(z) = OO}

(// (2, 9) At () dpu(z {//‘ xyd¢>m4><w}

5 [ o ) 1{n00 < och
X2
using that [;, v~ (z,y) du® (z,y) < oo if p € Ny (by Lemma A.6) to reorganize the indicator functions. We

conclude that the energy function corresponding to v is

H(n) = H(1.0) = 00 1{u(%) = 00} + 5 | v(o.9)au®(z.9) - 1{uX) < o0},

which also includes

m
H(S8) - X e
j=1 1<i<j<m
for x1,...,x, € X and m € N. The formula in the last display (which might be somewhat more familiar to
readers of Ruelle, 1969) emphasizes that in the context of pair interaction processes only interactions between
pairs of points are relevant and no interactions of higher order, involving multiple points, appear. The definition
of k itself already allows for a similar interpretation. Note that the lecture notes by Jansen (2017) as well as the
text book chapter by Dereudre (2019) also start with energies functions and arrive at Papangelou intensities

when discussing the GNZ equation. O

4.2. TECHNICAL PRELIMINARIES

We now collect some technical lemmata in the context of pair potentials. In principle, the results we present
are rather standard, but Lemmata 4.6 and 4.8 are newly established in arbitrary measurable spaces.

Recall that the limit relations in Theorem 3.12 need to hold only on a suitable sub-collection of the bounded
sets in X. In the pair potential setting such choices are most useful and discussed in Corollaries 4.5 and 5.8. To
cover these results, we provide a more general construction, which is implicitly mentioned in Appendix B of
Jansen (2019).

Lemma 4.4. Let g: X — [0,00] be a measurable map such that g(x) < oo for A-a.e. x € X. There exist sets
Ciy CCyC ... from X, such that |J,o, Co =X and

[ s@axa) <o cen
Cy

Moreover, if Xb(g) is the collection of all sets from X which are contained in one of the Cy, then Xb(g) constitutes

a ring over X which generates X .
Proof. By assumption, )\({x eX:gx)= oo}) = 0. Put, for i,j € N,
C’i’j :Biﬁ{l’GXZg(w) §j}

and Cy = {z € X : g(z) = c0}. Then g is Mintegrable over each of the sets Cp,C; ;, for 4,j € N, and
Co U U;‘),Oj:1 C’i,j = X. Successively uniting these sets gives the required sets C; C Co C .... The fact that Xb(g)
is a ring over X is obvious and clearly J(Xb(g)) C o(&Xp) = X. For any B € X, we have BN Cy € Xb(g) for all
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{eN, so

B=|J)BnCy) e ax). O

(@

12

1

The first of two relevant special cases for us is the following corollary to Lemma 4.4. This construction is

essentially due to Jansen (2019). Recall that Z is the algebra of local events from Definition A.9.

Corollary 4.5. Let ¢ : X — [0, 00] be measurable and assume that, for A-a.e. © € X,

/ e @) — 1] 9(y) dA(y) < oo
X

There exist sets Cy C Cy C ... from X, such that U?’;l Cy =X and

/ exp (/ e v (@) —1|9(y) d/\(y)> d\(z) < 0o, (eN.
Ce X
If X is the collection of all sets from X which are contained in one the Cp, then X is a ring over X with

o(Xy) = X. Moreover, the collection {C x A:C € X, A€ Z} is a w-system that generates X @ N.

The first two parts of the corollary follow immediately from Lemma 4.4 upon choosing

o) =esp [ e < 1[0 axn))

The final part of Corollary 4.5 is an almost literal copy of part (ix) in Lemma A.10. Notice that if
ess sup/ ’e*”(w’y) —1|9(y) dA(y) < oo,
zeX X

we can stick to our original localizing structure and take X} = A}. The essential supremum in the previous
display is with respect to A. If ¥ is constant, the integrability assumption in the lemma reduces to the classical

assumption

/ }e*”(z’y) — 1| dA(y) < o
X

already considered by Ruelle (1963b) in R%. A pair potential with this property is usually referred to as regular
or tempered.

We now prove a very useful expansion for  in (4.1). The result is known in complete separable metric spaces
and generalizes immediately to Borel spaces, but the following is the first proof of the result in an arbitrary

measurable space.

Lemma 4.6. Let v € X and ¢ € Ny. Then

0o k
1 .
I{(SL"Q/J) = l—i_ZH/X]C H (e*’U(ZL’,yJ) _1) d¢(k)(y17"'7yk)'
k=1 j=1

Proof. For 1) = 0 the claim follows immediately from the definition of x in (4.1). Next, consider ¢ € N with
¥(X) = m € N. By part (iv) of Proposition A.2 we have 1) = 0 € N(X¥) for any k > m. Moreover,

k
/ H |e*“(z’yﬂ') — 1| dw(k)(yl, ceYk) < 00,
Xk 501

for all K < m by Lemma A.G. We conclude that the infinite sum in the statement of the lemma is well-defined
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and finite. For z1,...,x,, € X we have
H(LU, Z(S%) — H e~ v(@a;) — Z H (e—v(z,wj) . 1)
j=1 j=1 JClm]j€J
m k
1
g X qTe )
k=1 ji,..., Jr€[m] i=1
= (k)
_1 +Z " / H (e = 1)d(306,) e,
j=1

where the first two equalities follow from Lemma 4.1 and the subsequent Remark 4.7, respectively. Applying

Proposition A.5 twice gives

k(z, ) = / (sc, i (5zJ) dy™ (zy, ..., zm)

1 : —v(z,y:) - (k) (m)
+kz: kl/ H(e e _l)d(zax,) (yla-”vyk) d"/) ('rla---7x7rL)
1 ’

i=1 =1

=1
= — | | —v(z,y;) _ (k)
1+;kl /ij_1 (e ’ 1)d7f’ (y17°'~7yk)' |

Xm

Remark 4.7. In the proof of Lemma 4.6 we have used the following simple observation which is included for

the readers convenience. Let a1, as,... € R. For each n € N we have
j=1 JC[n] ]EJ

recalling that [n] = {1,...,n}, with the standard convention of empty products being set to 1. This follows by

induction as

Il =o =100 = 3 [T~

1] j€J
and, if the formula holds for any fixed n € N, then
n n+1
> Ile- ZH Z M @-0=Tla+ @ D]]a H%
JC[n+1]jeJ n]jeJ n] jeJu{n+1} j=1 Jj=1

Note that the formula can be extended to infinite products in the lines of Exercise 2.10 of Jansen (2017). O

The expansion of the previous lemma cannot be expected to hold for every ¥ € N, but under suitable
assumptions it holds almost surely with respect to the distribution of some point process. In the case of
non-negative v, this observation appears in (A.1) and (A.2) of Jansen (2019), to mention just one recent

appearance of the expansion.

Lemma 4.8. Let n be a point process in X whose factorial moment measures satisfy ou, m,m < (VA)™ for each

m € N and a measurable map ¥ : X — [0, 00) which is subject to

/ ’e—v(w,y) — 1’ I(y) dA(y) < oo
X



4.2. TECHNICAL PRELIMINARIES 91

for A-a.e. x € X. Also assume that, for A-a.e. v € X,

P(/Xv—(x,y)dn(y) < oo) ~1

oo k
1 v
=1 g /X [T (e = 1) av® s, )

k=1 j=1

Then

for A@P7)-a.e. (x,9) € X x N.

Proof. Denote by X; € X the set of all x € X which satisfy the two assumptions in the lemma, and notice
that A(X'\ X;) = 0. For each x € X; we have

oo k
Z /H|7”(% — 1] dn™¢ yl,...,yklzlf H —) 1| dan (Y, - k)

1
1 ( e @) — 1] w(y) dA(y)>k

(/ le™v@¥) — 1] 9(y) d\(y ))

Fix 2 € X;. By the previous observation and the assumptions, there exists a set Ny , € N with P?(N\N; ) =0
such that, for each 1 € Ny ,,

= \

g 1

5“

e o] 1 k
2 n / [Lle@w) —1dp™ (g, ) < 00
k=1 Y& j=1

as well as [, v~ (z,y) dy(y) < oo. Fix ¢ € N1 ;. By Lemma 4.6 and dominated convergence we obtain

hm k(z,¥p,) =14+ hm Z o / H —v(:c,yj) — 1) dw(k)(yl, cey Yk)

e] 1
0 1 k
_ - —v(@,y;) _ (k)
—”;m/mjf_[(e 1) 1) ) (g1, y).

By monotone convergence we have

lim [ vt (z,y)dy(y) = /X vt (x,y) dy(y) € [0, 00

£— 00 B[
as well as

tim [ v @avt) = [ v @) o) € 0.0

£— 00 B

We obtain that

Jim w(z,¥s,) = Jim exp ( /B v(z,y) dw<y>) — exp (— /X (2, ) dui(y )) w(a, b),
4
which concludes the proof. O
The final part of the proof of Lemma 4.8 yields the following corollary.
Corollary 4.9. For z € X and pn € N with [, v~ (2, y) du(y) < oo, one has limy_ k(x, up,) = K(z, [1).

In the context of existence results in Section 4.4 we need the following corollary of Lemma 4.8.
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Corollary 4.10. Let the point process  and the function ¥ be as in Lemma /.8. Let & be a point process such

that & < n almost surely. Then

[e'S) k
_ 1 —o(z,;) (k)
ﬁ(x7¢)—1+ZH/XkH(e Y1) — 1) dp™ (1, ..., yr)
k=1 Jj=1
for A @P%)-a.e. (x,1) € X x N.
Proof. Note that, for each m € N, part (v) of Proposition A.2 implies

agm() =E[™M O] <E["™()] = agm() < @N™().

P [ o @magn =) <p( [ @i =) =0

for A-a.e. € X. Applying Lemma 4.8 to £ completes the proof. O

Moreover, we have

4.3. THE KIRKWOOD—SALSBURG EQUATIONS

We now prove the Kirkwood—Salsburg equations, which every pair interaction Gibbs process satisfies. These
equations are well-known and go back to Mayer (1947), see also Hill (1956) and Ruelle (1969), but again the
known result is extended to arbitrary measurable spaces. The arguments below adapt the proof of the equations

given for non-negative pair potentials by Jansen (2019).

Theorem 4.11. Let n be a Gibbs process in X with PI k from (4.1). Assume that the factorial moment
< (WA)™ for allm € N and a measurable map 9 : X — [0, 00) with

measures satisfy o m

/ ’e—v(w,y) — 1’ I(y) dA(y) < o0
X

for A-a.e. x € X. Also assume that, for A-a.e. v € X,

P(/Xu—(w)dn(y) < oo) = 1.

Then the correlation functions py, = pym (m € N) of n satisfy the Kirkwood-Salsburg equations
o0 1 k
pm-l—l(xamla e axm) = <Z E /k H (e_v(m’yj) - 1) pm-i-k(xla ey Tmy Y1y - - 7yk>) d)‘k(yla cee 7yk:)
k=1 7XF 1

+ pm (21, - ,xm)> . H o V(@)
j=1

for \mToa.e. (x,11,...,2) € X" and each m € Ny, where we put pg = 1.

Notice that the Gibbs processes from the existence result, Theorem 4.13, which we prove in Section 4.4,

satisfy all assumptions of the theorem at hand.

Proof. For m = 0 we have, by Lemmata 2.20 and 4.8, as well as Fubini’s theorem,

p1(z) =E[k(z,n)] =14+E

00 k

1 o(@1s
ZE‘/X" H (e—U(-Layj) _1) d/r](k)(yly,yk)
k=1 j=1



4.4. EXISTENCE RESULTS FOR PAIR INTERACTION PROCESSES 93

[e%S) k
1
_ il —v(z,y;) _ k
_1+Zk!/xkn(e D —1) pr(yrs - ue) AN (Y1, uk)
k=1 7j=1
for A-a.e. x € X. Now, fix m € N. By Lemmata 2.20 and 4.1 we have, for \™la.e. (z,21,...,7,) € X"
m
Pt (T, X1, ) = E|:K/m+1(x7$1, A xm,n)] = KZ(.’E, Z 51.]) -E[nm(xl, e T, 1) /@(3:,77)],
j=1
which, due to Lemma 4.8 (as well as Lemmata 4.1 and 2.20), equals

oo k

1 ,
ZE/W H (e ) — 1) ki (21, .., Ty ) dn(’“)(yl,...,yk)])
k=174 j=1

Applying Fubini’s theorem and the multivariate GNZ equation (Lemma 2.14), the expectation in the previous

display is equal to

=1

k
Jj=

(6—1)(1'7119‘) — 1) ']E|:K/m(l'1; . .’Ifm,7’]+ Zéyb) Rk y17' . ,ykﬂ?)] d)‘k(yla s 7yk>)

[

[e%S) k
§ : 1 —v(z,y;

= E/ H ( ’yj)fl) pm+k(1'1,---,Im,yl,-.-,yk)dAk(yl,---,yk),
k=1 7j=1

which establishes the Kirkwood—Salsburg equation. Notice that the use of Fubini’s theorem and the extension

of Lemma 2.14 to sufficiently integrable functions is justified by observing that

oo 1 k
Y. H/ [Tle @) — 1] k@i, @m,m) dn(’“)(yh---,yk)l
k=1 JEE 5o
oo k
Z /XkH‘e_U ‘L7y3 _1’l€m xl”' » Tms )dn(k)( 7"'7yk7)‘|
k=1
k

3
?T \

W‘)—A

/kH}e v(@ys) | E[Hm+k(m1,...,xm,yl,...,yk,n)}d)\k(yl,...,yk)
— X

<I(xq) ... - Hzp) - exp (/X |efv(w’y) — 1] 9(y) d)\(y))

< 00. O

4.4. EXISTENCE RESULTS FOR PAIR INTERACTION PROCESSES

The major obstacle in applying Theorem 3.12 to prove existence of pair interaction Gibbs processes with infinite
range is to guarantee the validity of the two limit assumptions in that theorem. Some technical calculations
show, however, that these limit relations hold with only minor adaptations of the assumptions made in Theorem

3.12 anyhow. The following lemma is essential. In this whole section, let &;" be as in Corollary 4.5.

Lemma 4.12. Let I be some index set and, for each i € I, let n; be a point processes in X such that

Qpym < (UN)™ for each m € N, where ¥ : X — [0,00) is a fivzed measurable map with

/ ’e—v(w,y) — 1’ I(y) dA(y) < o0
X
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for A-a.e. x € X. Also assume that, for A-a.e. x € X and each i € I,

]P’(/Xv_(x,y)dm(y) < oo> _1

Then, for every B € X,
i sup [ Eln(e,m) k(o (0)a,)| dA(z) = 0.
B

L—o00 e

Proof. By Lemma 4.8 and Corollary 4.10 we have, for A-a.e. x € X, all ¢ € I, and each £ € N,

Rlam) = (e, 1)5) = 3 = [T — 1) an®™ ... )

almost surely, so

IN
(]
=)=
@

!
5
&

I
=
(oW
Q
3
=
—~
<
=
<
>
~

E|m(l’, i) — K (x, (1) B,)

Fix B € &}. Since

/B 3 - /X k ﬁ (Je=" @) — 1 9(y;)) ANy, ..., ) dA(2) < /B exp ( /X o=@ 1] 9(y) d)\(y)) dA(z)

k=1 j=1

< 00,

dominated convergence yields

lim sup Sup/ Elr(z,m:) — sz, (0:) B, )| dA(2)
B

l—o0 i€l

0o k
1
im s il —v(z,y;) _ . k
< hmsup/B E o /Xk'\Bk I | (|e 1 9(y;)) AN (y1, - . -, ye) dA(2)

o0 k=1 ¢ j=1

=0. O

We are now able to provide a first general existence result in the pair potential setting, which serves as a
foundation for all other results in this context. The proof consists of checking that the stated assumptions

suffice to invoke Theorem 3.12.

Theorem 4.13. Let (X, X) be a substandard Borel space with localizing structure By C By C ... and let
A be a locally finite measure on X. Let v : X X X — (—o00,00] be measurable and symmetric such that
inf, yex v(x,y) > =1 for a constant I > 0. Let k be given by (4.1) and assume that Zp, (0) < oo for each n € N.
Suppose that

1 = 1 / ( ) k-
sup exp | — v(xg, x;) | AN (@, s xk) < Hxg) - K@)
M 20, @) 2 Gt Sy P 2 '
for X-a.e. (x1,...,2m) € X™, each m € N, and some measurable, locally -integrable map 9 : X — [0, 00)

which is such that, for A-a.e. x € X,

[l —1]o)dr) <00 aswellas [ v (.9)9ly) dAly) < o,
X X
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Then there exists a Gibbs process in X with pair potential v and reference measure \.

Proof. First notice that, since v is bounded from below by —[, we have

i 1) < exp (1 (X))

for all z € X and p € N. For each n € N, the assumption Zg_ (0) < oo ensures that a finite Gibbs process &,

with PI x(Br:0) exists. Recall from Remark 3.15 that their correlation functions are given by

1 1
m(T1, .. Ty) = ke (21, 0) AN ™ (g, ..
P, ( 1 ) ZBn(O)k_Z,m(km)!/BfL"" k( 1 k ) ( +1 k)
S i ! / exp(— Z v(z; m)) AN (g, )
Z5,(0) = (k—m)! Jgr-m i ’ ’
for A™-a.e. (21,...,2m) € By and all m,n € N. Since p¢, .» =0 on X \ B)', we have

sugpgmm(ml, ces @) < W) - H ()
ne

for X™-a.e. (21,...,2m) € X™ and each m € N. We obtain from (2.3) that

. 1 Haxy) ... - Hx
Sup Je, Bm(Z1, ..., Tm) < — SuUp P, m(T1, ... Tm) < (1) ' (@)
neN M. neN m:
for AX™-a.e. (z1,...,%m) € X™, each m € N, and every B € &X,. The bound on the correlation functions

immediately gives ag, m < (9A)™, for each n € N, and by assumption we have

up E[ [ @) d&(y)] = sup [ o (o) dag, () < [ 0 () 00) N < o0

neN neN X

for A-a.e. x € X, which yields, for each such = and every n € N,

P(/Xv—(x,y) dén(y) < oo) _1

Invoking Lemma 4.12 gives

lim sup/BE|/£(x,§n) — k(z, (&0)B,) ’ dA\(z) =0

£—00 peN

for each B € &;. It remains to prove that any of the limit processes 1 we obtain by applying Theorem 3.10 to
(&n)nen also satisfies such a limit relation. To this end, notice first that by proceeding exactly as in the first
part of the proof of Lemma 3.8, we get a; . < (UX)™ for each m € N. Observe that, for M-a.e. v € X,

5| [ @nanm] = [ wadanm < [ imae <

X

so, for each such z, we have P( [ v™(z,y)dn(y) < c0) = 1. Lemma 4.12 gives

lim [ E|s(z,n) — k(z,ns,)|dA(z) =0
B

{— 00

for each B € A}'. The claim follows from Theorem 3.12. O

Before we start to consider explicit examples, we discuss a special case of Theorem 4.13, namely the setting

of non-negative pair potentials. Such potentials are often called repulsive. The following corollary is a very
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slight generalization of Theorem B.1 of Jansen (2019) in terms of the admissible state space.

Corollary 4.14. Let (X, X) be a substandard Borel space with localizing structure By C Bs C ... and let X be
a locally finite measure on X. Let v: X x X — [0, 00| be measurable and symmetric. Assume that, for A-a.e.

z eX,

/ (1- e_”(”’)) dA(y) < oo.
X
Then there exists a Gibbs process in X with pair potential v and reference measure .

Proof. Since v is non-negative, we have v~ = 0 and, for all x € X and p € N,

K(x, p) = exp ( - /Xv(x,y) du(y)) <1l

With this bound we obtain Zp_ (0) < e*Bn) < oo, for each n € N. Moreover, we have

ZB:(O) i (k —1m)! /B,:Lm P ( > v(xuxj)) AN (@ g1, )

k=m 1<i<j<k
= : i : / exp (— Z v(x;, )) AN (g, )
Zp,(0) = (k—m)! Jge-m Tk J
1 3 1 k—m
- Zp. (0) (k—m)! /B,fi"” Fk—m (Tmt1, -, T, 0) dA (Tyt1s-- s Tk)

1 oo
= 14+ / nk(xl,...,xk,())d)\k(xl,...,xk)
Zp,(0) < ,; BE

=1

uniformly in n € N for all x4, ...,x,, € X and m € N. Choosing 9 = 1, Theorem 4.13 yields the claim. O

4.5. EXAMPLES

We conclude this chapter on pair interaction processes by discussing a number of examples. As we mentioned at
the beginning of this chapter, the existence result for pair interaction processes, Theorem 4.13, despite allowing
for more general state spaces, does not lend itself immediately to proving existence of new classes of processes,
but rather serves as an overlying structure for previous results. For instance, it includes the general result on
non-negative pair interactions by Jansen (2019) as Corollary 4.14 shows. The generality in the state space
allows to include marked Gibbs processes as well, for instance Example 2 of Reelly and Zass (2020) and the
Gibbsian diffusion processes of Zass (2022). Another setting, which we introduce below, allows for negative
parts in the potential, but requires lower regularity and superstability, cf. Ruelle (1970). This classical setting
is also included in our abstraction.

The first example we consider are hard core processes in metric spaces. In fact we have already introduced
them as hard spheres in Example 3.21 and their existence is guaranteed by Corollary 3.20 due to the finite

range. Still, reconsidering this example under the guise of a pair interaction is illuminating.

Example 4.15 (Hard core process). Let X be a (Borel subset of a) complete separable metric space, whose

metric is denoted by d, and let A be a locally finite measure on X. Define v : X x X — [0, c0] as

v(z,y) =00 - It{d(x,y) < R}
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for some fixed R > 0. Then
/ (1— @) dA(y) = / 1{d(z,y) < R} d\(y) = A(B(x, R)) < 0o
X X

for all x € X, so Corollary 4.14 provides the existence of a corresponding Gibbs process. O

For the remainder of this section, we consider the state space X = R?, for d € N, endowed with the Lebesgue
measure £%. We denote by | - | the Euclidean norm.
As opposed to the hard core processes in the previous example, the following soft core process has an infinite

interaction range.

Example 4.16 (Very soft core process). Consider the pair potential v : R x R — [0, cc] given by

C

a2
’U(m,y):—log(l—exp(—w)>7 anZIERda

where ¢ > 0. In this case, we have

/Rd (1—ev@¥))dLi(y) = /Rd exp (— |:E—Cy|2> dci(y) = /Rd exp (— |yc2> dLi(y) = y/(c-m)d < 00

for all z € R?, so Corollary 4.14 provides the existence of a corresponding Gibbs process whose reference

measure can be any multiple of £¢. O

We consider one further example of a non-negative pair interaction, namely the Gaussian core potential due
to Stillinger (1976).

Example 4.17 (Gaussian core model). The Gaussian core pair potential is given as

a2
’U(xvy):a'exp(_lzy)7 l‘nyRdv
C

where a,c > 0. Using that 1 —e™" < r for all r € R, we get, for any = € R?,

[ a=eremaciy) < [ wwnact)=a [ ew (- L) act) o flemi <,

R

so Corollary 4.14 yields the existence of a Gibbs process with pair potential v and any multiple of £¢ as a

reference measure. O

Figure 4.1.: Realizations of a very soft core process with parameter ¢ = 0.01 (left) and a Gaussian core process
with parameters ¢ = 1 and ¢ = 0.01 (right). Both realizations correspond to processes with
reference measure 100 - £2 restricted to [0, 1.5] x [0, 1].



98 CHAPTER 4. THE ESSENTIALS OF PAIR INTERACTION PROCESSES

While Corollary 4.14, in providing a handle for non-negative pair potentials, is a good starting point for
dealing with pair interactions, it does not include important cases like the Lennard-Jones or Morse potential.
However, we have not yet used the full power of Theorem 4.13. In the following we show that it also includes

the diffusion processes of Zass (2022) as well as the existence result discussed by Ruelle (1970).

Example 4.18 (Gibbsian diffusion processes). Let (B, ||-||z) be a Banach space endowed with a finite

measure (). Consider a measurable and symmetric function v : (R% x B)? — (—oc, 00| such that

Z v(@i, by, xj,b;) > —s-m (4.3)
1<i<j<m
for all z1,...,%Zm € R% and by,...,b,, € B, each m € N, and some constant s > 0. This corresponds to the

stability assumption which is discussed below. Moreover, assume that, for each z, 2’ € R and b,b’ € B,
v(z,b,2’, b)) =0
whenever |z — 2’| > R+ ||b||p + ||V'||B, where R > 0 is fixed. Finally, assume a local stability bound in that

sup  k(z,b,p) < I(b)
HENf(RYXB)

for (£ ® Q)-a.e. (x,b) € R? x B, with s as in (4.1), and where 9 : B — [0, 00) is measurable and satisfies
[ i) 006 dQe) < <. (4.0

Note that these assumptions are weaker than Assumptions 1 and 2 of Zass (2022) if his self interaction term is
put to 0 (including a non-zero self interaction is possible in our setting as well but requires a few adaptations).
In the given setting, a Gibbs process in R x B with pair interaction v exists by Theorem 4.13. Indeed, the
stability assumption (4.3) implies that v is bounded from below by —2 - s and it also implies that the required
partition functions are finite, a calculation carried out in the proof of Corollary 4.22 below. The local stability
property of k yields the bound on the correlation function according to Remark 3.15. Moreover, the range

assumption, the fact that v is bounded from below, and (4.4) imply

/ |efv(m,b,m’,b') _ 1| 19(1)/) d(ﬁd ® Q)(Jfl, b/)

R4 xB
<o) [ flo- o) < R4 pla + e} 00) (LT 0 Q1)
= (1+¢*)-£(B(0,1)) /}B (B+ [Iblls + 1¥']l)* 9(') dQ()
< 00

as well as
/ o (b, B () A(L © Q)(', b)) < 25 - £4(B(0, 1)) / (R + [blls + [/]}) 0() dQ(V') < oo
R xB B

for all z € R? and b € B. This shows that all assumptions of Theorem 4.13 are satisfied.

In one special case of the given setting, B is the space of all continuous functions f : [0,1] — R? with £(0) = 0.
Each point (z, f) of the resulting Gibbs processes in R? x B is then interpreted as a diffusion starting in = with
trajectory = 4+ f(-). The examples given in Section 2 of Zass (2022) are included in this setting. @

Turning to the classical setting of Ruelle (1970) we assume, with a slight ambiguity in notation, that
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v:R?Y — (—00,00] is a measurable function with v(z) = v(—x) for all z € R%, and we define
v:RIxRY — (—o0,00], w(z,y) =v(y — ).

Definition 4.19 (Superstability and lower regularity).

e The map v is called superstable if v = v* + v**, where v* : R? — (—o00, o] is a measurable function with
v*(x) = v*(—z) (for all z € RY) which is stable, that is,

Z vi(r; —x) > —s-m

1<i<j<m

for all x1,...,2,, € R% each m € N, and a constant s > 0, and where v** : R? — [0, c0) is continuous
with v**(0) > 0.

o The map v is called lower regular if there exists a decreasing function ¢ : [0,00) — [0, 00) with

/ rd=1 o(r)dr < oo
0

such that v(x) > —¢(|z|) for all x € R4,
Notice that a bit more general definitions of these properties are given in Section 1 of Ruelle (1970).

Remark 4.20. The stability assumption on pair potentials is one of the most basic assumptions in the context
of Gibbs processes. In fact, the assumption can be regarded as necessary to discuss such processes. Indeed,
in Section 2.5 we established that finite Gibbs processes only exist if the partition functions are finite. In
Proposition 3.2.2 of Ruelle (1969) it is proven that for real-valued and upper semicontinuous v, stability is
equivalent to the partition functions being finite and hence equivalent to the existence of finite Gibbs processes.

The lower stability condition yields

inf > inf ( — =— > —p(0
inf o(2) > inf (- e(lz]) sup 9(le) = —¢(0)
with ¢(0) > 0. Hence, v is bounded from below. This also follows if v is stable, as v(z) = v(z — 0) > —2s.
In his Proposition 2.6, Ruelle (1970) shows that superstability and lower regularity of v ensure the classical
Ruelle bound (Definition 3.7) on the correlation function. This fact is used in the upcoming Corollary 4.22 to
cover the bound in Theorem 4.13. O

The following Proposition gives straightforward sufficient conditions for a pair potential to be both superstable
and lower regular. These assumptions are the result of several refinements throughout the 1960s and prove
quite handy in working with the given properties. The result is stated as Proposition 1.4 by Ruelle (1970),
referring to Proposition 3.2.8 of Ruelle (1969) for a proof. Ruelle (1969), in turn, gives credit to Dobrushin
(1964) and Fisher and Ruelle (1966). Several other references should also be mentioned. Related assumptions
on pair potentials were already considered by Ruelle (1963b) and Fisher (1964), paving the way for further
considerations. Dobrushin (1969) also works with similar assumptions, for instance in his Equation (4.1),
but focusing on a hard core (instead of a bound by a function ¢; as below) due to the applications that are
considered. The papers by Dobrushin (1964) and Dobrushin and Minlos (1967) collect various reasonable
assumptions on pair potentials, virtually including superstability and lower regularity (though it appears these
designations were only coined by Ruelle a bit later), particularly in relation to the existence of infinite volume
Gibbs distributions.

Proposition 4.21. Let v : R? — (—o00,00] be measurable with v(z) = v(—x) for all * € RY. Assume that

inf epa v(z) > =1 for a constant | > 0 and that there exist 0 < r1 < ro < 00 as well as decreasing functions
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@1 :[0,71] = [0,00] and @3 : [ra,00) — [0, 00) with

/ 4t (r)dr =00 and / r)dr < co
0

such that v(x) > p1(|z]) for |z| < ri1 as well as |v(x)| < w2(|z|) for |z| > re. Then v is superstable and lower

regular.
The following result is a modern point process theoretic version of Theorem 5.5 of Ruelle (1970).

Corollary 4.22. Let v:R? — (—00, 00| be a measurable function with v(x) = v(—x) for all z € R%. Moreover,

suppose that v is superstable and lower reqular, and satisfies

/ |e*”(y) —1| dLi(y) < oc.
R4

Then there exists a Gibbs process with pair interaction v and reference measure X = v - L for any v > 0.

Proof. As detailed in Remark 4.20, the lower regularity of v implies that v is bounded from below. Since v is

superstable, hence stable, there exists a constant s > 0 such that

nm(xl,...,a:m,O):eXp(— ) v(xj—xi))gexp(s-m)

1<i<j<m
for all z1,...,zm € R and each m € N. Therefore, we have, for each n € N,
Zp,(0) <1+ T em. £, = exp( s LB )) < 0,
m=1 ’

where we choose the localizing structure B,, = B(0,n). By Proposition 2.6 of Ruelle (1970), superstability and

lower regularity of v imply

0 k—m
sup Z l:l /B" _exp (— Z v(x; — xz)) ALY (21, 2p) < O™

VA
neN 4B, 1<i<j<k

for (LN ™-a.e. (z1,...,2Zm) € (RY)™, each m € N, and a constant 9 > 1. We also have, for any z € R?,

/ ’e_v(y_x) . 1’ dﬁd(y) _ / |e—v(y) _ 1’ dﬁd(y) < 00
R Re

as well as (due to the lower regularity and using hyperspherical coordinates)

271_d/2

[ wmact = [ o) s [ e acts) = T [T ot ar <o

where I' is the gamma function. Theorem 4.13 yields the claim. O

We conclude our list of examples by discussing the Lennard-Jones potential (named after Jones, 1924a,b) as
well as the Morse potential (due to Morse, 1929). We discuss them in full detail with regard to the properties
of pair potentials introduces above. In the literature, the author could only find rigorous considerations on the

Morse potential in dimension three. Below, arbitrary dimensions are included.
Example 4.23 (Lennard-Jones interaction). Fix d € N with d < 5. Define

a b
'U(QT)ZW—W7 xERd\{O},
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where a > 0 and b € R, with the interesting case being b > 0. We put v(0) = oo. A somewhat tedious

calculation, which is completely detailed at the end of this example, gives (for any value of b € R)
/ |e*”(f”) —1| dL(z) < .
Rd

For b < 0 we have v(-) > 0 and the existence of a Gibbs process with pair interaction v and reference measure
v - L%, for v > 0, is guaranteed by Corollary 4.14. If b > 0, simple calculus gives inf,cge v(7) = —%. Moreover,
the two following choices can be made.

e Let r1 = {/5 and ¢ : [0,71] — [0,00] with ¢1(r) = 5%, putting ;(0) = co. For z € R? with
0 < |z| <7 we have

1 6 1 a a
) = (b bl) 2 o (o= gp) = e = e,

and the function ¢ is clearly decreasing and satisfies

71 T1
/ o (r)dr = %/ rd= B dr = oo,
0 0

where we use that d < 12.

o Fix any ro > r; and let ¢y @ [r2,00) — [0,00) be given as wa(r) = % + %. For z € R? we have
|v(z)| < @2(]z|) and the function @, is decreasing and satisfies

/ 4t o (r) dr = / (ar®™"3 +br?~T) dr < oo,

T2 T2

using that d < 5.

Proposition 4.21 implies that v is superstable and lower regular, so Corollary 4.22 guarantees the existence of a
Gibbs process with pair interaction v and reference measure + - £%.
For completeness, we give a full account of the integrability assumption on v (with arbitrary b). A simple

transformation with hyperspherical coordinates in R? gives

—v(x d _ a b d
/Rd‘e ()_1’d£ (x)—/Rd eXp(_x|12+|:cG>_1’dE (z)

omd/2 oo L a b
:F(g)/o r exp(—ru—i—r(s)—l
27Td/2

= — Oosflfd exp (— as'? 4+ bs%) — 1] ds.

dr

For s > {/|b| / a we have

00 0 6/ d
/ s~ ’exp(—asm—&—bsﬁ) —1‘ds§/ sT17dds = M < 0.
§/lol/a §/lol/a d

Qo

< s% and hence —as'? + bs® < 0. Therefore,

We also have

1 1 12 6\k
e 1 (a5 4 bl %)
/Os1d’exp(—a512+656)—1|d5§/05 1dk521?d5

1 o k 6k
Cimaxe (@ b))t - s
S/o s g Tds
k=1
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oo

+|b| 1
-3 o

< exp (a + |b|) < 00,

,_.

using once more that d < 5. If %l < 1 this already gives the finiteness of the integral in consideration. If % > 1,
we also confirm this claim, since

g1 ’ exp ( —as'? + bsﬁ) — 1‘ ds < o0
1

is trivially true. O
Example 4.24 (Morse interaction). Let d € N be arbitrary. We consider the pair potential
v(x)=b- (6_2“”2‘_1%) — 2e_‘1(‘””|_R))7 z € RY
where a,b, R > 0 are parameters with the additional assumption that
aR i1

R >4 (4.5)

This condition already appeared in Ruelle (1963a), where only the case d = 3 is considered. Simple calculus

yields inf,cpa v(z) = —b and, using hyperspherical coordinates, we obtain
271_d/2
/ le™@) — 1] dct(w . / r= ! exp (2b- e ) —p .72 ) | dr. (4.6)
Rd F(i) 0

Note that 2e~*("—1) — ¢=2a(r=R) > ( if and only if, r > R — @. We thus put 7* = max {O,R — @} and
split the integral on the right hand side of (4.6) into an integral over [0, r*], which is trivially finite, and into

o] [ee] oo k

/* pd—1 (eXp (2b Lema(r=R) _ . e—2a(r—R)> _ 1) dr — / ra-1 Z% (2€—a(r—R) o e—2a(r—R))kdr
r T k=1

b d—1 —a(r—R)\k

] /T r (2e ) dr

2b - aR\k o]
( e’ / pd—1 g—akr 3.
0

INA
M8
w‘@

b
Il
—_

k!

>
I

1

By an iterative application of integration by parts, we further calculate the right hand side as

i (2b-e*)k (d—1)! _ d-1)! i (2b-e*F)k (4 —1)!

= . 2 - e2F
— (ak)d — ad = k! ad exp (26 - "),

hence the integral on the left hand side of (4.6) is finite. Next, observe that, for all z € R?,
v(z) > —2b - e"olel=F),

Upon defining the decreasing function ¢(r) = 2b-e~*"=%) for r > 0, we have v(z) > —p(|z|) for all z € RY,
and  satisfies

e i d—1)!
/ rd=1 o(r) dr:2b-e“R/ rd=te " dr = 2b - e?F . ( v ) < 00.
0 0 a

Therefore, v is lower regular. To show that Corollary 4.22 can be applied with the Morse potential, it remains
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to prove that v is superstable. Observe that if there existed a function ¢, as in Proposition 4.21, then

o / (rar = L&) / (1al) dci(e) < L&) [ wact)
) $1 od/2 B(Oﬂ"l)(pl = ord/2 B(0.r)

which is clearly a contradiction, as v € Ll(Rd, Ed). Consequently, we cannot rely on Proposition 4.21 to prove
superstability, but will resort to the definition of the term. Assumption (4.5) on the parameters of the model
ensures that
eaR
e=—F7—1>0.
4

d+1
2

For x € R? we define v**(x) = 2be - e~ *(21=1) a5 well as
v*(z) = v(z) — v (x) = b 2R e 2alzl _ 2b(1 +¢) - e?® . e—alzl

Then clearly v = v* + v**, where v** maps R¢ continuously to [0, 00) with v**(0) = 2be - ¥ > 0 and where
v* : RY — R is measurable and satisfies v*(z) = v*(—z) for all z € R?. It remains to establish that v* is stable.
As v* € LY (R4, £?), the Fourier transform of v* is well-defined, so we consider (sticking to Definition 3.8.1 of

Bogachev, 2007a)

5 1 —i({y,x)  *
v*(y) = W/Rde we) p*(2) dL(w),

where i denotes the imaginary unit and (-, -) is the usual inner product in R%. With the transformation formula

we get

Ok i
vy) = (;i)BW / eIyt (9mz) AL (w)

— (27T)d/2 . b- eaR (eaR/ 6727ri<y,z) e727r-2a|m| d/id(x) _ 2(1 + E)/
Rd

Rd

6727ri<y,x) e727r-a\:c| dﬁd($)> )

The integrals on the right hand side are (roughly) Fourier transforms of Abel kernels and thus can be written

explicitly in terms of Poisson kernels. To be precise, Theorem 1.14 of Stein and Weiss (1971) yields

~ (et 2a N a
v*(y) = (27r)d/2-b-e“R et dil) 7 — 2(1+¢) dil) T
= (da® +[yl?) = = (a2 [yl?)
(4t aR 1
— oab . 24/26aR (%) © _ te _
VI (a2 + ) (a2 + [y T

Hence, we have v* € LY (R?, £4). Since v* is continuous, Corollary 3.8.12 of Bogachev (2007a) allows us to

invert the Fourier transform, in the sense that, for 2 € RY,

v (@) = —(gﬁl)d/z /R e v (y) AL (y).

4a2+r2 o
az+r2 T

4, which gives, for any y € R%,

Moreover, a simple calculation shows that max,>q

d+1
4a2—|—|y\2 N d+1 R
1+¢e) | ———Z% <(1+¢)-47=2 =¢e°
(1+e) (<12+|y|2 <(+e)

or, equivalently,
1 +e eaR
d+1 <

@+ Y= T (a2 +JyP) T

We conclude that ﬁ(y) > 0 for all y € R%. Combining our observations, it follows that, for z1,...,z,, € R?
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and m € N,
m m 1 mo 2
> = 3 g [, e WAL = g [ 3o F ot
jok=1 k= U
where | - | is the complex modulus. By symmetry of v* we end up with
Z v(wk—xj):2<.2v(xk—xj)—v(0)-m>>— 5 M
1<j<k<m J,k=1

and, since v*(0) = b-e™® . (e* —2(14¢)) =b-e**F. (1 -2 4_7) > be ™ e " > 0, the function v* is stable

and hence v is superstable. O



CHAPTER D

UNIQUENESS RESULTS FOR REPULSIVE AND SUBCRITICAL PAIR

INTERACTION PROCESSES

In this final chapter of the thesis we come back to the question of uniqueness of Gibbs measures. In contrast
to the general setting in Section 3.3, we now focus on repulsive pair interaction processes as a special case of
the discussion in Chapter 4. The main question is if this specific setting allows for precise and interpretable
conditions as to when the distribution of the pair interaction process is unique.

Recall from Section 3.3 that the uniqueness results we obtained with the disagreement coupling are linked
to some notion of connectedness in terms of a binary relation on the state space. If we had a pair potential
with finite range R > 0, we might associate with each point in the pair interaction process a ball of radius R/2
and observe that two points can only interact if the corresponding balls intersect. Similar to the discussion of
particle processes in Corollary 3.41, this interpretation brings into play the Boolean model. More precisely, we
might infer that as soon as the Boolean model whose grains are balls of radius R/2 does not percolate, the
pair interaction process is unique in distribution. This is the result derived by Hofer-Temmel and Houdebert
(2019). However, it is apparent that this construction wastes a lot of information. In fact, the only information
which is used is whether two points interact or not, without any regard to the extent of the interaction. It is
reasonable to ask if the Boolean model can be replaced by another random graph which takes into account
the full information contained in the pair potential. The natural candidate for such a model is the random
connection model, a random graph whose vertices are the points of a point process, with two points x,y being
connected with probability ¢(z,y) independently for all pairs of points. The merit of this model is that the
connection function ¢, which determines the connection probabilities, allows for almost arbitrary choices. So
the question is whether we can find a suitable connection function, in dependence of the given pair potential,
such that absence of percolation in the corresponding random connection model implies uniqueness of the
Gibbs measure.

Indeed, this question is answered positively and the accompanying result reads as follows. If the random
connection model with connection function ¢ = 1 —e™" based on a Poisson process does not percolate, then the
pair interaction process with pair potential v is unique in distribution. The proof of this result, however, is not
as straightforward as the above discussion might indicate. The first major difficulty arises from the observation
that the random connection model cannot simply be written as a Poisson process in some state space which is
endowed with a deterministic binary relation. Even though the random connection model can be interpreted as
a Poisson process in a rich product space, the precise construction of the edges depends on the configuration
(meaning the locations of the Poisson points) which is not allowed in the setting of Section 3.3. As a remedy,
we consider an approximation of the random connection model in a suitable extension of our initial state space
and apply the disagreement coupling in the enlarged space. Proceeding in such a way, however, comes with
another difficulty. Namely, once we work in a larger space, all results with regard to uniqueness of the Gibbs
measures refer to Gibbs processes in the larger space and one has to find a way to go back to pair interaction
processes in the initial state space. In order to achieve this goal, we introduce a new projection property which
allows to recover the pair interaction process in the original space as a projection of another Gibbs process in
the larger space. One technical difficulty we carry with us throughout all proofs is a common problem, namely

that most arguments are comparably intuitive for pair potentials with finite range, but require a bit of technical
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sophistication to extend to infinite interaction ranges.

The structure of this chapter is as follows. We first introduce, in Section 5.1, the random connection model
and recall basic facts about its behavior in the context of percolation. We devote the short Section 5.2 to the
extension of the state space, thus fixing notation which is required throughout the chapter. In Section 5.3 we
discuss the approximation of the random connection model as mentioned above. We continue, in Section 5.4,
by a discussion of the projection property to go from the extended space back to the initial state space. In
Section 5.5 we give a formal statement of the main result and provide a rigorous proof based on the technical
preliminaries discussed in the preceding sections. Once the result is established, the question arises if, and by
how much, it improves previous results. We therefore simulate, in Section 5.6, so-called critical intensities of the
random connection model, derive thresholds for the uniqueness of Gibbs measures, and compare those results
to earlier studies.

While almost everything we do in this chapter works in any Borel space, it is essential to use the fact that a
Gibbs process with non-negative pair potential is dominated by a suitable Poisson process, a feature established
in Section 3.3.1. To use this property, we have to restrict to complete separable metric spaces and, in order to
be consistent with the setting and avoid confusion, we fix such a state space throughout this chapter. More
specifically, let (X, d) be a complete separable metric space, denote its Borel o-field by X and the collection of
d-bounded Borel sets by X;. Furthermore, let A be a locally finite measure on X. As a localizing structure we
choose B;,, = B(zg,n) for n € N and some fixed origin z¢ € X. Denote by v : X x X — [0, 00] a non-negative
pair potential, that is, a measurable and symmetric function. Recall from Equation (4.1) in Section 4.1 that

the Papangelou intensity corresponding to v is

o) =eww (= [ vt an)

for z € X and p € N(X). We use the given state space, pair potential, and & throughout the chapter without
further reference to their definition. Also recall, from Corollary 4.14, that a Gibbs process with pair interaction

v is guaranteed to exist if, for A-a.e. x € X

/ (1—e =YY dA(y) < oo
X

Notice that, as we encounter point processes in different spaces, we always make precise the underlying space in

our notation N(X), as opposed to previous chapters, where there was virtually no possibility of confusion.

5.1. THE RANDOM CONNECTION MODEL AND CONTINUUM PERCOLATION

In this section we collect basic definitions and facts on the random connection model. With regard to notation,
we roughly follow Nestmann (2019) and Last et al. (2021).

Suppose that ¢ : X x X — [0,1] is a measurable and symmetric function and let ® = Zgﬁ? dx, be a point
process in X. Let U, j, i,j € N, be independent random variables, uniformly distributed on the unit interval
[0,1], such that the double sequence (U; ;); jen is independent of ®. Let < be a strict total order on X with
{(z,y) € X?: 2 <y} € X®2 Define

X = {e e N(X) : e(X) = 2},

which is a Borel space when endowed with the restriction of N'(X) onto X2 (by Theorem 1.5 of Kallenberg,
2017, and the fact that measurable subsets of a Borel space are Borel spaces themselves). We interpret X2 as

the space of all sets e C X containing exactly two elements. In a formal understanding, the random connection
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model (RCM) based on ® with connection function ¢ is a point process I' in X2 defined by

2(X)
=" 1{X; < X;, Ui; < o(Xi, X))} - 0(x,.x,3- (5.1)
ij=1
We interpret I' as a random graph with vertex set ®, where two vertices X; and X; of ® are connected with
probability ¢(X;, X;), independently for all pairs of vertices. The order on the space X is used to determine
which of the uniform random variables is formally used to simulate a connection between a given pair of points.
While the definition of I' depends on the specific ordering, its distribution does not.

For p € N(X) we write € p if x € supp(u). We say that x,y € ® are connected via I, writing x N Y,
if either x = y or there exist n € N and eq,...,e, € I" such that x € e;, y € ¢, and ¢; Ne;41 # D for
1e{l,...,n—1}.

We frequently augment the vertex set of the RCM with additional points. Formally, if x4, ..., 2, € X, for

m € N, we denote by I'*1>-+*m the RCM with connection function ¢ based on the point process
QU = D 4 Gy At Oy

The cluster of a point z € X in the RCM I'? is the point process C, in X given by
Cz:/]l{xe -}]l{z&x}d‘l’«x). (5.2)
X

It charges z as well as all points from ® which are connected to z via I'*. The proof of the fact that C, is a point
process is similar to the proof of Lemma 3.26 using the definition of I' in (5.1) and the notion of connectedness
via T
Once we specify to ® being a Poisson process with intensity measure A, we say that the RCM is subcritical if,
for d-a.e. r € X,
P(Cy(X) < 00) = 1.

Intuitively, this simply means that the connected components of the random graph are finite. As A completely
determines the Poisson process, the RCM is determined by A and ¢, hence we also say that the pair (¢, \) is

subcritical. If ¢ =1 — e™" for a pair potential v, then we say that the pair (v, A) is subcritical.

Remark 5.1. Observe that if the RCM is subcritical, then each point can only be directly connected to finitely
many points. Given a point z € X, the points of ® which are directly connected to  in I'* are an independent

thinning of ® with thinning probability
y = p(y) = o(z,y).

For the formal definition of such a thinning, see Definition 5.7 of Last and Penrose (2017). We denote this
thinning by ®,. By Corollary 5.9 and Proposition 5.5 of Last and Penrose (2017), ®,, is a Poisson process with

intensity measure

/ 1{y €} ply) dA(y) = / 1{y € -} ol y) dA@w).
X X

In particular, ®,(X) is a Poisson random variable with parameter

/M%wﬁw)
X

The fact that the RCM is subcritical implies ®,(X) < co almost surely, so the integral in the previous display,
being the parameter of the Poisson random variable ®,(X), has the be finite as well.

To summarize this observation in the case where ¢ = 1 —e™?, for a pair potential v, note that if (v, \) is
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subcritical then, for A-a.e. x € X
/ (1- e_”(”’)) dA(y) < oo.
X
This is the condition that ensures existence of a corresponding pair interaction process in Corollary 4.14. O

From what we have done in this thesis so far, not to mention the innumerable applications in the literature,
the value of Mecke’s formula and, more generally, the GNZ equations became obvious. In the context of the
random connection model it is most useful that a version of Mecke’s formula for the RCM exists. We recall the
following special case from Equation (4.1) of Last et al. (2021) (cf. Theorem 3.3.3 of Nestmann, 2019, for a
proof).

Proposition 5.2 (Mecke’s formula for the RCM). Let ® be a Poisson process with intensity measure
A and consider the RCM based on ® with connection function ¢. Then, for any x € X and all measurable
functions f: X x N(XP) = [0, o0l

E[/Xf(y’w)d‘l)(y)] =E[/Xf(y7F“’y)dA(y)]~

In the following subsection we briefly summarize the relevant existing knowledge with regard to subcriticality

of the random connection model.

5.1.1. ABSENCE OF PERCOLATION IN THE RCM

From a percolation perspective it is helpful to consider for each v > 0 a RCM with connection function ¢ based
on a Poisson process with intensity measure y\. Then ~ can be interpreted as an intensity or activity. Define a
critical intensity by

Ye =sup {v > 0: (¢,7A) is subcritical }. (5.3)

The following result ensures that (¢, yA) is subcritical for each v < ~..

Proposition 5.3. Fiz z € X. In dependence of v > 0, let Cy ., be the cluster of x in the RCM with connection
function ¢ based on a Poisson process ® with intensity measure yA. Then the probability IF’(CI,A,(X) < oo) 18

decreasing in 7.

The proof of Proposition 5.3 is a simple coupling, where a Poisson process with smaller intensity is embedded
into one with larger intensity while the uniform random variables used to determine the connections are
managed such that any edge in the smaller RCM appears in the larger RCM as well. This coupling is identical
to the one which is used in the proof of Proposition 2 of Penrose (1991).

Almost all results in the literature concerning percolation in the RCM consider the stationary case. Hence,
for the remainder of this subsection, let X = R? with d > 2, A = £%, and consider

o(z,y) = p(y — )

for x,y € R%, where ¢ : RY — [0, 1] is a measurable function with p(—z) = ¢(z) for all z € R?. The following
result follows from Theorem 1 of Penrose (1991) (see also Theorem 6.1 of Meester and Roy, 1996) and shows

that, in the given setting, the critical intensity is non-trivial.
Proposition 5.4. If0 < [, ¢(z) dL%(x) < 0o, then 0 < 7, < co.

While we demonstrate in Section 5.6 that critical intensities of the RCM can be simulated with reasonable
precision, it is rather difficult to formally obtain explicit numerical bounds on this quantity. One crude lower

bound is the so-called branching lower bound already considered by Penrose (1991), which is implicit in the
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proof of the above proposition. Indeed, Equation (6.2) of Penrose (1991) shows that, under the assumption of

Yo > </Rdcp(x) dﬁd(x))_l.

In the following subsection this branching bound is generalized and discussed. The simulations in Section 5.6

Proposition 5.4,

show that the branching bound strongly underestimates the critical intensity in low dimensions, but the bound
improves as the dimension grows. This is in line with Theorem 1 of Meester et al. (1997) who show that if, for
all d > 2,

I(d) = /Rd o(x)dL(z) < oo

(and a further technical condition is satisfied), then, as d — oo,
Ye(d) - I(d) — 1,

where 7.(d) denotes the critical intensity from (5.3) in dependence of the dimension.
As the above results refer to dimensions d > 2, we conclude this digression with a short discussion of the

one-dimensional case, at least for connection functions with finite range.

Example 5.5 (One-dimensional RCMs). Let ¢ : [0,00) x [0,00) — [0, 1] be measurable and symmetric.
Assume there exists some R > 0 such that ¢(s,t) = 0 for all s,¢ > 0 with |t — s| > R. Fix an arbitrary v > 0
and let ® be a Poisson process in [0, 00) with intensity measure 'y£[107 )" Following Chapter 7 of Last and
Penrose (2017), we denote the points of ® by T3, T5,... and set Top = 0. By Theorem 7.2 of Last and Penrose
(2017), Ty, Ty — Ty, T5 — Ty, ... are independent random variables, each being exponentially distributed with
parameter . Let > 0. Note that if there exist consecutive Poisson points larger than x which have distance

greater than R then, by the finite range of ¢, the cluster of x must be finite. Therefore,

P(Cm([o,oo)) < oo) 2IP’< G ({Tj >N D (Th — Ty > R}))

j=1 k=j+1

> lim inf ]P’({Tn >z}n U {Ty, — The—1 > R})

n—oo k1
= liminf P(T}, > ) -IE”( U o -7 > R}), (5.4)
n—oo
k=n-+1

where the last equality follows from the independence properties of the Poisson points. Now, observe that for

any n € N

]P( U {Tk—Tk1>R}> =1-lim [] P(li—-Tiey <R)=1- lim (1-e )" " =1

m—0o0 m—0o0
k=n+1 k=n+1

Furthermore, using the fact that ®([0, z]) is Poisson-distributed with parameter v - 2, we have, as n — oo,
n—1
(

P(T, > z) = P(3([0,a]) <n—1) =c "y
1=0

y)
il

We conclude from (5.4) that the RCM based on ® with connection function ¢ is subcritical. As v > 0 was

arbitrary, we have v, = oco. This result easily extends to a RCM on the whole real line. O
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5.1.2. GENERAL BRANCHING BOUNDS OF FIRST ORDER

As indicated in the previous subsection, we now provide a rigorous result as to when the RCM is subcritical.
The proof is established via a bound on a suitable branching construction. We work in the overall setting of this
chapter, but the following arguments work in any Borel space without changes. As before, let ¢ : X x X — [0, 1]
be a measurable and symmetric function and denote by ® a Poisson process in X with intensity measure .
All random connection models which appear in this subsection are based on ¢ and ®. We define the pair
connectedness function 7: X x X — [0, 1],

T(z,y) =P(z PN y).

We can immediately state the announced result, without introducing further notation.

Theorem 5.6. Assume there exists a measurable function g : X — [0,00) such that, for A-a.e. © € X

/ (. y) dA(y) + / (@) g(y) M) < g(a). (5.5)
X X

Then (@, \) is subcritical.

Proof. First of all, notice that, by the RCM version of Mecke’s formula in Proposition 5.2, we have

E[C.(X)] = 1—|—]E[/Xll{m <F—w>y}d¢(y)] = 1+/XIP’(a: &L y)da(y) = 1+/X7'(x,y)d)\(y).

Observe that if two points x,y € X are connected via 'Y, then either z and y are directly connected or there

lies at least one Poisson point in between them. Therefore,

7(z,y) < p(z,y) + E UX@(J:, H1{z <5 y) dfb(z)} .

Another application of Mecke’s formula for the RCM (Proposition 5.2) shows that the right hand side of the

previous display is equal to
=y
pla,y) + /X p(2,2) P(z ¢ y) d\(2) = p(2,y) + /X p(@,2) 7(2,y) dA(2).

For two functions hy, hg : X X X — [0, 00] we define a convolution type operator via

(hy * ho)(z,y) = /sgh1($7Z) ha(z,y)dA(z).

With this definition, the inequality derived above reads as 7 < ¢ + ¢ * 7. Iteration of this inequality yields that,
for every n € N,
T§@+90*2++<P*n+30*n*7', (56)

where ©** denotes the k-fold convolution of ¢ with itself. By a similar iteration of (5.5), we see that, for \-a.e.

z € X and every n € N,

>Z/ o) )+ [ o) 9(0) Ay >Z/ “(z,5) AW

Taking n — oo gives, for A-a.e. x € X,

GEDS / o™ (2, y) dA®). (5.7)

k=1



5.1. THE RANDOM CONNECTION MODEL AND CONTINUUM PERCOLATION 111

For each such z we thus have
lim [ ¢*(x,y)d\(y) = 0. (5.8)

k—o0 X

It follows from (5.6) that, for z € X and all n,¢ € N,

/Bz 7(@,y) dA(y) Z/B H(@,y) dA(y /BZ/ (,2) 7(z,y) AA(2) dA(y)
= Z / (z,y) dA(y) + A(By) / ©*"(z,2) dA(2).

X

Letting n — oo, we obtain from (5.8) that, for A-a.e. z € X and all £ € N,

/ 7(z,y) d\(y <Z/ F(z,y) dA(y).

With monotone convergence, letting £ — oo, together with the formula for the expected cluster size at the

beginning of this proof and (5.7), we arrive at
E[Ox(X)]:1+/ 7(z,y) d\(y <1+Z/ Flz,y)dM\(y) <1+ g(z) < 00

for M-a.e. z € X. Hence, the cluster of such z in I'* is finite almost surely, that is, (¢, A) is subcritical. O
We make some remarks on Theorem 5.6.

Remark 5.7. In Remark 5.1 we have seen that a necessary condition for subcriticality is that

/ (. y) dA(y) < oo
X

for A-a.e. x € X. A substantial tightening of this assumption gives a sufficient condition for subcriticality. More

precisely, assume that

q = ess sup/ oz, y)dA(y) <1
zeX X

Then, choosing g = qu, we obtain, for A-a.e. x € X

q q
[ewnarn + [ oo gmane <o+ 1 g = L =g,
X X —q —q

If ¢ =1 —e7" for a pair potential v then this is essentially the requirement for uniqueness of the pair interaction
process by Houdebert and Zass (2022). Apart from the fact that Houdebert and Zass (2022) require additional
technical assumptions and work in R? only, it follows from Theorem 5.6 that our uniqueness result via the
RCM provides substantial improvement, a fact that the simulations in Section 5.6 further illustrate.

Assumption (5.5) in Theorem 5.6 is also weaker than condition (KPU;) of Jansen (2019). Indeed, if there

exists a measurable function g : X — [0, 00) and some ¢ > 0 such that, for l-a.e. z € X,

o /X o(z,y) 8 dA(y) < g(x),

then (5.5) follows from e9) > 1+ g(y) and e* > 1. In particular, Theorem 5.6 improves Corollary C.1 of
Jansen (2019). O
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5.2. AN EXTENSION OF THE STATE SPACE

In the introduction of this chapter we described how working exclusively in the original state space X appears
to be insufficient when trying to combine the RCM with the disagreement coupling. We now introduce the
setting for our technical workaround. The notation we establish in this section is fixed throughout the following
three sections as well. Right now, and also in the following two sections, the restriction to a diffuse reference
measure is necessary. In the proof of our uniqueness result we argue, as in Theorem 3.32, why this is no loss of
generality.

Let the space (X, d) and the pair (v, ) be as in the introduction of this chapter and assume, in addition,

that A is diffuse. Suppose that, for M-a.e. z € X
/ (1—e @MY dA(y) < co. (5.9)
X

Recall from Remark 5.1 that this integrability assumption is immediately satisfied if (v, A) is subcritical.
However, for the approximation of the RCM in Section 5.3 and the projection property for Gibbs processes in
Section 5.4 the weaker assumption suffices.

Similar to Corollary 4.5 we consider the following second relevant specialization of Lemma 4.4. The first two
parts of the corollary follow immediately from Lemma 4.4 and the last part is a literal copy of the proof of part

(viii) of Lemma A.10, replacing A} by ;™.

Corollary 5.8. There exist sets C; C Co C ... from Xy such that U;’;l Cy =X and

/ / (1 —e *@=9)) dX\(y)dA(z) < 00, L E€N. (5.10)
Cy JX

Let X be the collection of all sets from X which are contained in one of the C;. Then X;* is a ring over X
with o(X;*) = X. Moreover,
ze= |J Me(X)

cexy*

is an algebra over N(X) which generates N (X).

The collection A" as well as the sets Cq,Cs, ... are used throughout the remainder of this chapter. The
construction will prove useful later on in order to avoid additional integrability assumptions.

Put Cy = @. Having in mind that Borel subsets of X are Borel spaces, we consider, for each ¢/ € N, a
bi-measurable bijection ¢, from the Borel space (Ce \Co—1, XN (Cy\ Cg,l)) onto a Borel subset of (£ —1,7].

We define the injective and measurable map ¢ : X — (0, 00) as
) =Y () Lepe,, (2).
k=1

On the space X we let a strict total order be given by # < y whenever «(z) < ¢(y). Observe that for x € Cy and

y € X\ Cy the construction always yields < y. Moreover, the measurability of ¢+ ensures that
{(z,y) eX?rz <y} ={(z,y) €X*:1(z) <(y)} € X2

From now on, we fix ¢ =1 —e~" as a function on X x X. In order to apply the disagreement coupling from
Last and Otto (2021), we want to approximate the RCM with connection function ¢ by suitably interpreting a
Poisson process on a rich product space. To this end, we consider as a mark space

M = [0, 1]"N]
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the space of doubly indexed sequences in [0, 1], endowed with the product o-field M, and we denote by Q the
probability measure on M given as an infinite product of uniform distributions on [0, 1].

Later on, we need to be able to separate the points in our space with the help of countable partitions. For
each 0 > 0, let Dy 5,Dz5,... € X be a partition of X such that for any two points =,y € X (x # y) there exists
some &g > 0 so that x and y are separated by the J-partition for every d < dy, where the points being separated
means that they lie in different sets of the partition. Such directed partitions can always be constructed in
separable metric spaces, comparable to Lemma 1.3 of Kallenberg (2017) and Appendix A.8.

Connections in the approximating model are determined by a deterministic binary relation on the product

space X x M. For the definition of the relation we need the measurable map Rs : (X x M)? — [0,1],

Ro(w,r,y,5) = 3 10,,(@) 1o, () (1o < g} rog + 1y < o} - s5,)

ij=1

for 6 > 0. Based on Rs we define a reflexive and symmetric relation ~5 on X x M via
((ﬂ,T) ~6 (y,s) <~ R(s(x,r,y,s) < QO(ﬂf,y)

Observe that, while the formal construction is a bit tedious, it is rather easy to make sense of. The intuition
is as follows. To see if two points z,y € X with x # y are connected, we look for the partition sets in which
these points lie and endow each (ordered) pair of partition sets with a mark (being the realization of a standard
uniform random variable). Given the two partition sets in which the points lie, the order relation on the state
space determines which of the two possible marks is chosen to determine whether there is a connection. Just
like for the RCM, the probability that the two points are connected is given by ¢(z,y), which is formalized by
the points being connected if the corresponding mark is smaller than ¢(z,y). By construction, the marks of
different partition sets are realized by independent random variables, so if all considered points lie in different
partition sets, their connections are drawn independently of one another. Indeed, we show in the following
section that, as § \ 0, the given relation does recover the RCM.

Before we turn to the merits of the given construction, we introduce and recall some notation. We endow
the space X x M with the localizing structure B; x M, By x M, ... and, in line with our general definition, let
N(X x M) be the set of all measures 1 on X x M such that (B x M) € Ny for each B € X},.

Whenever 1 is a measure on X x M we write

¥ =(- x M)

for its projection onto X. Conversely, if p is a counting measure on X, we construct a measure /i on X x M by
endowing each point of u with a fixed (but arbitrary) mark s, € M.

Given some set B € X and a measure 1 on X x M, we write
Y =v¢(-N(BxM))

for the restriction of ¢ onto B x M, and we denote in a generic way by N, the set of finite simple counting
measures.

To complement the notation from Section 3.3.2 we write, for a point (x,7) € X x M and a set S C X x M,
(x,1) ~s S

if (z,7) ~s (y,s) for some (y,s) € S, and likewise (z,7) %45 S if (x,7) is not ~s-connected to any point in S.
We also use this notation for ¢ € N(X x M), formally meaning that S = supp(¢). Recall that (z,r) and (y, s)
are ~g-connected via 1, written as (z,7) :@5 (y, s), if there exist n € Ny and (y1, $1),- - -, (Yn, Sn) € ¥ such that
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(yj7 Sj) ~5 (yj+1a Sj—i-l) for ] = Oa s Ny with (y07 50) = ($, T) as well as (yn+17 Sn+1) = (ya S)' AIly questions of
measurability of quantities involving ~; are settled by Lemma 3.26 and Corollary 3.27.

5.3. APPROXIMATING THE RANDOM CONNECTION MODEL

The intuition behind the relation ~; introduced in the previous section has already been discussed. In this
section we formalize the resulting approximation property. We prove, in two steps, that connections via ~
with respect to a Poisson process in X x M translate to connections via the RCM in X. In the first step, we
restrict our attention to connections between finitely many points and, in a second step, we extend the result
to infinitely many points. Afterwards we provide another preliminary technicality concerning the behavior of
the RCM in the subcritical regime. All of these results are tailored to their later use.

Notice that, due to A being diffuse, Remark A.14 and Lemma 2.23 imply that all Poisson and Gibbs processes

we consider in the following are simple.

Lemma 5.9. Let ¥ be a Poisson process in X X M with intensity measure A ® Q. Let £ € N and fix
p € Nyo(X) NNy ¢, (X) as well as x € Cy. Denote by Fé’f the RCM with connection function ¢ =1 —e™"
based on ‘i’cg +pu+6;. Then

i [ B((rr) % 1) a0 = B(s 00,

T, p

where the notation x +— p means that x is connected via TG to some point of pu.
4

Proof. To lighten the notation, set C = C,. For PYc_ae. v € N4(X) N N¢g(X) (write v = Zle dz,) the

conditional distribution of W given U¢ = v is

k
IP(\I/C € - | \i/c' = l/) :/k ]1{ Zé(wm‘i) S ~}d@k(r1,...,rk).
M i=1

Choose 0 > 0 so small that the finitely many points in y 4 v 4 J, are separated by the J-partition. By definition
of ~yg, if we try to determine whether (z,r) is connected via ¥ and ~s to some point in fi, then the marks
of the points of i (which, in fact, all carry the same mark s,) are irrelevant as u only has points in X\ C
which are larger than z and the points of v with respect to <. As the relevant points lie in different sets of the
partition, the connections are realized by independent standard uniform random variables (by choice of ~5 and
@), so we have, by definition of the RCM,

“w

_ e _
/ ]P’((x,r) X3 il Ve = V) dQ(r) :]P’(x s u| o = V).
M
Dominated convergence gives

i [ (@) % ) aQ(r) = Jim | . [ 2(n) % 1 90 = ) a0ir) ap¥e )

INO Sy 5N\O0

Flvﬂ _ —
- / ]P’(a: | B = u) dP¥e (v)
N(X)
e
= P(m — ,u). O
The limiting factor of Lemma 5.9 is that p has to be finite. It might be somewhat intuitive that it is possible

to extend this to infinite configuration if the location of the points and the decline of the connection function is

controlled suitably. What we require later on is that u can be replaced by the realization of an infinite volume
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pair interaction process. The fact that the pair potential in consideration is repulsive, and the integrability

assumption (5.10), suffice to extend Lemma 5.9 accordingly.

Lemma 5.10. Let VU be a Poisson process in X x M with intensity measure A® Q. Let £ € N and D € X with
D C Cy. Suppose that 1 is a Gibbs process in X with pair potential v and reference measure X such that n is
independent of U and the double sequence of uniform random variables used to construct the RCMs. For each
z e X let T')" be a RCM with connection function ¢ =1 —e™" based on Vo, + nx\c, + 0z. Then

tm [ () " ne) A0 e Q) = [ P(o 5 e, ) ).

ONO S pxm D

Proof. For n € N with n > £ we write I';) for the restriction of T'y"” onto C),, meaning that only vertices

inside C,, and their connections among each other remain. For such n, we have

x,n

‘/DXMP((x,r) Yo ﬁx\ce)d(mz)@)(a:,r)—/DP(:cU—myx\ce)dA(x)

< e P(0) % ) (10 " )| a0 e @)

+ IP’(:C PRI 77071\(/‘@) dA(z)

/DXM]P’((x,r) \ch(;Z ﬁCn\Cz) d(A ® Q)(,7) 7/

D

FI’Z Tn
I ) =P 5% )
D

dA(2). (5.11)

We denote the three terms that appear on the right hand side of (5.11) by I, W72 and 17(13), respectively,

on? “on

and consider them separately. As for the first term, note that, for § > 0 and n > ¢,

4 . v R
I :/ (1) %5 i) = P((@7) < fene,) |40 ® Q. 7)
D xM

v ]
<[ Bp{n e - 1{@n % e H|d0 e @),
DxM
The only case where the difference of the indicator functions yields a value different from 0 is if (z,r) is

~s-connected via W¢, to fx\c, but not to fc,\¢,- In particular, the right hand side of the previous display is
bounded by

/DxME[]l{(I’T) ‘I:vcesﬁ‘ x\Ch H A\ ® Q)(z, 7).

If (z,r) € D x M is ~s-connected via ¥¢, to ix\¢,, then either (z,7) ~5 (y, s.) for some point y € nx\¢, or

one of the Poisson points is connected to #jx\¢, . Thus, the previous term is bounded by

/DxM]EUX\Cn L{(@,r) ~s (y,54)} dn(y)} d(A ® Q)(z, r)
- /DXME[/C@XM /X\Cn 1{(z,t) ~5 (y,5.) } dn(y) d¥(z, 1) | dA @ Q)(x, 7).

Using that n is independent of ¥ and that the Papangelou intensity x of 1 is bounded by 1, the GNZ equation
(for n) and Mecke’s formula (for ¥) yield that the term is further bounded by

/D><M /X\C 1{(z,7) ~5 (y,54) } dA(y) dA @ Q)(z,7)

+ (D) / / 1{(2,1) ~5 (4,5.)} dA(y) d(A © Q) (2, ).
CyxM JX\Cp



116 CHAPTER 5. UNIQUENESS OF REPULSIVE AND SUBCRITICAL PAIR INTERACTION PROCESSES

As D C Cy C Cy,, the points in D and C, are always smaller (with respect to <) than the points in X\ C,, so,

by construction of ~5 and Q, the latter sum equals

//X\C” (z,y)dA\(y) dA(z) + A\(D /cg/x\c (2, 1) d\(y) dA(2),

which converges to 0 as n — oo by dominated convergence, using (5.10). Hence, the first term on the right

hand side of (5.11) converges to 0 as n — oo uniformly in 4, that is,

lim supI( ) = .

n—oo §>0
As for the second term on the right hand side of (5.11), observe that by the independence of n and W,
dominated convergence, and Lemma 5.9 we have, for any n > /,

x,n

IE”(;U e, 770n\02> d\(z)

lim sup I(g?z = hmsup ‘/ x ,T) ~5 lile \Ce> dA®Q)(x,r) — /
5N\ DxM D
7 P
< lim sup x r) ch ﬂcn\cl) dQ(r) — (x PELLIN K, \C[) ’ dA(x) dP ()
50

N(X)

To handle the third term on the right hand side of (5.11), note that, for n > ¢,

OB I PSR _p(z & da
no = x N0, \Ci z TX\Ct (2)
D
F;;:Z F‘” 5N
< /DE‘]l{x — nCn\Ce} — ]l{x s nx\cz}‘ dA(z).

The difference of the indicator functions appearing in the expectation can only be distinct from 0 if there exists
a connection from z to nx\¢, via I';”" which uses no point in 7¢,\¢,. Thus, either  or one of the Poisson
points in C; has to be connected directly to one of the points in 7x\ ¢, . Together with the given independence
properties, the quantity is therefore bounded by

/D]E[/X\Cﬂg)(x,y)dn(y)} d\(x / [/CZ/X\C (2,y) dn(y) d¥(2)| dA(z).

Another application of the GNZ and Mecke equation, together with the fact that the PI of 7 is smaller than or

equal to 1, the previous term is bounded by

//X\C (2,9) dA(y) d\(z) + A(D /Ce/x\c (2. 9) dA() dAC2).

By choice of D and Cy, referring to (5.10), dominated convergence implies that

lim I(?’) =0.

n—roo

For any ¢ > 0 we may now choose ng € N with ng > £ such that

s < and I®) < <
no

o< 2 .
Sop om0 =3 mo 3

Moreover, we find §y > 0 such that, for any § < dy,

@ _¢
I§n0<§.
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Then (5.11), applied to ng, gives

ren

w
‘ / P((z.1) < e, ) AN @ Q)(a,7) = / P(o < o, ) dN@)| < I, + I3, + 1) <=
DxM D

for all 0 < §p. This concludes the proof. O

As announced at the beginning of this section, we now investigate the behavior of the RCM in the subcritical
regime. More specifically, we establish that the probability of a point x being connected to a Gibbs point in
X\ C; via the RCM based on a Poisson process in Cy goes to 0 as £ — co.

Lemma 5.11. Assume that (v, \) is subcritical. Let ® be a Poisson process in X with intensity measure \. Let
1 be a Gibbs process with pair potential v and reference measure A such that n is independent of ® and the
double sequence of uniform random variables used to construct the RCMs. For each x € X let ;" be a RCM

with connection function ¢ =1 —e™" and verter set ®c, + nx\c, + 6. Then, for A-a.e. x € X,

Zlir&P(m L 77X\Cz> =0.
Proof. First of all, observe that, since the PI x of 7 is bounded by 1, Corollary 3.24 lets us assume, without
loss of generality, that n < ® almost surely, where ®’ is a Poisson process with intensity measure A independent
of ® and the double sequence of uniform random variables used for the RCM. Thus, for each z € X and any
£ € N, we have

z,m z,®’

IP(:r s nX\CJ < IP’(;Z: <t ‘I’%\cz)’

where r?v‘bl denotes the RCM with connection function ¢ based on ®¢, + @%\Cz + 6. Since the two Poisson
processes are independent, ®¢, + (I)gg\cf is (for every £ € N) a Poisson process in X with intensity measure
Ac, + Ax\¢, = A by the superposition principle (Theorem 3.3 of Last and Penrose, 2017). Therefore, again
using the independence, we can replace CD%\CZ by ®x\¢, and Ff"qy by I'* (the RCM based on ® + d,,) in the
above probability, which yields
x,m re
P(.’L‘ VLN nx\ce) < ]P(.’L‘ — (I)X\Cg)'

However, if = is connected via I'* to ®x\¢,, then the cluster of z in I'* has at least one point in X'\ Cp. Thus,

the probability in question is bounded by
P(Co(X\ Cp) > 0).

Similar to (3.9), we use the subcriticality assumption on (v, A) to conclude that, for M-a.e. z € X

lim sup IP’(:z: RN nX\CJ < limsup P(C,(X\ Cy) > 0) = P(C,(X) = o) = 0. O
L— 00

{— 00

5.4. A PROJECTION PROPERTY OF PAIR INTERACTION PROCESSES

Notice that everything in the previous two sections works for arbitrary ¢. The reason for the choice ¢ =1—e™"

becomes apparent in the following. We show that the projection of a hard core (with respect to ~s) Gibbs
process in the extended space X x M onto the original state space X is a pair interaction process in X. To
obtain this result it is essential that the relation ~s be defined with the specific choice of ¢.

For § > 0, let ks : X x M x N(X x M) — [0, 00) be given by

ks(x,r,9) = 1{(2,7) #5 ¥} = exp (/

XxM

—log (]1{(93,?”) s (y, 5)}) dy(y, 5))
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The map ks corresponds to the Papangelou intensity of a pair interaction process with hard core type pair
potential ((x, ), (y, 3)) — 00 - ]1{(3:, r) ~s (y, s)}, hence it is measurable and satisfies the cocycle property by
Lemma 4.1. Recall from (3.7) that, for (x,7) € X x M and ¢ € N(X x M), we call

Calwriv) = [ 1{(m9) € }{(er) L (05)} dvyes)
XxM
the t-cluster of (z,r) with respect to ~5. By Lemma 3.26, (z,7,9) — Cs(z,r,¢) € N(X x M) is a measurable
mapping.

Note that if (z,7) #s ¢, then (x,7) 5 Cs(x,r,v) since Cs(x,r,1) < 1) as measures on X. Conversely, if
(x,7) o5 Cs(x,r,1), then (x,r) o5 1, for if (x,r) was connected to a point of ¢ this point would also be part
of the ¢-cluster of (x,r). Therefore,

ks(x,r ) = Kg (:1:, r,Cs(z,r, 1/))),

which is the main assumption on the PI in Section 3.3. Observe that ks now satisfies all properties required for
the disagreement coupling (Proposition 3.30) and Theorem 3.31.

As in Section 2.8, we denote by P, the distribution of a finite Gibbs process with PI £(B¥) and reference
measure A\, where B € X}, and v € N(X). Since k is the PI of a Gibbs process with pair potential v, the
distribution Pp,, is that of a pair interaction process in B with pair potential v and boundary condition v.

We now prove, in two steps, the projection property for Gibbs processes. More specifically, we show that (in
the limit 0 N\, 0) the projection of a Gibbs process in X x M with PI x5 onto X gives a Gibbs process with PI &.
The projection property that is established in Proposition 2.1 of Georgii and Haggstrom (1996), though dealing
specifically with the Potts model in R?, is conceptually related.

Lemma 5.12. Let { € N and ¢ € N;4(X x M) with ¢(Cy x M) = 0. For each § > 0, let & be a Gibbs process
in X x Ml with PI mgC’ZXM’w) and reference measure A ® Q. Then, for every set E € N(X),

(%{1%1@(55 € E) =P, ;(E).

Proof. For notational convenience we abbreviate C' = Cy. For § > 0 and E € N (X), Lemma 2.27 and (2.10)
imply that the probability P(&; € E) is given by

1 =1 -
- |[15(0) + —/ ]lE( 5xj)
Zs,oxm(¥) [ mz__:l m! Jom ;
: (/ Hé,m(mlarla"'7xm,rma¢)d(@m(r17~'~,Tm)>d)‘m(x1a"'axm)‘|a
where Z5 cxu is the partition function corresponding to k5 and A ® Q. Recall from Section 2.3 that

K&,m(xla T1yee oy Tmy T'my, 1/])

= H5($177"1,'(/1) . "46(3?277“2,1# + 6(1’1,7‘1)> Teeet 55($m77'm71/] + 6(&01,7“1) +...+ 6(xm_1,rm_1))~

Hence, by definition of s, the term K5 (21,71, ., Zm, Tm, ¥) is the indicator function that there exist no
~gs-connections among the points (x1,71), ..., (€m,7m) and none of these points is ~s-connected to .
Denote by y1,...,yr € X\ C the points of Y. For a1, ...,z € C with 21 < ... < 2., we have z,, < y; for
each j € {1,...,k} and we find 6y > 0 such that the points z1,...,Zm,y1,...,yx lie in different sets of the
d-partition for each & < §g. Observe that the marks of the points y1, ..., yx do not matter in the determination

of ~g-connections of these points with any of the points z1, ..., z,,. The definition of ~s5 and Q, together with
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the specific choice of ks, yield
m k
/ H(S,m(l‘l,’rh...,.Tm,Tm,w)de(Tl,...,Tm): H (1_ xhx] HH xzayj )
1<i<j<m i=1j=1
Now, since ¢ =1 — e~ 7, Lemma 4.1 and the definition of x,, show that this term equals
m k B
[T e T = mton . 5
1<i<j<m i=1j=1

With the symmetry properties of ks, and the fact that A is diffuse (which allows to introduce an indicator

function with 21 < ... < z,,), dominated convergence (using xs,,, < 1) implies for each F' € N (X) that

%@);;l m]lp(jzléwj) . (/mﬁg}m(xhrl,...,mm,rm,z/})de(rl,...,rm)>d)\m(x1,...,:vm)
S %/C 1 (3000, ) Ao, s, @) AN ().
m=1""JC™ j=1

Applied to F' = N(X) this yields lims\ 0 Zs,cxm(?) = Zc (). Another application of the limit relation (to
F = E), the observation from the beginning of this proof, and Lemma 2.27 imply

. . 1 <
lm P& € B) = 7o) [ +va/ ]1E ;azj)ﬁm(xh.. Ty 0) AN (21, - )

=P y(E). O

(CexM,2)

Let P(;szM,w denote the distribution of a finite Gibbs process with PI and reference measure A ® Q.

Then the previous lemma reads as

However, this relation being true only for finite boundary conditions 1 is not enough to consider infinite range
interactions. Fortunately, just like in Section 5.3, the integrability assumption (5.10) allows us to extract more

information.

Lemma 5.13. Let £ € N. Assume that n is a Gibbs process in X with pair potential v and reference measure \.
Then, for each E € N'(X),

y\r%E‘PéCzXM ({l/ € N(X X M) HRZNS E}) - PC’zJZx\cl (E)‘ =0.

x\Cy

Proof. First of all, note that, for any n > £ and x1,...,z,, € Cy,

]E/sm(mh...,xm,nx\cz)—/ n(;,m(mhrl,...,xm,rmﬁx\cg)d(@m(rl,...,rm)’
MTH,
§E|f€m(3€17--~,fﬂm7n§g\ce)—’fm(xl»--wxmﬂ?cn\ce)‘
+]Enm(xl,...,xm,ncn\cz)f/ ng,m(acl,rl,...,xm,rm,ﬁcn\ce)d@m(rl,...,rm)‘
MTH,

+/ E‘m(s,m(xl,rh...,xm,rm,ﬁcn\ce)—mg,m(xl,rl,...,xm,rm,ﬁx\cg)’d(@m(rl,...,rm). (5.12)

By Corollary 4.9 we have lim, o 5(z, pc, ) = k(z, p) for all z € X and p € N(X). Thus, by definition of &,
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and dominated convergence (using that k,, < 1),

nli)IIéo]E}lim($17 s 7$ma77X\Cz) - /{m(l‘la s axmann\Cz” =0.

For each fixed n > ¢, and if 1 < ... < x,,, the proof of Lemma 5.12 and dominated convergence yield

}i\I"%E Km(T1, s Ty Ne\Cy) —/ Ks,m(T1,71, oy Ty Ty oo\, ) AQ™ (11, 7 )| = 0.
Mm
As for the last term in (5.12), recall that s, (T1,71,. .., Tm, "m,Mx\c,) is equal to 1 if there is no ~s-
connection between any of the points (1,71),. .., (m, rm) and none of these points is connected to T\, > and
it is equal to 0 otherwise. Hence, if ks m (21,71, -, Zm, "m, Mx\c,) = 1 then ks m (1,71, .., Ty T, D \0,) = 1,
so in the only case where the difference appearing in the last term of (5.12) can give a value different from 0,
one of the points (z1,71),...,(¥m, m) has to be connected to 7x\¢, . Thus, for each § > 0 and n > ¢,
Ié,n = / E"@S,m(“ﬂa Ty s TmyTm, ﬁcn\C[) - 55,771(1‘17 Ty ey TmyTm, ﬁX\C@)’ d(@m(rla cee 7Tm)

< / E[ﬂ{(xj,rj) ~s fix\c, for at least one j € {L...,m}}} dQ™(r1, .-y Tm)
< ;EMX\CH)XM/W 1{(575) s (@)} Q11 ) i)

By construction, the marks of n are not used in any decision about connections in the above term as x1,...,Z;,
are points in Cy and thus always smaller than points of nx\ ¢, with respect to the order < on X, so only the

marks rq,..., 7, matter. We obtain

I&,n

IN

iE{/X\Cn/mﬂ{(ij) ~s (2,80) } AQ™ (11, .., ) ()

1 |:/X\Cn plzj,2) dn(x)}

/ o(z;,2) dA(z),
1Y X\Cn

I
.Fgg

J

3

IN

<
Il

using the GNZ equation for n (and the fact that the corresponding PI « is bounded by 1). The last term in
the previous display, however, goes to 0 as n — oo by (5.9) for AX™-a.e. (x1,..., %) € X™. We conclude that
limy, o0 SUPs~ I5,n = 0 and the same £/3-argument used in the proof of Lemma 5.10 shows that the left hand
side of (5.12) converges to 0, as § \, 0, for A"-a.e. (21,...,2m) € CF".

Dominated convergence implies for each E € N (X) that, as § \, 0,

o0 1 m
Z m/m ﬂE(Zémj) . </m /{57m(x1,r1,...,:cm,rm,ﬁx\cz)d(@m(rl,...,rm))d)\m(acl,...,:cm)
m=1 Y j=1
LY (P) =1 " m
— Z W-/m]lE( : 5z7> Hm(xla-“»xmanX\Cz)d)‘ (xlv"'vmm)'
m=1 ¢ j=1

By (2.10) (having Lemma 2.27 in mind) the previous line can be rewritten as

« _ LY(P)
Zs,coxm(fx\c,) 'ngxM,ﬁx\cz ({r e NXxM):v € E}) —= Zc,(nx\c,) - Pewmec, (E)-
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Moreover, the choice E = N(X) gives
. L'(P)
Zé,Cg XM(UX\C%) — Zc'z (nX\Cz)'
Due to the path-wise inequalities
1 < Zs.coxm(ixc,) < MO and 1< Zg, (nx\c,) < M)

we also have
1 L (P) 1

Zs,coxm(x\c,) Zc,(nx\c,)

(using that the map ¢t + t=1, ¢ > 0, is Lipschitz continuous when restricted to a compact set). Using the

shorthand notation {v € E} = {vr € N(X x M) : v € E} we obtain, from the previous observations,

E‘P(SC@ XM,ﬁx\cz ({ﬁ E E}) - PC(’,NWX\CZ (E)‘

1 ) 5 _
< E‘ZéchM(ﬁX\Cl) . (Z(S,Cz ><M<77X\Cg) 'PCK XM,ﬁX\cz ({V € E}) - ZCz (nX\Ce> .PCZ"’]X\CZ (E)>‘
1 1
+ E ( —~ — ) - Zo -Peo , E ‘
‘ Zs.coxm(ixne,)  Ze,(nx\c,) (o) e, (B)

< E‘Zé,ngM(ﬁX\CZ) 'P(;C’ZXM,?]X\CZ ({r € E}) = Zc,(nmx\c,) - Peunee, (E)‘
1 1
Zs.coxm(ixnc,)  Ze,(nx\c,)

b

+ e)‘(cz) . ]E‘

and the right hand side goes to 0 as § \, 0. O

5.5. THE MAIN RESULT

With the technical work in the previous three sections, we are now able to prove the main result of this chapter,
and arguably of the whole thesis. Namely, we show that if (v, \) is subcritical then the pair interaction Gibbs
process with pair potential v and reference measure A is unique in distribution. This result gives an affirmative
answer to the question asked in Section 2.6 of Jansen (2019), whether absence of percolation in the random
connection model implies uniqueness of a corresponding Gibbs measure.

For a more comfortable reading, we recall the given setting. We consider an arbitrary complete separable
metric space (X, d) endowed with its Borel o-field X and we let A be a locally finite measure on (X, X). A

non-negative (repulsive) pair potential is a measurable and symmetric map
v: X x X = [0,00].

Moreover, we consider a random connection model with connection function ¢ = 1 — e™" based on a Poisson

process with intensity measure A\, which is said to be subcritical if its clusters are finite almost surely.

v

Theorem 5.14. If the random connection model based on p =1 —e™" and X is subcritical, then, up to equality

in distribution, there exists exactly one Gibbs process with pair potential v and reference measure .

Our strategy for the proof is as follows. We first show, similar to the proof of Theorem 3.32, that we can
restrict to diffuse measures A. We then apply Theorem 3.31 in the extended state space X x M from Section
5.2 and proceed as in the proof of Theorem 3.32. The observations thus made in X x M carry over to X with

the approximation and projection properties established in Sections 5.3 and 5.4.
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Proof. Recall from Remark 5.1 that the subcriticality assumption implies that, for A-a.e. x € X,

/ (1- e_”(”’y)) dA(y) < oo.
X

By Corollary 4.14, or Theorem B.1 of Jansen (2019), there exists a Gibbs process with pair potential v and
reference measure \. It remains to prove that this process is unique in distribution.

We first argue that we can assume, without loss of generality, that A is diffuse. To this end, we consider
the space X = X x [0, 1], equipped with some complete metric that induces the product topology, and let
A=A® 5[10’1]. Define

7: X x X = [0,00], o((z,7), (y,8) = v(z,y).

Let C’(Z}T) denote the cluster of (z,7) € X in a RCM with connection function @ = 1 — exp(—0) based on =),
where & = ng) 0(x,,U) 18 @ uniform randomization of a Poisson process ® = Zgg) 0x, in X with intensity
measure A. This randomization is defined with the help of independent random variables Uy, U, ... that are
uniformly distributed on [0, 1], with the whole sequence (Ug)gen independent of ®. By the marking theorem
(Theorem 5.6 of Last and Penrose, 2017), ® is a Poisson process in X with intensity measure A Choosing on X
the lexicographical order (with the order < on X in the first component), the definition of the RCM in (5.1)
ensures that, for any decision to determine connections (z,r) + (y, s) and x <> y, the same uniform random

variables are used. Thus, we have
Ciom(X) < C.(X) P-as.,

where C, is the cluster of z in the RCM with connection function ¢ = 1 — e~ based on ®*. (Notice that
inequality enters since points (z,7), (x, s) might not be connected in the randomized RCM.) Hence, if (v, \) is
subcritical then so is (, \). Moreover, if & is the PI corresponding to v then E((z,r),v) = k(z,v(- x [0,1]))
is the PI corresponding to ©. Lemma 3.25 implies that, if 1 is a Gibbs process in X with pair potential v
and reference measure A, then any uniform randomization 7 of 7 is a Gibbs process with pair potential ¢ and
reference measure \. Now, if (v, \) is subcritical and Theorem 5.14 holds for diffuse reference measures, then
the Gibbs process with pair interaction ¥ is unique in distribution. Consequently, uniform randomizations 7, 7}’

of two Gibbs processes 7,7’ with pair potential v satisfy 7 4 7', and we obtain

n=i(-x[0,1) L7 (-x[0,1]) =1

Hence, we may assume in the following that A is diffuse.

For the remainder of the proof we rely heavily on the notation introduced in Sections 5.2 — 5.4. Fix £ € N
and let ¥ be a Poisson process in X x M with intensity measure A ® Q. For 1,9 € N(x\¢,)xm(X x M), every
§ >0, and any E € Np(X) with D € X and D C Cp, Theorem 3.31 immediately gives

[P, xins ({7 € BY) = Peyanar ({7 € E})| < / P((@,) %5 (0 +9)) A0 © Q) 1),

DxM

with the abbreviation {r € £} = {v € N(X x M) : o € E'}, noting that {v € E} € Npyxm(X x M).

Now, let 7 and 1’ be two Gibbs processes in X with pair potential v and reference measure A\. Assume, without
loss of generality, that (,7n’) is independent of ¥ and the double sequence of uniform random variables used to
define the RCMs. Let D € X" be arbitrary and choose ¢ large enough so that D C Cy. Take E € Np(X). By

the DLR equation from Lemma 2.47 we have

[P(E) — P (E)| = [E[Pcymec, (B)] ~ E[Pevuy, , (B)]| < E[Posc, (B) = Poyuy,, (B)
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and, by the projection property from Lemma 5.13, the right hand side equals

: § — K} _
ti s 1[4:‘PCM4L?7X\Cz ({7 € BY) =Pl (7 € E})‘.

Applying the bound from the previous paragraph, the above limit superior is bounded by

v
iimsup [ (@) % (i, + ) A0 @ Q)(ar)
N0 JDxMm

N v
< limsup/ ]P’((x, T) ch ﬁx\@) d(A® Q)(x,r) + lim sup/ P((m,r) Nc(;e ﬁgg\cg> dA @ Q)(z, 7).
N0 DxM N0 DxM

Applying Lemma 5.10 to each of the two terms, we arrive at

|P"(E) — P (B)| < /D ]P’(x <£> nX\CJ dA(x) +/ ]P’(x Ln/ ngg\CJ dA(z).

D
Using Lemma 5.11 and dominated convergences (for £ — oo) twice, the right hand side is seen to converge to 0.
As D € Xf* and E € Np(X) were arbitrary, the measures P and P’ agree on the algebra Z** from Corollary
5.8, which generates N (X). Hence, P = P7" and the proof is complete. O

In the remainder of this Section we discuss several corollaries of Theorem 5.14 and classify the result with
regard to the existing literature. We also allude to possible further research.
Introducing an intensity parameter v > 0 and recalling the notion of a critical intensity . from (5.3) with

@ =1—e7", Theorem 5.14 and Proposition 5.3 immediately give the following result.

Corollary 5.15. Assume that v < 7.. Then, up to equality in distribution, there exists exactly one Gibbs

process with pair interaction v and reference measure Y.

We think of Corollary 5.15 as of an explicit lower bound on the range of uniqueness. Even though ~. is not
explicitly known, it admits a clear probabilistic meaning and the Poisson-based RCM can be simulated easily.
To get an impression of the critical intensities, we have simulated three examples, including two interaction
functions from the physics literature. Corresponding results are presented in Section 5.6. Example 5.5 shows
that, in one dimension, repulsive pair interaction processes with finite range are always unique in distribution.

In the stationary setting discussed in Section 5.1.1 we known that 0 < 7. < oo in dimensions d > 2 (cf.
Penrose, 1991). But even in this case Theorem 5.14 raises the question for sufficient conditions implying that
(v, \) is subcritical. The rather crude criterion from Theorem 5.6 and Remark 5.7, based on a branching

construction, allows for the following derivation from Theorem 5.14.

Corollary 5.16. Assume that

ess sup/ (1— e*”(““”y)) dA\(y) < 1.
rzeX X

Then, up to equality in distribution, there exists exactly one Gibbs process with pair interaction v and reference

measure \.

Rewritten in terms of v\ and interpreting the branching bound as a lower bound on the critical intensity,

the following result is also immediate.
Corollary 5.17. Assume that
-1
v < (ess sup/ (1- e_“(’”’y)) d/\(y)) .
zeX X

Then, up to equality in distribution, there exists exactly one Gibbs process with pair interaction v and reference

measure YA. (If v =10 almost everywhere, the result holds for any v > 0.)
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Corollary 5.17 is the main result of Houdebert and Zass (2022), proven there in R% under two additional
assumptions by applying a classical method due to Dobrushin (1968a) to a suitable discretization. Our Corollary
5.17 generalizes this in several ways. First of all we work on a general space X and not just on R?. Second,
we do not need any hard core assumption on v. Neither do we need another technical assumption made by
Houdebert and Zass (2022). Finally, and perhaps most importantly, the simulations in Section 5.6 show that
Theorem 5.14 extends the bounds on the uniqueness region far beyond the branching bound.

Theorem 5.14 also considerably generalizes the percolation criterion derived by Hofer-Temmel and Houdebert
(2019) for translation invariant pair potentials v in R? with a finite range R > 0. Indeed, the uniqueness
result in Section 3.2.1 of Hofer-Temmel and Houdebert (2019) requires the RCM with connection function
¢r(z) = 1{|z| < R} to be subcritical. Since ¢ =1 —e~" < g, the critical intensity associated with ¢ is larger
than the one associated with ¢g. As our bound takes into account the full information contained in the pair
potential and not just its range, the difference can be very significant as illustrated in Section 5.6. The RCM
associated with g is referred to as the Gilbert graph, see e.g. Last and Penrose (2017). The corresponding
pair potential is the hard core potential vg(z) = co - ]l{\x| < R}. One further setting which illustrates the

shortcomings of the uniqueness result of Hofer-Temmel and Houdebert (2019) is the following observation.

Corollary 5.18. Assume that v > 0 and 8 > 0 are such that

~ - ess sup/ (1 — e*B'”(““”y)) dA(y) < 1.
zeX X
Then, up to equality in distribution, there exists exactly one Gibbs process with pair interaction B-v and reference

measure y\.

The constant 3 is called inverse temperature. The bounds by Hofer-Temmel and Houdebert (2019) do not
change under multiplication of v with £, no matter how small 3 is, since only the range is taken into account.
As pointed out by Jansen (2019) and demonstrated by Houdebert and Zass (2022), the branching bound
provides an improvement over Hofer-Temmel and Houdebert (2019) for small 5. This is backed by Corollary
5.18 as small values of § intuitively make the essential supremum smaller and hence allow for larger values of ~.
Theorem 5.14 improves upon the branching bound even further, for all values of 8. An example in Section 5.6
(see Table 5.2) shows that this improvement can be quite significant.

The Dobrushin criterion mentioned above was also used in other papers to establish uniqueness of Gibbs
measures, for instance by Georgii and Haggstrom (1996) (without giving the details) and by Conache et al.
(2018). The results of these papers allow the pair potential to take negative values but do not provide explicit
information on the domain of uniqueness. A further drawback of this approach is the assumption of a finite
range, which poses a severe restriction.

Another method for proving uniqueness of Gibbs distributions are fixed point methods based on the Kirkwood—
Salsburg equations from Section 4.3 and the fact that the correlation functions determine the distribution
of a point process under suitable assumptions. This method can be traced back to Ruelle (1969). For some
recent contributions we refer to Jansen (2019), Zass (2022), and Jansen and Kolesnikov (2021). The uniqueness
region identified by this method of cluster expansion is characterized by the contractivity of certain integral
operators and does not seem to have an explicit probabilistic interpretation. In view of the method and the
special cases discussed by Jansen (2019), we expect this region to be comparable with the branching bound or
its generalization in Theorem 5.6. While the paper by Betsch and Last (2022), of which the chapter at hand
essentially consists, has been under review, Michelen and Perkins (2021a) have extended their earlier preprint
and completed the formal details of a new analytic approach to uniqueness, which applies to non-negative,
translation invariant pair potentials on R% and which significantly improves the branching bounds. In their
follow-up work, Michelen and Perkins (2021b) extend the result to more general state spaces, dropping the

assumption of translation invariance.
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Yet another method for proving uniqueness is to identify a Gibbs distribution as a stationary and reversible
measure with respect to a suitable Markovian dynamics, cf. Ferrari et al. (2002) and Schreiber and Yukich
(2013). Uniqueness follows if the so-called ancestor clans, coming from an embedding into a space-time Poisson
process, are finite. The resulting bounds on the domain of uniqueness are not explicit but might be comparable
with the branching bounds (see also the discussion by Benes et al., 2020).

As one of our main tools for proving Theorem 5.14 was the disagreement coupling of Hofer-Temmel and
Houdebert (2019) and Last and Otto (2021), which was inspired by the results of van den Berg and Maes
(1994) in the discrete setting, we should also mention at this point that a non-Poisson version of disagreement
percolation was applied by Dereudre and Houdebert (2021) to prove uniqueness of the Widom-Rowlinson
process for a certain range of parameters. This Gibbs process is not governed by a pair potential but enjoys
nice and rather specific monotonicity and symmetry properties.

The connection function ¢ =1 —e™"

, which appears prominently in this chapter, was already used by Given
and Stell (1990) and Georgii and Haggstrom (1996) for a Fortuin-Kasteleyn type coupling of a Potts model
and the continuum random cluster model. While their coupling proceeds by conditioning, we use a marked
Poisson process for embedding two Gibbs processes with different boundary conditions and, at the same time,
for constructing a RCM. This way we are able to directly refer to the percolation properties of a Poisson-driven
RCM. The function —p = e~ — 1 is called Mayer’s f-function and appears in the context of cluster expansions,
referring once more to Jansen (2019) for an overview. Closely related to this last point is the fact the Mayer’s
f-function appears in the Kirkwood—Salsburg equation in Theorem 4.11.

Before we turn to a simulation study in explicit examples, we return to the large and slightly more abstract
class of particle processes from Section 3.4, and we make three comments alluding to possible further examples

in the discrete setting as well as future research.

Example 5.19. As in Examples 3.40 and 3.42, suppose that X is the space C(9 of non-empty compact subsets
of R% Let V : €D U {@} — [0, 00] be measurable with V(&) = 0. For instance, V could be the volume or, if
the reference measure ) is concentrated on the convex bodies, a linear combination of the intrinsic volumes.

Assume that the pair potential is given by
o(K,L)=V(KNL), KLeC?.

As a percolation model, the associated RCM with connection function ¢ = 1 —e™" is considerably more general
than the Boolean model. The latter arises in the special case V(K) = oo - 1{K # @}, where the connection
function is given by @oo (K, L) = 1{K N L # &} and the connections do not involve any additional randomness.

Theorem 5.14 requires (¢, A) to be subcritical, while the previous results of Hofer-Temmel and Houdebert
(2019) and Benes et al. (2020), when specialized to non-negative pair potentials, require the Boolean model
(poos A) to be subcritical, as in Corollary 3.41. Since ¢(K, L) < oo (K, L) our result gives better bounds on the
uniqueness region. In particular, (K, L) < poo (K, L) whenever V(K N L) > 0. If, for instance, V is continuous
at &, then p(K, L) can be arbitrarily small but still ¢, (K, L) = 1. O

Remark 5.20. Since we allow for a non-diffuse intensity measure, our results cover the case of a discrete graph
G = (V,E). We may then take X = V and A = v\, where )¢ is the counting measure on V and v > 0. A
possible choice of a connection function is p(z,y) = p if {z,y} € E and ¢(z,y) = 0 otherwise, where p € (0,1)
is a given probability. The resulting RCM is a Poisson version of a mized percolation model, see Chayes and
Schonmann (2000). However, ¢ could also be long-ranged as considered by Deijfen et al. (2013). In fact, it is
easy to come up with a version of the model by Deijfen et al. (2013) driven by a Poisson process in Z¢. In

principle it might be possible to apply our uniqueness results to discrete models of statistical physics. O

Remark 5.21. It is believed (see e.g. Dereudre, 2019, and the references given there) that in many Gibbs

models there is some threshold v* > 0 such that more than one Gibbs measure exists once the activity is larger
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than v*. This phase transition was rigorously proven by Georgii and Haggstrom (1996) for a continuum Potts
model and in particular for the Widom-Rowlinson model. Recently it was shown by Dereudre and Houdebert
(2021) that the latter even undergoes a certain sharp phase transition. We expect ., as defined by (5.3) with
p=1—e"", to be much smaller than v*. A careful analysis of our proofs suggests that a possible, but rather
implicit, approximation of v* is a critical intensity which is defined in terms of random connection models
based on suitable finite volume versions of a Gibbs process with pair potential v, comparable to Proposition 3.1
of Georgii and Haggstrom (1996). This is also supported by the discussion of Georgii et al. (2005). Improving
the lower bound on the region of uniqueness from Corollary 5.15, or even understanding the phase transition,
remains an active field of research. We believe that our methods can be further improved to contribute to this

endeavor. O

Remark 5.22. Another interesting question is whether repulsive pair interaction processes in the subcritical
regime have mixing and decorrelation properties. In order to apply Theorems 3.34 and 3.38 to obtain such
results, a bound similar to (3.13) is required for the random connection model. To the author’s knowledge such
bounds are not yet available. Even if they where, some technical result in the lines of Section 5.3 would be
required to obtain the corresponding bounds for the approximating model of the RCM as well. At least for

interactions with finite range, results of this kind should be feasible. O

5.6. SIMULATION RESULTS FOR THE CRITICAL THRESHOLD

Upon comparing the random connection model with a branching process, Theorem 5.14 implies Corollaries 5.17
and 5.18 which correspond to the uniqueness result of Houdebert and Zass (2022). However, it is known from
simulations for the Gilbert graph, which corresponds to the hard sphere model, that the branching bounds are
widely off the actual critical intensity in low dimensions. For an overview we refer to Ziesche (2018). Thus, we
expect Theorem 5.14 to yield substantial improvements over Corollary 5.17 in low dimensions. To illustrate
this point, we provide simulation results that give a rough overview on this difference in various models.

To approximate the true critical intensity of the random connection model we proceed as follows. For a given
connection function in R¢ with finite range R > 0, for instance one coming from a pair potential, in a given
dimension d and for a given intensity v > 0, we fix a large system size S > R. In the ball of radius S around
the origin we now construct the cluster of the origin in the RCM based on a stationary Poisson process with
intensity v augmented by the origin. We start by simulating Poisson points (according to the given intensity)
in the ball of radius R around the origin, corresponding to all points which could possibly be connected to the
origin and we check each of those points for such a connection (only to the origin). In the following, we keep
track of three types of points, namely saturated points which are part of the cluster and whose perspective
has already been taken (which after the first step includes only the origin), those points which are part of the
cluster but around which we might still have to simulate new Poisson points, and those Poisson points which
are not yet connected to the cluster. Then we proceed algorithmically as follows. Of those cluster points from
whose perspective we have not yet simulated we choose that point x which is furthest away from the origin to
take its perspective, meaning that we check if that particular point connects to any of the Poisson points which
already exist but are not yet part of the cluster, and then proceed to simulate new Poisson points (according to
the given intensity) in that part of B(x, R) which was not yet covered in previous steps and we check if any
of the new points connects to . Note that we do not look for connections between two cluster points as we
already know that both are part of the cluster and an additional connection between them does not change
the size of the cluster. Also notice that when we first generate new points, we do not check for connections
among them immediately (and only for connections to the center of the given step), but as soon as we take the
perspective of any of the cluster points we check for connections to the points in its neighborhood and thus
miss no relevant connection. The algorithm terminates as soon as all cluster points are saturated, and hence

the construction of the cluster was completed within B(0,.S), or if the cluster connects to the complement of
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B(0,.5), meaning that some point in the cluster has a norm larger than S.

To make a decision whether the RCM percolates for a given intensity, we construct the cluster 5,000 times.
If the cluster connects to the complement of B(0,S) a single time, we count that as percolation, even though,
of course, a larger initial choice of the system size might have revealed that the cluster is actually finite. If
the cluster lies within B(0,S) in each of the 5,000 runs, we count this as no percolation. To find a rough
approximation of the critical intensity, we start at the branching lower bound, which is easily calculated for a
given model, and increase the intensity by 10% as long as our algorithm decides that no percolation occurs.
As soon as we first encounter percolation, we accept that intensity as an upper bound and the last intensity
at which no percolation occurred as a lower bound. To refine the approximation further, we then slice the
resulting interval by half two times, investigating the middle between the two bounds for percolation and
adjusting the upper and lower bound accordingly. Note that the choices for S and the number of runs where
made according to our computational resources, larger values for both quantities will surely lead to better
estimates, but one has to observe that there is no theoretical guarantee that the simulation will provide lower
bounds for the critical intensities (see the discussion below). Note that a highly related algorithmic way for
exploring a cluster is explained in Chapter 5.2 of Janson et al. (2000) for the discrete setting with finitely many
vertices. In particular, we followed Janson et al. (2000) in calling certain cluster points saturated.

To establish that the simulations yield plausible and useful results, we consider as a benchmark the hard

sphere model which corresponds to the classical Gilbert graph, cf. Chapter 16 of Last and Penrose (2017).

Example 5.23 (Hard spheres - Gilbert graph). The pair potential corresponding to the hard sphere model
is vg(z,y) = 0o - 1{|z — y| < R}, for x,y € R?, referring to the more general Example 4.15. This interaction

corresponds to the Gilbert graph with range R, whose connection function is given by

or(z,y) =1 —exp(—vR(Ly)) = ]l{|x —yl < R}.

The percolation properties of the Gilbert graph, in turn, are exactly those of the Boolean model with grains
being balls with fixed radius R/2.

N

Figure 5.1.: Excerpt of a realization of a Gilbert graph with intensity v = 0.35 and range R = 2. Depicted are
only the Poisson points within [0, 25] x [0, 10] and their connections among each other.

The branching lower bound on the critical intensity is

- 1 _r(¢+1)
(s [ ertmmicio) - LB, R)  RE-l

In the simulations in Table 5.1, we fix R = 2 and compare the approximation of our method of simulation with
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the branching bounds and some of the best approximations for the critical intensity from the literature, namely
the results from Torquato and Jiao (2012). Note that it is common in physics to investigate the percolation
behavior in terms of the reduced number density, so we had to convert the values from Torquato and Jiao
(2012) into corresponding critical intensities by dividing with the volume of the unit ball in the given dimension.

Throughout we round all values to five significant digits.

d S Approx. of 7. Branching bound Values due to Torquato and Jiao
2 1000 0.34072 0.079577 0.35909

3 500 0.079338 0.029842 0.081621

4 300 0.025915 0.012665 0.026435

5 200 0.010039 0.0059368 0.010342

Table 5.1.: Gilbert graph

The comparison between our approximation and the lower bounds of Torquato and Jiao (2012) (with the
correction reported by Torquato and Jiao, 2014), which are known to be very precise, show that our simulations,
even with the very manageable choice of the simulation parameters, are reasonably well calibrated in that they
provide conservative lower bounds for the critical intensity which are not wide off the mark and thus provide a
solid reference for the order of magnitude of the critical intensity. The table shows that the critical intensities
of the Gilbert graph are substantially larger than the branching lower bounds, which implies that our bounds
on the region of uniqueness in the hard sphere model is substantially larger than the bounds by Houdebert and
Zass (2022). For the hard spheres model this is not a new observation since our results agree, in this specific
model, with the earlier disagreement percolation results of Hofer-Temmel and Houdebert (2019). This is due to
the fact that, as discussed in Section 5.5, the range of the potential is the only information taken into account
by Hofer-Temmel and Houdebert (2019) and for the hard spheres model it happens to be the only relevant

parameter. In the upcoming examples a further improvement can be observed. O

Next we consider a modification of the hard sphere model, where an arbitrary overlap of spheres is possible,

namely the penetrable spheres model considered by Likos et al. (1998).

Example 5.24 (Penetrable spheres - adjusted Gilbert graph). Let 0 < ¢ < co and consider the pair
interaction
v(z,y) =c- |z —y| <R}, w,yeR™

The parameter ¢ (which in the hard sphere model is 00) gives a measure of how valiantly spheres resist an
overlap, but as c is a fixed constant, the manner of the overlap plays no role in the spheres resistance of it. The
RCM corresponding to this interaction function has connection function ¢(z,y) = (1 —e™°) - 1{|z — y| < R}.
As we simulate from the RCM perspective, we parameterize p = 1 —e™¢ € (0,1) (in our case p = 0.5 and
p = 0.75) which is then the probability that any two points with distance less than R connect. Hence, the
model can be interpreted as a modified Gilbert graph with an adjusted connection probability.

The branching lower bounds for the adjusted Gilbert graph are simply those of the Gilbert graph divided by

p. In order to be able to compare the simulation results for the different models, we again fix R = 2.

d S Approx. of 4.  Branching bound d S Approx. of 7.  Branching bound
2 1000 0.48813 0.15915 2 1000 0.39376 0.1061

3 500 0.12503 0.059683 3 500 0.096166 0.039789

4 300 0.041814 0.02533 4 300 0.03216 0.016887

5 200 0.01699 0.011874 5 200 0.012459 0.0079157

Table 5.2.: Adjusted Gilbert graph with p = 0.5 (left) and p = 0.75 (right)
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Figure 5.2.: Excerpts of realizations of adjusted Gilbert graphs, both with intensity v = 0.35 and range R = 2,
for p = 0.5 (left) and p = 0.75 (right). Depicted are only the Poisson points within [0, 15] x [0, 15]
and their connections among each other.

The observations in the penetrable spheres model (Table 5.2) are similar to those in the case of hard spheres.
Even our conservative approximations of the critical intensity, and hence the region of uniqueness, improve
the branching bounds (or Dobrushin method, cf. Houdebert and Zass, 2022) by factors larger than 3 in two
dimensions. In five dimensions the improvement is still by factors of more than 1.5. Also the approximated
values for v, are substantially larger than in the Gilbert graph, which is an improvement over the classical
disagreement percolation approach by Hofer-Temmel and Houdebert (2019), where only the range of v is taken

into account. O

As a last model we consider a pair interaction discussed in the physics literature, namely the soft-sphere or

inverse-power potential, which can be traced back at least to Rowlinson (1964).
Example 5.25 (Inverse-power potential). The pair interaction function is given by

iyln]l{|x_y|SR}7 1‘7Z/€Rd7

v(x,y) =b- |{,C_

where b > 0 is the characteristic energy and n € N the hardness parameters. We fix b = 1 and consider

n € {6,12}. The connection function of the corresponding RCM is

R’I’L
plz,y) = 1—exp(—>}-]l z—y| < Rj.
@ = | )| el < R)

d S Approx. of 7. Branching bound d S Approx. of 7.  Branching bound
2 1000 0.35494 0.084969 2 1000 0.35272 0.082379
3 500 0.087095 0.03276 3 500 0.083445 0.031387
4 300 0.028471 0.014254 4 300 0.027011 0.013523
5 200 0.01128 0.0068329 5 200 0.010873 0.00643

Table 5.3.: Soft-sphere model with n = 6 (left) and n = 12 (right)
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Figure 5.3.: Excerpts of realizations of the RCM corresponding to the inverse-power potential, both with
intensity v = 0.35 and range R = 2, for n = 6 (left) and n = 12 (right). Depicted are only the
Poisson points within [0, 15] x [0, 15] and their connections among each other.

The branching lower bounds for the critical intensity calculate as

ord/2 R R -
WT/ {1—exp<—n)}~rd_ldr
(%) Jo r
To ensure comparability, we again consider R = 2. The simulations in Table 5.3 indicate that in the soft-sphere

model Theorem 5.14 yields improvements on the region of uniqueness qualitatively similar to the penetrable

spheres model. @

The results of our simulations lead to the following observations. In the dimensions we consider, the true
critical intensities are larger than the branching bounds by factors between 1.4 and 4.5, depending on the model
and (mostly) on the dimension. Thus, Theorem 5.14 improves the regions of uniqueness of the corresponding
Gibbs process by those very same factors as compared to Houdebert and Zass (2022). Moreover, for the
penetrable and soft spheres, the critical values are larger than those of the hard spheres which stands for an
according improvement of the results by Hofer-Temmel and Houdebert (2019). While it is known from Meester
et al. (1997) that the branching bound improves as the dimension grows, it also seems to improve (if much less
s0) if the overall connection probability in the RCM decreases and the critical intensity thus rises.

Note that our approximation approach is really just an approximation and not founded on a solid theoretical
basis. The benchmark model (hard spheres) and the corresponding existing simulations indicate that a further
improvement of our approximations (by somewhere around 2-5%) is possible, but to the author’s knowledge
the presented simulations are the first for general random connection models. As such, our hands-on approach
provides fairly conservative approximations of the critical intensity of the RCM and gives a good idea of its
overall magnitude, in particular compared to the branching bound. One possible approach to theoretically
founded simulations, which would lead to approximations that come with confidence intervals, is to prove a
mean-field lower bound for the RCM in lines with Equation (5.1) of Ziesche (2018) for the Gilbert graph. This
is an open problem for further research. The rigorous lower bounds on the critical intensity of the Gilbert
graph derived by Hall (1985) and Ziesche (2018) indicate that theoretical improvements over the branching
bound should also be feasible.



APPENDIX A

SOME DETAILS ON MEASURE THEORY AND ANALYSIS

The appendix chapter contains some complements from measure theory, functional analysis, and topology. By
nature, the choice of topics that belong not into the main document, but into the appendix, is subjective. The
goal here is to collect technical results which are too specific to simply assume that the reader is familiar with
them, but whose details are not important enough to appear in the main body of the thesis.

Such results as are well-documented in the literature are embedded in a way that makes each of the appendix
sections reasonably self-contained, but these results are not proven anew. As before, we call any such result a
Proposition, as we propose that the reader might accept them without proof. Claims which are significantly
adapted or even generalized, as compared to the existing literature, or results which are completely new, as

well as claims for which proofs are hard to find, are proven in full detail.

A.1. FACTORIAL MEASURES

We recall the definition of factorial measures on an arbitrary measurable space. The generality of the construction
is due to Last and Penrose (2017). We mostly collect their results but add some new (and mostly technical)
insights. Before we start, let us mention that a very slight technical error is made by Last and Penrose (2017):
to guarantee the measurability of the term in their Equation (A.15), the localizing structure on the measurable
space is explicitly needed, as laid out in Lemma A.4 below.

Fix a measurable space (X, X’) with localizing structure By C By C ... and let the space N be defined
as in Section 2.2. We write [k] = {1,...,k} for k € N, [0] = @, and [k] = N if &k = co. For a measure
W= Z?Zl 0z, € N with k € No U {oo} and z; € X, define the m-th factorial measure of p on (X, X¥™) as

m #
D DI ST (A1)

jlv---vjme[k]

where the superscript # is used to indicate that the indices in the summation are pairwise distinct and where
the term is defined as 0 € N(X™) if the sum is empty. Clearly, x(™ € N(X™) and p(*) = p. It is also easy to
verify that

) — / (én{<x1,...,xm+l> €} du(@ms) —;1{@17...,%%) € })du(m’<wh~~-=wm> (4.2)

for each m € N. It is well-known that in general measurable spaces not every measure in IN can be written as a
sum of Dirac measures (cf. Exercise 2.5 of Last and Penrose, 2017). Still, for each u € N there exists a unique
sequence of symmetric measures u(™ € N(X™) with u*) = p and such that (A.2) is valid for each m € N.
This is guaranteed by the following result, stated as Proposition 4.3 by Last and Penrose (2017).

Proposition A.1 (Last and Penrose). For each i € N there exists a unique sequence of symmetric measures
p™ e N(X™) (m € N) such that p™) = pu and the recursion (A.2) is valid for all m € N. Moreover, the maps
p ™ € N(X™) are measurable.

A proof of this proposition is given in Appendix A of Last and Penrose (2017). As we have mentioned before,

though the authors do not state this explicitly, it is essential to have the localizing structure on X to obtain the
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measurability of y — (™). Proposition A.1, and thus, by extension, recursion (A.2), is the definition of the
factorial measures that we adopt. The following proposition collects those properties of factorial measures that
can be found in Chapter 4 and Appendix A of Last and Penrose (2017).

Proposition A.2. Let u,v € N and fiz any m € N. The following properties are satisfied.
(i) If Dy,..., Dy, € X are pairwise disjoint, then p™ (D x ... x D,,) = H;n:l w(Dj).
(ii) For B € X it holds true that (™ (B™) = u(B) - (w(B) = 1) - ... (u(B) —m—+1).

)
)

(iii) For B € X it holds true that (u™)pgm = ,uggm),

(iv) For B € X the relation u(™ (B™) = 0 holds whenever u(B) < m.
)

(v) If u < v, then ﬂ(m) < plm),

We complement the previous proposition by the following additional property.

Lemma A.3. Fizm,k € N with k > m and let u € N. Let B€ X and D € X®™. If u(B) = k, then
k —m m
(D x BF™) = (k —m)l - u§ (D).
Proof. For ;i € N with pu(B) = k and k > m, the recursion (A.2) gives
MgHI)(D x B) = (M(B) — m) ]1{(301, ceyTy) € D} d,ugn) (21,...,2m) = (k—m) - ,u(Bm) (D)

Xm

and, by applying this relation iteratively k — m times, we obtain ug)(D x B¥=m) = (k —m)! - ,uSBm)(D). O

Already in writing down the (multivariate) GNZ equations, the following measurability property is essential.

We mostly use this result for Y = N or Y = N x N, but different choices also appear occasionally.
Lemma A.4. Let (Y,Y) be an arbitrary measurable space and fix m € N. The mapping
NxY> (uy)— f(@r, .y, y) du™ (z1, .. 2m) € [0, 0]
X’nl
is N ® Y-measurable for every measurable function f:X™ x Y — [0, 00].
Proof. By Proposition A.1, the mapping p — x(™ is measurable, so for D € X®™ and A € Y the map
(lu‘ay) = ]lDXA(wla v axmay) dﬂ(m)(zla v 7xm) = ]]-A(y) : u(m) (D)

Xm,
is measurable. Denote by D the collection of all sets £ € X®™ ® Y for which

(May)H ]lE(xla--~7xmay)d:u/(M)(-T17~-~7xm)

Xm

is measurable. The 7-system {D x A: D € X®™ A € Y} is contained in D, we thus have X" x Y € D, and D
is clearly closed with respect to countable disjoint unions. Let F, F' € D with E C F' and observe that

/ ]lF\E(xl,...,xm,y)du(m)(xl,...,xm) = lim ]lF\E(xl,...,xm,y)du%ﬂz)(xl,...,xm)

{—00 Xm

by monotone convergence, using part (iii) of Proposition A.2. Since ug’;) (X™) < u(By)! < o0, the following

difference of integrals is well defined (for each ¢ € N)

/]lF\E(xl,...,xm,y)dugz)(ml,...,xm):/ ]lp(xh...7mm,y)du§$)(x1,...7xm)
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— / 1e(z1,... Tm,Y) dugj)(xl, ey Tm)-

The right hand side is a measurable function of (u,y) since E, F' € D and p — pp, is measurable. As limits of

measurable functions are measurable, we conclude that

(/Lay)'_) ]]-F\E(xla"~7x7717y)d/i(m)(xla"'7xm)
X’Vﬂ,

is measurable, so F'\ E € D. Therefore, D is a Dynkin system and Dynkin’s 7-A-theorem implies D = X®" @ ).

Standard monotone approximation completes the proof. O

Equation (4.19) of Last and Penrose (2017) indicates how factorial measures can be used to represent any
functional on N when evaluated on Ny. Indeed, refining that particular equation and extending it by monotone

approximation immediately yields the following result.
Proposition A.5. Let F': N — [0, 00] be a measurable map. For any p € Ny,
m

F(u):]l{u(X)zo}-F(O)+Z%ﬂ{u(x): (Zaﬁ) M) (24, .. T,

Xm

We frequently use Proposition A.5 to argue that a function which is finite for sums of finitely many Dirac

measures is finite on the whole of N.

Lemma A.6. Let G: N — [0,00] be a measurable map such that G(0) < co and G(dy, + ...+ 0,,) < 00 for
all z1,...,2m € X and any m € N. Then G(p) < oo for each p € Ny.

Proof. Applying Proposition A.5 to the measurable map F(u) = ]l{G < oo} and using the assumption, we
obtain, for any v € Ny,

1{G(n) < oo} = 1{p(X) =0} - 1{G(0) < o0}

+Z—]l{u m}/ { iéxj)<oo}du(’")(fc1w-wwm)

j=1
= ]l{u(X) = 0} —+ Z E ]l{u m} ptm (X™)
m=1
= 1{u(X) < oo}
=1,
where part (ii) of Proposition A.2 yielded the third equality. O

Note that the statement of Proposition A.5 also holds for any measurable map F : N — R (splitting
F = F* — F~) without additional integrability assumptions on F. This lack of integrability assumptions is
justified by applying Lemma A.6 (with (A.1) in mind) to the maps

F(Z%j)‘du(m)(xl,...,mm)

Gw) = 1{u(X) =m} |

for m € N. The following result related to Proposition A.5 is implicit in Lemma 2.44 of Jansen (2017).

Lemma A.7. Let F': N — R be a measurable map. For any u € Ny,

Flu +Z / Z m”'F(Z(S) M) (z1,. 0 2,

JC[m] JjeJ
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where |J| denotes the cardinality of the set J.

Proof. Note that the claim is trivial for g = 0, so assume that 1 < u(X) < co. The functions integrated on
the right hand side of the equation in the statement of the lemma are integrable by Lemma A.6 and (A.1). As
p™) =0 for any m > u(X) by Proposition A.2, the sum in the lemma is, in effect, always finite, so all terms
are well-defined.

Now, let y1,y2,... € X and fix k € N. Then, for any measurable map F : N — R, a change in the order of

summation gives

3 S -y "”F<25 ): 3 ( 3 (-l J> (Z5y)

IC[k]JCI s JCIk] \JCIC[k] Jj€J

Z<k2|jf|( Z_(k|J|>> Z%

JC[k] =0 JeJ

> uflal =k} F(D4,)

JC[k] JjEJ

)

=1

Rewriting the first sum on the right hand side gives

k k
F(Y0,)=Fo)+ Y - Y < 3 (—1)m—JF(Z<5y“)>
i=1 m=1"" ji,..im€[k] \JC[m] icJ
[e's) k
—FO)+ Y %/ Y (- *‘*"F(Z(Sde(Zéyi)( (s ). (A.3)
m=1 "™ Jcm] jed i=1
Proposition A.5 extends (A.3) to general p € Ny and completes the proof. O

Exercise 4.3 of Last and Penrose (2017) asks the reader to prove that, for any p € N, z € X, and m € N,

(4 0,) Y =+ 4 / []l{(m,xl, conxm) € b4+ (21, T, 2) € }} dp ™ (z1, .. ).
(A.4)
We formulate and prove the following lemma as an extension of this exercise. Therein, we denote by S(n) the

symmetric group of degree n containing all permutations of [n] = {1,...,n}. For z1,...,2, € X and 7 € S(n)

we write 7(21,...,2,) = (ZT(1), ce zT(n)).

Lemma A.8. Let k,m € N and p,v € N with p(X) =k and v(X) = m. Then

(u+l/)(k+m = m' ./xk /m Z ]l{’T (#1, -« Zktm) € - }du m) ey Zm) du(k)(zm+1,...7zm+k)
T€S(k+m)

and, for any measurable and symmetric function f : XF+t™ — [0, o0],

/ f(zl""7Zk+m)d(:u‘+y)(k+m)(zlv'-~7Zk+m)
Xk-l—'m

k + m)
( f(xla" xkay17"'>ym)dy( )( . 7ym)dﬂ(k)($177$k)

xk Jxm

Proof. We only show the first claim, with the second claim following by monotone approximation. Clearly,

both (g4 1) *+™) and the term in the lemma constitute finite measures on X**™. To prove that these measures
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are equal it suffices to show that they agree on sets of the form C; x ... x Chym € X®FE+M) " Thus, let
C1,...,Crim € X. Denote by A the field generated by these sets. Lemma A.15 of Last and Penrose (2017)
yields the existence of z1,..., 2k, y1,...,Ym € X such that p’ = Ele 0z, and v/ = Z;nzl oy, satisfy

pM(D) = (1 )™(D) and v™(D) = (V)™ (D)

for all n € N and D € A®", where A®" is the field generated by the system {D; X ... x D, : Dy,..., D, € A}.

Similarly, there exist z1, ..., Zk4m € X such that (u +v) = Zf;m d,, satisfies

(1+0)" (D) = ((u+v)) " (D)
for all n € N and D € A®". Hence, (A.1) implies

((p+ V)')(k+m)(01 X ... X Cram)

= Z?é ]1{(zi1,...,zi,€+m)601><...><Ck+m}-

11, sbtm E[k+m]

(4 v)EF™(C) x X Crgm)

From the construction in Lemma A.15 of Last and Penrose (2017) it is obvious that (u + v) =y’ 4+ v/, so the

previous term equals

# # 1
Z Z m Z ]l{T(iCil,...,{Eik,yjl,...,yjm)601X...XCk+m},

i1y ik €[K] G1seeesdom €[m)] " reS(k4+m)

which, by (A.1) and the construction of 4’ and v/, equals the right hand side of the claim. O

A.2. LOCAL EVENTS AND LOCAL FUNCTIONS

In this part of the appendix we deal with local events and functions. The results we present are mostly scattered
in the literature and usually stated without proof, which is understandable as they involve only very basic
measure theory. For one rather comprehensive reference we mention the lecture notes by Preston (2005b). We
still provide full detail on these concepts and adapt them to our notation.

We consider the setting from Section 2.2, where (X, X') is a measurable space, which is localized by the sets
B; C By C ..., and N is the set of all locally finite counting measures on X. Recall that 75 : N — Ny U {oo} is
the evaluation map pu — p(B), for B € X, and that N is the o-field on N generated by {mp : B € X'}.

For a set B € X we define the map pg : N — N, pp(u) = pp, which assigns counting measures their

restriction onto B. Put

Np =0(ps) = pEI(N)a
the o-field on N generated by pp. Moreover, define Z = | J X, Np.
Definition A.9 (Local events and local functions).

e A set A € N of counting measures is called a B-local event (for some B € X) if A € Ng. We say that
A € N is a local event if there exists a set B € X}, such that A is B-local, that is, if A € Z.

o A measurable map F : N — [—00,00] is called B-local (for some B € X) if F(u) = F(ug) for all u € N.
The map F' is called a local function if there exists a set B € A} such that F'is B-local.

Notice that we define B-locality for arbitrary sets B € X, but whenever we call an event or a function
local, we specify to bounded sets B € &,. In the following lemma we provide detailed information about the

properties of local events and functions.
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Lemma A.10. In parts (i) — (v), fiz a set B € X.

(i) The o-field N is generated by the evaluation maps wp, for D € X with D C B, that is,

(i)
(iii)
(iv)

(v)

Ng=o(rp:DeX,DcC B)

In particular, Ng C N.

For A€ Ng and u € N it holds true that p € A if, and only if, ug € A.

The collection Gg = {ANA": A€ Ng, A’ € N} satisfies o(Gg) = N.

A measurable map F : N — [—o0, 00] is B-local if, and only if, F is Ng-measurable.

A set A € N is B-local if, and only if, 1 4 is a B-local function.

Furthermore,
(vi) Dy, Dy € X satisfy D1 C Dz if, and only if, Np, C Np,.
(vii) For each D1, Dy € X it holds that Np,up, = 0(Np, UND,).
(vili) The collection Z = Jpc, N is an algebra of subsets of N with o(Z) = N,
(ix) DefineE ={BxA:Be Xy, Ac Z}. Then & is a w-system and o(E) = X QN

Proof. (i) For A= {p e N:pu(C) =k}, with C € X and k € Ny, we have

(iii)

pp'(A)={peN:pupe A} = {peN:up(C) =k} = {p e N:mcnp(u) =k},

and therefore N C o(mp : D € X, D C B). To prove the converse inclusion, let D € X with D C B and
k € Ng. Then

o ({k}) ={n e N:mp(n) =k} = {n e N:7p(pp(n) =k} = p5 (75" ({k})) € N,
so each mp is Ng-measurable. Since o(wp : D € X, D C B) is the smallest o-field for which all of these
maps are measurable, we have o(rp : D € X, D C B) C Np.

Fix p € N. Define the collection of sets
HZ{ACN:ueAif,andonlyif, ,uBEA}.

It is trivial to verify that H is a o-field over N. For each D € X with D C B and any k € Ny, we have
p € mpt({k}) if, and only if, up € 75 ({k}). Consequently, each such 7p is H-measurable. Part (i) gives
Np C H, which implies the claim.

By part (i) we have Ng,Nge C N. Hence Gg C N and o(Gg) C N. Now, let D € X and k € Ny.
Observe that

mo (k) = {u e N:u(D) =k} = | ({n € N un(D) = 7} 0 {1 € N 2 ps(D) =k — j})

J

I
o

|
(-t

I
=)

(5" (5 (171) Nt (r5 ({0 — 1) )

J

m
Q

(GB).

We conclude that 7p is 0(Gp)-measurable for each D € X, so N C o(Gp).
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(iv)

(vi)

(vii)

(viii)

(ix)

If F' is B-local, then by definition F' = Fopp, so F is N g-measurable. Conversely, if F' is Ng-measurable,
then the factorization lemma (cf. Lemma 1.13 of Kallenberg, 2002) provides an N-measurable map
G : N — [—00, 0] such that F = G o pg, which shows that F' is B-local.

This follows immediately from (iv).

If Dy C Do, then (i) implies Np, C Np,. For the converse implication, assume that Np, C Np,. Let
A= {peN:puD;)=1}. As before, we find that

A={peN:pp, (D) =1} ={peN:mp, (pp, () =1} =pp (75 ({1})) € Np, C Np,

and part (v) yields that 14 is both Dj-local and Ds-local. Now, if there exists a point & € D7 such that
x & Do, then
1=14(0,) =14((02)p,) =14(0) =0,

a contradiction. We conclude that Dy C Ds.

From part (vi) it follows that Np,,Np, C Np,up,, so c(Np, UNDp,) C Np,up,. Moreover, for D € X
with D C Dy U D5 and k € Ny, we have

k
b ({k}) = U({MGN:m )=} N {p€N:up,(D\ D) = k= j}) € o(Np, UND,),

so 7p is o(Np, UNp,)-measurable. Hence, Np,up, C o(Np, UND,).

Since @, N € Np for each D € X}, we clearly have @, N € Z. For A € Z we find D € &}, with A € Np
and, as Np is a o-field, we have N\ A € Np C Z. For Ay, Ay € Z we find Dy, Dy € X, with A; € Np,
and Ay € Np,. By part (vii) we then have A;, Ay € Np,up, and therefore A; U Ay € Np,up, C Z
(noting that D; U Dy € X,). Hence Z is an algebra. The inclusion o(Z) C N is clear from part (i).
However, it also follows from (i) that w5 is Np-measurable for each B € X}, so we can conclude that
N C o(Z) as soon as we establish that

N =o(rp: B€X,).

By definition of N/, we have o(mg : B € &X) C o(np : B € X) = N. For the other inclusion, note that,
for any B € X and upon putting By = &

7TB Z,LL B ﬂ B[ \ By_ 1 = ZWBH(Bz\Bzfﬂ(:u)’
=1

for each p € N, so g is measurable with respect to o(7p : B € A}).

It follows from part (viii) that £ is a m-system. We clearly have
o) Co({BxA:BeX, AcN})=XQN.

Consider the projection maps pry : X x N — X and pry : X x N — N. The o-field X ® N is the smallest
o-field for which both projections are measurable. Thus, if we show that both projections are measurable

with respect to o(€), the proof is complete. For A € Z we have

prg (A) =X x A= G(Bf x A) € 0(&),
(=1
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so (viii) gives pryy' (M) = pryy (0(2)) = o (pry' (2)) C o(€). Similarly we obtain, for each B € Xj,

pry'(B) =B x N = U (Bx {peN:puB)<n})ea(),
n=1
where we use that measures from N assign B finite value and that {y € N : u(B) < n} € Ng C Z. We
conclude that pry'(X) = a(prgl(é\fb)) C o(€). O

As in the proof of part (viii), it follows that |J;=, Np, is an algebra which generates N.

A.3. MEASURABLE DIAGONALS

It is common in point process theory to assume that the state space is (at least) a Borel space in order to
handle measurability issues. However, many properties can be established under a weaker assumption. For
instance, the measurable removal of points from a counting measure as well as the study of simple counting
measures requires only that the space has a measurable diagonal. Even though Section 6 of Last and Penrose
(2017) contains some hints that this assumption might be sufficient, the rigorous details are laid out for the
first time (to the authors knowledge).

Let (X, X) be a measurable space with localizing structure By C By C ... and let N be defined as in Section
2.2. We say that X has a measurable diagonal if

Dx ={(z,y) e X’z =y} € X®,

borrowing the notation from Last and Penrose (2017).

Lemma A.11. Assume that X has a measurable diagonal. Then X is separable, that is, {x} € X for each
x € X. Moreover, the map X X N 3 (z, ) — p({z}) € Ny is well-defined and measurable.

Proof. For each z € X the map h, : X — X2, h,(y) = (z,y) is measurable, so {x} = h;!(Dx) € X. As
there exists some ¢ € N such that © € By, we actually have {z} € X}, so the definition of N ensures that
u({z}) < co. In particular, the map in consideration is well-defined. Since X has a measurable diagonal, the

mapping (z,y) — Lp,(x,y) is measurable and Lemma A.4 implies the measurability of

(1) v / 1, (2, y) du(y) = / 1 =y} duly) = / Loy () duy) = p({z}). 0

Lemma A.12. If (X, X) is countably generated and separable, then X has a measurable diagonal.

Proof. Let C1,C5, ... € X be the sets that generate X. Define, for n € N,

X, = { ﬂcjf E€1,...,En € {0,1}},
j=1

where we set C9 = (C;)¢ and C} = C;. We claim that Dx = (,_; Ugcx, (C x C) which is clearly a measurable
subset of X?. Let # € X and n € N be arbitrary. For each j € {1,...,n} either z € C; = C} or z € (C})* = CY.
Hence, we find C' € &, such that (z,z) € C x C. Now, let (z,y) € 721 Ugex, (C x C). Assume that = # y.
It is easy to verify that

H:{AGX:mGAif,andonlyif,yeA}

is a o-field over X. If we had = € Cj if, and only if, y € C; for each j € N, then {C1,C5,...} C H and
therefore H = X. However, {z} € X by separability, but {x} ¢ H as x # y. Consequently, we find an index
k € N such that (possibly after relabeling) « € Cy and y € (Cj)¢. This implies that, for every C € X}, we
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have (z,y) € (C x C)¢ which poses a contradiction to the fact that (z,y) € ;2 Ugex, (C x O). Thus the

assumption x # y is false and we must have x = y. O

Note that in Lemma A.12 a slightly weaker assumption than the measurable space being countably generated
actually gives equivalence, see Musial (1980). For our purposes, however, the above statement is enough since
the substandard Borel spaces we consider (in Appendix A.6 and Sections 3.1, 3.2) are countably generated.
Notice that Lemma A.12 includes every second countable Hausdorff space and thus in particular every separable
metric space. It also includes every Borel space.

For a measure ;4 € N and a point « € X we define

p\ 0z = ,u_(sa:]l{.u({x}) > 0}7

which is itself a counting measure on (X, X). The measure p\ 65, \ ...\ 0z, , for 1,..., 2, € Xand m € N, is

defined iteratively.

Lemma A.13. Assume that X has a measurable diagonal. Then the map d,, : X™ x N — N,

A (21,3 Ty 1) = 0\ Oy \ -2\ Oy,

is measurable for each m € N.

Proof. We prove the claim by induction, starting with the initial case m = 1. Note that, for any B € X,

(@, 1) = di(z, 1) (B) = (n\ 0:)(B) = u(B) — I{x € B} - 1{u({z}) > 0} € No U {00}

is measurable by Lemma A.11. If the map d,, is measurable for any fixed m € N, then d,,+1 is also measurable

since dpyp1(21, .oy Tmg1, 1) = dy (xm+1,dm(x1, .. 79cm,,u)). O

Remark A.14. Let X have a measurable diagonal. By Lemma A.11 the space is also separable, and we call a
counting measure p € N simple if
p({z}) <1, zeX

We denote by Ny = N (X) the set of all such measures. We now generalize Proposition 6.7 of Last and Penrose
(2017), showing that u € Ny if, and only if, u(® (Dx) = 0.

Indeed, if p ¢ Ny we find = € X such that p({z}) = m with m > 2 and Proposition A.5, applied to the map
F(1) = ¢?(Dx) and the measure i, gives

W 0n) =2y = o [ (328,) D0 a e = () >0

{z}m j=1

Conversely, if u € Ny then, by the definition of the factorial measure in (A.2),

0 < u®(Dy) = /

X

(/X]le(x,y) du(y) — ]lDX(LL',l')) dp(z) = /X (n({z}) — 1) du(z) <0,

which shows that 1(?)(Dx) = 0.

By the above equivalence and Proposition A.1, we get Ny = {p € N : @ (Dx) = 0} € N. With the given
generalization at hand, a literal copy of the proof of Proposition 6.9 of Last and Penrose (2017) shows that a
Poisson process is simple if, and only if, its intensity measure is diffuse. Here a point process & is called simple
if P(® € Ng) =1 and a measure A on X is diffuse if A({z}) = 0 for all z € X. Hence, the observations from

Last and Penrose (2017) do not require the Borel structure but only a measurable diagonal. O
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A.4. THE BANACH-ALAOGLU THEOREM

This part of the appendix is a collection of well-known results for LP-spaces, particularly in connection with
the Banach—Alaoglu theorem. We adapt the presentation to our notation, but, for the mathematical content,
rely on Chapter 4 of Bogachev (2007a) (who himself relies on Chapter V of Dunford and Schwartz, 1958) and
Chapter 3 of Cohn (2013), where all of these results and considerations are detailed.

Let (B, O(B)) be a topological vector space over R. We denote by B’ the (topological) dual space of B
consisting of all continuous linear functionals 7' : B — R. A sequence (b, )nen in B is said to converge weakly to
b € B (denoted by b, — b) if T'(b,) — T'(b), as n — oo, for all T € B’. A sequence (T} )nen in B’ converges
weakly* to T € B’ (denoted by T,, = T) if T,,(b) — T(b), as n — oo, for all b € B. Hence, we can endow B and
B’ with the weak and weak* topology, respectively.

If (B, ||-||s) is @ normed vector space, then so is B’ with a norm given by
| Tler = sup {|T'(b)| : b € B, ||blls < 1}.

In fact, (B, ||-||s) is @ Banach space. The two norms constitute the strong topologies on B and B’. Note that in

the context of metric spaces we call a space separable if it contains a countable dense subset.

Proposition A.15 (Banach—Alaoglu). Let (B, ||-||s) be a normed vector space. Then the closed unit ball in
(B, ||-|) s compact with respect to the weak™ topology. If the space B is separable, then the weak* topology on
the unit ball in B’ is metrizable and hence the unit ball in B’ is also sequentially compact. In particular, if B is

separable, then any bounded sequence in B’ admits a weakly™ convergent subsequence.

We now specialize to LP-spaces. Let (Y,),v) be a measure space and denote by LP(Y,v) = LP(Y, Y, v) the

(equivalence classes of) measurable functions f : Y — R which satisfy

1/p
||fHLP(Y,U) = (/Y|fpdy) < 00,

where 1 < p < oco. Denote by L>®(Y,v) = L*(Y,Y,v) the (equivalence classes of) measurable functions
f Y — R which satisfy

[ fllpee vy =inf {e>0:[f(y)] < c for v-ae. y € Y} < cc.

For each 1 < p < oo the space LP(Y,v) is a Banach space. For 1 < p < oo we let 1 < ¢ < oo be such that
% + é = 1 (exceptionally putting é = 0) and we define the map T}, : LI(Y,v) — (L”(Y, 1/))/ by

T = [ fodn feIr(Ln)

For each 1 < p < oo the map T, is an isometric isomorphism between the Banach spaces LI(Y,r) and
(LP(Y, V))I. Moreover, if v is o-finite, the same holds true for p = 1, that is, the map 77 is an isometric
isomorphism L>(Y,v) — (L(Y, 1/))/. If the measurable space (Y,)) is countably generated and v is o-finite,
then LP(Y,v) is separable for each 1 < p < co.

To apply the Banach—Alaoglu theorem to the space L'(Y,v) we thus assume that (Y,)) is a countably
generated measurable space and that v is a o-finite measure on (Y,)). Then L'(Y,v) is a separable Banach
space whose topological dual is isometrically isomorphic to L (Y, v). Consider a sequence of functions (j,)nen
in L*°(Y, v) which is bounded, that is,

sup ||jn||L°°(Y,V) <c
neN
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for some constant ¢ > 0. Then the sequence (T} (jn))nEN in (L*(Y, z/)), is bounded, since

SUD (| T3 ()| 11 7y = 59D il ) <

using that 77 is an isometry. By Proposition A.15 we find some T' € (Ll(Y, 1/))/ and a suitable subsequence of
(jin)nen such that Ty (j,,) — T as k — oo. As T is isomorphic, we find a function j € L=(Y,v) with T1(j) = T
and we conclude that

/fjnk v = Ty(jue) (f) — Tu()() =/fjdu,
Y Y

as k — oo, for every f € L1(Y,v).

A.5. THE DUNFORD-PETTIS LEMMA

In the previous appendix section on the Banach—Alaoglu theorem we have discussed the extraction of weak™*
convergent subsequences of bounded sequences in L9-spaces for 1 < ¢ < co. For ¢ = 1 this approach does not
give feasible results as the operator Ty, in Appendix A.4 is not isomorphic. However, different techniques allow
for a comparable result in L'.

Let (Y,Y,v) be a measure space. Following Definition 4.5.1 of Bogachev (2007a), we call a collection of
functions G C L(Y,v) uniformly integrable if

i sup [ 17| 117w > ¢} dv(y) 0.
Cc— 00 feg Y

With Appendix A.4 in mind, note that uniform integrability is a weaker assumption than the class G being

bounded in L>(Y,v), but it is a stronger requirement than G being merely bounded in L*(Y,v).

The following proposition is provided as Theorem 4.7.18 by Bogachev (2007a).

Proposition A.16 (Dunford—Pettis). Assume that the measure v is finite and let G C L*(Y,v). Then G is

uniformly integrable if, and only if, its closure is compact in the weak topology of L*(Y,v).

The Eberlein-Smulian theorem, given as Theorem 4.7.10 by Bogachev (2007a) (cf. Chapter V of Dunford
and Schwartz, 1958, for a proof), tells us that G C L*(Y,v) (for a general measure v) has a compact closure
in the weak topology of L'(Y,v) if, and only if, every sequence in G has a weakly convergent subsequence in
LY(Y,v). Moreover, as recalled in Appendix A.4, if the measure v is o-finite, the weak convergence in L'(Y,v)

can be expressed via the isometry T7. These observations give the following result.

Corollary A.17. Assume that the measure v is finite. Let (j,)nen be a sequence of functions in L' (Y,v). The
collection {jn : n € N} is uniformly integrable if, and only, if every subsequence of (jn)nen contains a further

subsequence, denoted by (jn, )ken, such that

lim gjnkduz/gjdy
Y Y

k—o0
for all g € L>(Y,v) and some function j € L*(Y,v).

The limit function arising in Corollary A.17 is v-a.e. non-negative if each function j, is non-negative (v-a.e.).
Indeed, if this were not the case, we would find a set D € Y with v(D) > 0 such that 7 < 0 on D, which implies

O>/]led1/: lim/]lendeZO,
Y k—o0 Y

a contradiction.
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A.6. A KOLMOGOROV EXTENSION RESULT ON THE SPACE OF COUNTING
MEASURES

The results in this part of the appendix are presented in full detail in the lecture notes by Preston (2005a,b).
Though these are not peer reviewed publications in a scientific journal, the math is sound and the author has
checked all results presented in this thesis as well as the preliminaries leading up to them, and, aside from a
few typos, they are perfectly correct.

First, introduce the space S = {0, 1} of all sequences of 0’s and 1’s. Endowed with the metric

/ = ‘Sn — SH
d((sa)nen, (sh)nen) = Y
n=1

the space S is a compact metric space and we denote by B(S) its Borel o-field. It is easy to verify that the
o-field of a measurable space (X, X) is countably generated if, and only if, there exists a map f: X — S such
that f~1(B(S)) = X.

A measurable space (X, X) is called substandard Borel space if there exists a map f : X — S such that
f7H(B(S)) = X and f(X) € B(S). Thus, substandard Borel spaces are countably generated measurable spaces
that satisfy some additional property. Any Borel space, and thus also any complete separable metric space, is
substandard Borel, which can be shown with standard constructions in the lines of Theorem 6.1 of Preston
(2007). Substandard Borel spaces provide enough structure to supply existence results for probability kernels
and extension results such as the one we state below. Note that Preston (2007) discusses these spaces in much
detail and calls them type-B spaces.

The results culminating in Proposition 18.2 (4) of Preston (2005a) and Lemma 2.2 of Preston (2005b) show
that if (X, X) is a localized substandard Borel space, then (N, Ng) is also substandard Borel for each B € X},.
Proposition 2.3 of Preston (2005b), which is proven via the general Kolmogorov extension result presented in
Theorem 19.1 of Preston (2005a), shows that (N, ) is substandard Borel and an extension theorem holds for

probability laws on the space of counting measures. The precise result reads as follows.

Proposition A.18. Let (X, X) be a substandard Borel space with localizing structure By C By C .... For each
¢ €N let Py be a probability measure on (N, Np,) such that Po(A) = P;(A) for all A € N, whenever i < £.
Then there exists a unique probability measure P on (N, N') such that, for all ¢ € N and A € Np,,

P(A) = Py(A).

The assumption on the measures {P, : £ € N} is called the Kolmogorov consistency property. Another
reference which essentially provides a version of Proposition A.18 for Borel spaces is Theorem 4.1 in Chapter V
of Parthasarathy (1967).

A.7. A METRIC STRUCTURE ON THE SPACE OF COUNTING MEASURES

For the coupling constructions in the context of cluster-dependent Gibbs processes we need to consider weak
convergence for probability measures on the space N x N and apply the Portmanteau theorem. In order to
do so, we require a metric structure on this space and we have to ensure that a specific subset of the space is
closed therein. To this end, we recall that a metric can be constructed on the space of counting measures. We
also summarize the relevant properties of this metric, following Daley and Vere-Jones (2005, 2008).

Let (X, d) be a complete separable metric space. Denote by X the corresponding Borel o-field and by A} the
collection of all Borel sets which are bounded with respect to d. Let the space of counting measures (N, N), as
well as the set Ny, be defined as in Section 2.2.
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For a set D € X\ {@} and a point 2 € X we denote by dist(z, D) = infyecp d(x,y) the distance from z to D.
For ¢ > 0 write D, for the halo set of D, that is,

D. = {z € X : dist(x,D) < ¢}.

Note that D, € X'\ {@} as © — dist(x, D) is Lipschitz-continuous, hence measurable. Following Appendices
A2.5 and A2.6 of Daley and Vere-Jones (2005) we define the Prohorov distance of p,1 € Ny as

dg(p,1) = inf {5 >0:u(D) <YP(D:)+ ¢ and (D) < pu(De) + ¢ for all closed sets D € X\ {@}}

and we define the map dn : N x N — [0, 00),

= dy¢(po,,vo,) _
d , = = - -e " dr, , € N,
~ (i ¥) /o 1+ds(po,,vo,) erdr wy

where O, = O,(zg) = {x e X :d(z, ) < 7“} is the open ball of radius r > 0 around a fixed origin zo € X. By
Theorem A2.6.I11 of Daley and Vere-Jones (2005) as well as Lemma 9.1.V and Proposition 9.1.IV of Daley
and Vere-Jones (2008), the map dn is a metric on N which turns (N, dn) into a complete separable metric
space whose Borel o-field is precisely . Note that Daley and Vere-Jones (2005) also argue why the topology
generated by dn does not depend on the choice of origin zg.

Assume in the following that the product space N x N is equipped with any metric that generates the
product topology on N x N induced by (N, dn), for instance

(s ), (1, 3")) = max {dn(p, 1t'), dn(¥,9")}.

The product topology on N x N induces N ® N as its Borel o-field (by Lemma 1.2 of Kallenberg, 2002). Recall
that two measures u,v on X satisfy p < ¢, by definition, if u(B) < ¢(B) for all B € X.

Lemma A.19. The set {(,u,w) ENXN:u< 7,/}} is closed in N x N.

Proof. As N x N is endowed with a metric, it suffices to prove that the given set is sequentially closed. Thus,
let (pn,¥rn) € N x N with p,, <, for each n € N, such that (un,1,) = (u,¢) in N x N as n — co. As the
coordinate projections are continuous with respect to the product topology, we get u, — p and ¥,, — ¥ each
with respect to dn as n — oo.

Assume that ¢ € . As (X, d) is a complete separable metric space, and hence p and 1 can be written as sums
of Dirac measures by Lemma 1.6 of Kallenberg (2017), there exists a point z € X such that ¢ ({z}) < p({z}).

Moreover, p and 1 are locally finite, so we find some € > 0 such that
1(02:(2) = p{z}) and 9(02(2)) = v({2}),
meaning that no point of y + ¢ other than z lies in Os.(z). In particular, we have
1(00:(2)) =0 and ¥(90.(z)) =0,
where 00, (z) denotes the boundary of O.(z). Proposition A2.6.IT of Daley and Vere-Jones (2005) yields
pin(0:(2)) — 1(0:(2)) and ¥, (0:(2)) — ¥(0:(2))

as n — oo. We conclude that

n({2}) = 1(0-(2)) = limsup i (0.(2)) < limsup i (0=(2)) = (0-()) = w({2}) < p({2}),

n—roo n—roo
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a contradiction. Therefore, we have pu < ¢ and the proof is complete. O

A.8. DISSECTION SYSTEMS AND DIFFERENTIATION OF MEASURES

In Section 3.3.5 or, more specifically, in the proof of Theorem 3.34 we rely heavily on a differentiation property
for measures. A detailed account of such differentiation properties is given in the book by Hayes and Pauc
(1970) but we rely on rather specific results from Section 1.5 of Kallenberg (2017) involving dissection systems.
While such differentiation properties were already considered by Lebesgue (1904), the more general results
originate from de Possel (1936). We also use this appendix section to collect additional technical results which
fit into the same formalism.

Let (X, d) be a complete separable metric space endowed with its Borel o-field and denote by A&} the collection
of Borel sets which are bounded with respect to the metric d. Following Kallenberg (2017) we call a family of
sets

{Djn:jneN}C X\ {2}

a dissection system in X if the following properties are satisfied. Namely,
o for each n € N the sets Dy ,,, D2y, ... are pairwise disjoint with U;’;l D;, =X,

o for all n € N the partition {D; 41 : j € N} is a refinement of {D; ,, : j € N} in the sense that each set
D, ,, is a union of sets from {D; 41 : j € N},

o for each n € N any bounded set B € &j, is covered by finitely many sets from {D; ,, : j € N}, and
o we have o(D;,, : j,n € N) = X,

Such a dissection system exists in any localized Borel space, hence also in the setting at hand, by Lemma 1.3
of Kallenberg (2017). Moreover, since {x} € X for each x € X, the last property implies that the dissection
system separates points in X in the sense that for any x,y € X with x # y there exists some ng € N such that
for all n > ng the points x,y lie in different sets from {D; . : j € N}.

For m € N we endow the product space X" with the metric

((1"17 s axm)a (yh .. -aym)) — max {d(xhyl)’ te 7d(xm7ym)}

which metrizes the product topology and makes X" itself a complete separable metric space.

Lemma A.20. Let {Dj,, : j,n € N} be a dissection system in X and fix any m € N. Then the collection
{-Djl,n X ... XDjm,n : (]1,,]m) GNm, TLEN}

s a dissection system in X",

Proof. The first two properties of a dissection system are clearly satisfied. As a set Dy x ... x D,, is bounded
in X" if, and only if, Dy, ..., D,, are bounded in X, the third property also holds. By definition of the product
o-field, we have

o ( Dy % o X Dy (s jm) €N, m € N) € X5, (A.5)

As X®™ is the smallest o-field on X™ for which all projection maps pr; (1,...,xm) =xj, for j =1,...,m, are
measurable, it suffices to prove that the projection maps are measurable with respect to the o-field on the left
hand side of (A.5). Let j € {1,...,m}. For any i,n € N,

-1
(D) =XX ... xXXD;px Xx...xX
PT; ( z,n) in

j—1 times m—j times
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= U Dyyjn X oo o X Dg;_yn X Din X Dy n X oo X Dy
Liylj—1,85 41,0 bm €N

ea(Djhn o XDyt (i iim) eNm,neN>,

m,T

which gives
pr7 (&) = o (pr; {(Dy ) s iyn € N) € o(Djl,n XX Dyt (isee ey jm) €N m € N).

We conclude that the o-fields in (A.5) are identical and the last property of a dissection system is satisfied. [

The following result essentially follows from the proof of Theorem 1.28 of Kallenberg (2017) and the discussion
thereafter. A little more detail concerning the proof can be obtained by combining Example A and Proposition
2 of Rao (1987) with the convergence theorem for uniformly integrable martingales (e.g. Theorem 10.3.13 of
Bogachev, 2007b).

Proposition A.21. Let {D;, : j,n € N} be a dissection system in X. Moreover, let o and X be locally finite
measures on X such that o < X with density function p: X — [0,00). Then, for A-a.e. x € X,

Dy
o) = Jim 35,y Mo € ik

where we set 0/0 =0 in this one instance.

Remark A.22. As {D;, : j € N} is a partition of X for each n € N, we find for any « € X and every n € N
precisely one set D, , € {D;,, : j € N} such that € D, ,. With this slight (but intuitive) abuse of notation,

the statement of the previous proposition reads as

. (D)

plz) = lim, A Da.n)
for M-a.e. x € X. With the new notation, the properties of the dissection system imply D ,, D Dy 541 for each
n € Nand ()~ Dy = {z}, for every z € X. O

For technical reasons (in the form of the upcoming lemma) we need to consider in Section 3.3.5 a topological
dissection system which is a dissection system {D;,, : j,n € N} with the additional property that any open
subset of X is a countable union of sets from {D,,, : j,n € N}. For any locally finite measure A on X the
collection

{B € X,: \0B) =0},

where 0B denotes the topological boundary of B, contains a topological dissection system by Lemma 1.9 of
Kallenberg (2017). In particular, such a system exists. For two non-empty sets D, D’ C X we denote their
distance by

dist(D, D’) = inf {d(z,y): 2 € D,y D'} = jg,g dist(z, D'),

with dist(x, D') = inf e p d(z,y) as in Section A.7.

Lemma A.23. Let {D;, : j,n € N} be a topological dissection system in X. Fiz k,m € N and let

Tlyvo s ThyYls-- -y Ym € X be pairwise distinct. Then

k m
lim dist( U Dy, ns U Dyj,n> = dist({xl7 oz {y, - 7ym}).

n—oo
i=1 j=1

Proof. First of all, let z € X be arbitrary. By the additional property of a topological dissection system, any
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open ball around z contains all but finitely many of the sets D, ,,, n € N. Therefore, we have

lim diam(D, ,) =0,

n—roo

where diam(D) = sup, ,cpd(v,y) denotes the diameter of a non-empty subset D of X. Now, fix any
ie€{l,...,k} and j € {1,...,m}. For each n € N we trivially have

dist(Dg, n, Dy, ) < dist({z:}, {y;}) = d(s,y;).
Moreover, the triangle inequality implies
dist(Dg, ny Dy; n) > d(w4,y5) — diam(Dy, ,,) — diam(Dy,; ),

so we obtain limy, o dist(Dy, n, Dy, n) = d(z;,y;). We conclude that, as n — oo,

k m
dist Dy, n, Dy. | = min<dist(Dg, n,Dy. )it €4{1,....k}, j€{1,...,m
iy Yis iy Yis
j=1

i=1
— min{d(wi7yj) c1ef{l,...,k}, j€ {1,...,m}}
= dist({xh...,xk},{yl,...,ym}),

where the equalities follow by iterating the following elementary observation. Let B, D, D’ be non-empty subsets

of X. Then we trivially get
dist(B, D U D) < min {dist(B, D), dist(B,D’) }.
On the other hand we have, for any = € B,
min {dist(B, D), dist(B, D)} < min {dist(z, D), dist(z, D)} < dist(z, DU D’)

by first bounding the terms in the minimum separately and then arguing by a simply contradiction. Taking
inf,ep yields min {dist(B, D), dist(B, D)} < dist(B, DU D’) and therefore

dist(B, DU D') = min {dist(B, D), dist(B, D) }. O

A.9. MEASURABILITY PROPERTIES OF MAPPINGS ON THE SPACE OF
COMPACT SETS

In Section 3.4 we discuss particles processes, that is, point processes in the space of compact subsets of a metric
space. In Example 3.40, Equation (3.15), Corollary 3.41, and Example 3.42 there arise questions concerning
measurability. In the appendix section at hand, we settle all relevant issues. We also give a short reminder
of the topology on the space of compact particles. Note that we state and prove the results precisely in the
generality we need them in and with almost no additional preliminary thoughts and notation.

As in Section 3.4, let (B,d) be a complete separable metric space with Borel sets B(B) and C*(B) the
collection of non-empty compact subsets of B, equipped with the Hausdorff metric dg. Recall from Appendix
D of Molchanov (2017) that, for K, L € C*(B),

dy(K,L)=inf {¢ >0: K C L® and L C K°} = sup |dist(z, K) — dist(z, L)],
zeB



A.9. MEASURABILITY PROPERTIES OF MAPPINGS ON THE SPACE OF COMPACT SETS 147

where C° = {z € B : dist(z, C') < €} is the e-envelope of C' € B(B) \ {@} and dist(z, C) = inf,cc d(x,y). The
metric space (C*(B),dg) is complete by Theorem D.9 of Molchanov (2017) and, combining the remark before
Proposition D.4 of Molchanov (2017) with his Corollary D.7, the space is also seen to be separable.

Denote the Borel o-field of (C*(B),dy) by B(C*(B)). By Theorem D.6 of Molchanov (2017), we have

B(C*(B)) :a({KEC*(IB%):KﬁO;é ol:0€ 0(133)) (A.6)
where O(B) are the open subsets of (B, d). It follows immediately that, for any € B and r > 0,
{KeC*B): K CB(z,r)} ={KeC'B): KNB(z,r)* =2} € B(C*(B)),

where B(x,r) denotes the closed ball in B of radius r around z with respect to d. Note that B(z,0) = {x}.
In Section 3.4 we frequently use an indicator function of two compact sets having non-empty intersection.

The following lemma guarantees that the map
(K,L)—~ 1{KNL+# o}

is measurable. Endow the space C*(B) x C*(B) with the product topology (similar to Appendix A.7).

Lemma A.24. Fiz any closed set F C B. Then the set {(K,L) € C*(B) x C*(B) : KNLNF # @} is closed
in C*(B) x C*(B).

Proof. 1t suffices to prove that the set is sequentially closed. Assume this were not the case. Then there exist
Ki,L1,Ks5, Ly, ... € C*(B) such that, for each n € N,

KoNLy,NF#@

and (K,,L,) — (K,L), as n — oo, for some K,L € C*(B) such that K N LN F = &. By the assumed
convergence, the collections
{K,K,:neN} and {L,L,:n¢€N}

are compact subsets of C*(B), hence so is their union. By Theorem 3.1 of Christensen (1974) the set

C=KULU|J(K,ULy)

n=1

is compact in B. By assumption on the sets K,,, L,, we find some point x,, € K, N L, N F for each n € N. As
the sequence (z,,)nen is contained in the compact set C, there exists a subsequence which converges to a point
x€B. If z ¢ K then r = dist(z, K)/2 > 0 as K is closed, and = ¢ K" (the r-envelope of K). However, for any
large enough n € N we have K,, C K" (by definition of the Hausdorff metric) which gives dist(x,,z) > r in
contradiction to the convergence x,, — x as n — co. Therefore, z € K. The identical argument with K replace
by L shows that x € L and, since F' is closed, we also have x € F'. We conclude that x € K N L N F' which is a
contradiction to the fact that KNLNF = @. O

To ensure measurability of the Papangelou intensity in Example 3.42, we need a refinement of Lemma A .24.
To this end, let C(B) be the space of all compact subsets of B, in other words C(B) = C*(B) U{@}. As a o-field

on C(B) we choose

B(C(B)) = J(B(c*(ma)) U {{@}}) = B(C*(B)) U {H U{o) He B(C*(IB%))},

where the equality follows from the simple observation that the right hand side is a o-field.
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Corollary A.25. The mapping C*(B) x C*(B) > (K,L) — KN L € C(B) is measurable.

Proof. Denote the given intersection mapping by Int(K, L), for K, L € C*(B). Note that the set
It~ ({@}) = {(K,L) € C*(B) x C*(B) : K N L = &}

is open in C*(B) x C*(B) (hence measurable) due to Lemma A.24 (upon choosing F' = B). By definition of the
o-field B(C(B)) and (A.6), it suffices to show that, for any O € O(B), the set

It~ ' ({C eC*B):CNO #2})

is a measurable subset of C*(B) x C*(B). Thus, let O € O(B). As in the proof of Theorem D.6 of Molchanov
(2017), consider, for each m € N,

m

1
F, = {J: € B : dist(z,0%) > }

Each of these sets is closed in B and we have |J,-_, F},, = O. We conclude that

It~ ({C eC*(B): CNO # o})

{(K,L)eC*(B)xC*(B) : KNLNO # &}

U {K,L)ec*B)xC*B): KNLNF, # 2},

m=1

which is a measurable subset of C*(B) x C*(B) by Lemma A.24. O

We now specify to the setting of Example 3.40 and Corollary 3.41, where B = R? and the space of non-empty
compact subsets of R? is denoted by C(¥) = C*(R?) with corresponding Borel o-field B(C(®). ITn R? all balls are
compact and they depend continuously on their center and radius.

Lemma A.26. The mapping R x [0,00) — CD, (x,7) + B(x,r) is continuous.

Proof. Let (z,)nen be a sequence in R? which converges to some z € R? and let (r,),en be a sequence of

non-negative numbers which converges to r > 0. Then, as n — oo,
di (B(zn, 1), B(z,7)) < |20 — 2| + |1y — 7] — 0. O

For x € RY and K € CD we write K +2 ={z+z:2€ K} €C®D and ~K = {~2:2¢€ K} € C9. For
K, LeCD weput K+L={z+2:x€ K, zc L}. Note that + : R x R? — R%, (z, z) — z + 2 is a continuous
map and K + L is the image of the compact set K x L under +, hence K + L € C(9). The following lemma

collects our required measurability properties concerning these operations.
Lemma A.27.
(i) The map R x CD — D (z,K) +— K + x is continuous.
(ii) The map R x CD x €D — {0,1}, (z,L,C) — L{(L+2)NC # @} is measurable.
(iii) The map C9 x CD — [0,00), (L,C) > L(L + (—C)) is measurable.
Proof. We need only prove part (i). Part (ii) follows from (i) and Lemma A.24, while part (iii) follows from

(ii) by observing that

UL+ (-C)) = £1(C+ (D) = [

1{z € C+ (-L)}dL%z) = / {(L+2)NC # o} dL(z).
Rd Rd
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For the proof of (i), let (z,)nen be a sequence in R which converges to z € R? and let K1, Ks,... € C(@
converge to K € C¥ with respect to the Hausdorff metric. By the triangle inequality we get, for n € N,

dp(Kn +xn, K+ 2) <dpg(Kp + 2, K + 2,) + dg (K 4+ 2, K + ). (A.7)
The first term on the right hand side of (A.7) is given by

sup |dist(z, Ky + @) — dist(z, K + 2,,)| = sup |dist(z — 2, K,,) — dist(z — @, K){
z€R? z€ER4

= sup |dist(z, K,,) — dist(z, K)|
z€R4

=dy (K, K).

As the distance function  — dist(z, K) is Lipschitz-continuous, the second term on the right hand side of

(A.7) equals

sup |dist(z, K + 2,) — dist(z, K + z)| = sup |dist(z — 2y, K) — dist(z — 2, K)| < |z, — .
zER z€R4

We conclude from (A.7) that, as n — oo,
dy(Ky +xp, K+ 2) <dy(K,,K)+ |z, — x| — 0. O

Note that, while Lemma A.24 is proven in a very general setting (which the author could not find elsewhere),
the results in Lemma A.27 can be strengthened. For instance, more general linear spaces can be considered and
the map K +— L(K) is actually upper semicontinuous. Such stronger results are not necessary for us and as
they require additional notation, we do not make them more precise and refer to Beer (1993), Schneider and
Weil (2008), and Molchanov (2017) for further reading.

In the remainder of this appendix section, we provide basic properties of the circumball of a compact set
which appears in Corollary 3.41. Let K € C(9. It is a very easy (though a bit tedious) exercise to show that
among those balls in R? which contain K there exists a unique ball with the smallest radius. This ball is
called the circumball of K and we denote it by Bg. As in Corollary 3.41, let ¢ : C(¥ — R? be the map which
assigns to each compact set the center of its circumball and denote by rad : (9 — [0,00) the map that assigns
to a compact set the radius of its circumball. As the circumball of a compact set is unique, these maps are
well-defined.

Lemma A.28. Both c¢:C® — R and rad : C¥ — [0,00) are continuous.

Proof. Let Ky, Ko, ... € C® converge to K € C¥ with respect to dy. Let € > 0. By definition of d there

exists an index ng € N such that, for any n > ny,
K c (K,)*? ¢ (Bg,)** aswellas K, C K% C (Bg)*/%

As the function rad : (¥ — [0,00) determines the smallest radius that a ball containing a given compact set

can have, it follows that
rad(K) <rad(K,)+¢ and rad(K,) <rad(K) + ¢,

which gives [rad(K,;,) — rad(K)| < e. Hence the radius map is continuous. Put r = 2 - sup,,¢y rad(K,,). Since
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rad(K,,) — rad(K) as n — oo, we have r < 0o. As in the proof of Lemma A.24, the set

C’:KUGK,L

n=1

is compact by the assumed convergence and Theorem 3.1 of Christensen (1974). With balls in R? being compact,
the set C'+ B(0,7) is also compact. Since ¢(K,) € K, + B(0,2 - rad(K,)) for each n € N, we have

{e(Ky) :neN} c C+ B(0,r),

SO (C(K "))n cn 18 a bounded sequence in R?. In order to finish the proof it suffices to show that any convergent

subsequence of (C(K"))nEN converges to ¢(K). Therefore, assume that ¢(K,,) — ¢* € [0,00) as i — co. It

follows from Lemma A.26 that B(c(Kp,),rad(Ky,)) — B(c*,rad(K)) in dg. Now, if for z € K we had
x ¢ B(c*,rad(K)), then
1
s=3 -dist(az,B(c*,rad(K))) >0
and hence dist(x, K,,,) > s for all but finitely many ¢ € N (similar to the argument toward the end of the proof
of Lemma A.24). This is a contradiction to the fact that

dist(z, Kp,) = |dist(z, Ky,,) — dist(z, K)| < dg(Kp,, K) — 0

as i — oo. Hence, we have K C B(c*,rad(K)) and, by the uniqueness of the circumball, ¢* = ¢(K). O

Note that if K, Ks,... € C9 converge to K € C(?) with respect to the Hausdorff metric, then Lemma A .28
implies rad(K,,) — rad(K) and ¢(K,) — ¢(K), as n — 0o, so Lemma A.26 shows that the full map

¢ 5 c9 K Bk

is continuous. The overall idea of the proof of Lemma A.28 is inspired by the course material for the exercise
class of the stochastic geometry course taught at Karlsruhe Institute of Technology in the summer term 2020.
For a different proof we refer to Lemma 4.1.1 of Schneider and Weil (2008).
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