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Foreword of the Editor

The generation of picosecond pulses at high powers in the sub-THz range is
of interest for a wide variety of applications including radar, communications,
particle accelerators, and spectroscopy. Many applications require furthermore
phase stability and a high coherence of the generated pulses. Among the
most exciting applications for pulsed high-power sub-THz sources are novel
time-domain pulsed dynamic nuclear polarization (DNP), nuclear magnetic
resonance (NMR) spectroscopy methods.

Microwave-driven DNP experiments are enhancing signals in the solid state
and solution NMR and imaging by a factor of more than 100. However, to
date, only CW sources are available for the generation of the required high-
power microwave. The development of pulsed sources with the ability to
generate pulse sequences at the relevant frequencies would further improve
the resolution and sensitivity. Sources based on gyro-devices are the most
promising technology because they offer the possibility of achieving a high
power and broad bandwidth even when the frequency of operation moves into
the upper sub-THz band.

A technique for generating ultra-short coherent pulses has been recently shown
in the Ka-band. By utilizing the effect of passive mode-locking, well known
from laser physics, ultra-short coherent high-power microwave pulses can
be generated by a source consisting of two electron vacuum tube amplifiers
coupled in a feedback loop. Assuming commercially available systems starting
from a NMR frequency of 400 MHz, the corresponding microwave sources
must operate at 263 GHz and above. Therefore, Dr.-Ing. Alexander Marek has
driven the basic idea of mode-locked electron tubes to sub-THz frequencies for
the first time.

In order to achieve this aim, a fundamental investigation of the mode-locking
method has been carried out. The models developed in laser physics are used,
and subsequently adapted and extended to meet the specific requirements.
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Furthermore, completely new simulation models and software were developed
both for the design of the individual key components and for the complete
mode-locked oscillator.

Based on a novel feedback system, Dr.-Ing. Alexander Marek has extended the
original concept of a passive mode-locked microwave oscillator to a innovative
multi-propose sub-THz source. The multi-propose source allows an operation
of two coupled helical gyro-TWTs as a passive mode-locked oscillator, an
active mode-locked oscillator, a CW oscillator, and a two-stage amplifier.

The results of this work therefore present a key step towards the first time-
domain DNP-NMR spectrometer. Furthermore, Dr.-Ing. Alexander Marek is
providing the community of gyrotrons and gyro-devices essential tools for
the design and analysis of the beam-wave interaction and future design of
quasi-optical components. They will help to analyze and to design advanced
high-power sub-THz sources for future novel applications including radar,
communications, particle accelerators, and spectroscopy.
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Zusammenfassung

Systeme, die in der Lage sind, ultrakurze Hochfrequenz (HF)-Pulse im Sub-
THz-Bereich kohärent zu erzeugen und gleichzeitig eine Ausgangsleistung von
mehr als einigen Watt zu erreichen, gewinnen in der Forschung zunehmend
an Interesse. Diese HF-Systeme könnten die Schlüsselkomponente möglicher
zukünftiger THz-Diagnosesysteme werden. Beispiele sind neuartige gepulste
Dynamic Nuclear Polarization (DNP)-Nuclear Magnetic Resonance (NMR)
Spektroskopiemethoden oder die Diagnostik von dichten Plasmen. In jedem
Fall würden neuartige, leistungsstarke HF-Quellen für ultrakurze, kohärente
Pulse im Millimeter- und Submillimeter-Frequenzbereich die Wissenschaft in
die Lage versetzen, neue Messgeräte mit verbesserter Empfindlichkeit, Auflö-
sung und Datenerfassungsgeschwindigkeit zu entwickeln.

Im Rahmen dieser Arbeit wird die Entwicklung und systematische Unter-
suchung einer neuartigen Sub-THz-Quelle zur Erzeugung von kohärenten,
ultrakurzen Hochleistungspulsen bei 263GHz vorgestellt. Der Pulserzeu-
gungsmechanismus basiert auf dem Prinzip der passiven Modenkopplung
von zwei Gyrotron-Wanderwellenröhren mit helikalem Wechselwirkungs-
bereich (helical Gyro-TWT). Die betrachtete Frequenz von 263GHz ist
ein etablierter Wert für klassische DNP-NMR-Anwendungen mit kontinuier-
licher Mikrowelleneinstrahlung (CW DNP-NMR). Dies soll, basierend auf
existierendem Equipment, eine möglichst einfache Entwicklung neuartiger
Spektroskopiemethoden wie DNP-NMR im Zeitbereich ermöglichen.

In dieser Arbeit wird zum ersten Mal gezeigt, dass für die Erzeugung von Pulsen
mit höchster Kohärenz ein Betrieb der gekoppelten helical Gyro-TWTs mit ex-
terner Anregung (hard excitation regime) nötig ist. Weil bisher nur Konzepte
für den Betrieb von passiv modengekoppelten helical Gyro-TWTs mit Selb-
stanregung (soft excitation regime) existieren, wird im Rahmen dieser Arbeit
ein neuer, erweiterter, passiver modengekoppelter Oszillator vorgeschlagen,
der auch einen Betrieb mit externer Anregung ermöglicht. Darüber hinaus
ermöglicht der erweiterte passive modengekoppelte Oszillator die Erzeugung

iii



Zusammenfassung

spezifischer Pulsfolgen, zusätzlich zur Erzeugung von Pulsen mit konstan-
ter Wiederholungsfrequenz. Dies könnte für einige neuartige DNP-NMR-
Methoden im Zeitbereich, bei denen wohldefinierte Pulssequenzen erforderlich
sind, von besonderem Interesse sein.

Weitere Vorteile für künftige Spektroskopieanwendungen ergeben sich aus
einem neuartigen Rückkopplungssystem, welches ebenfalls im Rahmen dieser
Arbeit entwickelt wurde. Das entwickelte Rückkopplungssystem ermöglicht
alternative Betriebsmodi für zwei gekoppelte helical Gyro-TWTs. Neben dem
ursprünglichen Ziel der Pulserzeugung im modengekoppelten Oszillator, er-
laubt das entwickelte Rückkopplungssystem die Realisierung eines zweistufi-
gen Verstärkers und die Möglichkeit, die Bauelemente als frequenzabstimm-
bare, phasengekoppelte Rückwärtswellenoszillatoren (BWO) zu betreiben, um
ein CW Signal zu erzeugen.

Mit dem erweiterten, passiven modengekoppelten Oszillator und dem neuar-
tigen Rückkopplungssystem ist ein solches System aus gekoppelten helical
Gyro-TWTs eine vielversprechende, neuartige HF Hochleistungsquelle für
zukünftige Anwendungen in der Zeitbereichsspektroskopie.
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Abstract

Systems which are capable to generate ultra-short radio frequency (RF) pulses
coherently, and, at the same time, achieve a reasonable output power of more
than a few Watts in the sub-THz frequency range are gaining fundamental
interest in the research community. Those RF systems might become the key
components of possible future THz diagnostic systems. Examples are novel
pulsed Dynamic Nuclear Polarization (DNP)-Nuclear Magnetic Resonance
(NMR) spectroscopy methods and diagnostics of dense plasmas. In all cases,
novel powerful RF sources of ultra-short coherent pulses in the millimeter
and sub-millimeter frequency range would enable the scientific community to
develop new devices with performance improvements in the areas of sensitivity,
resolution and data acquisition speed.

This work presents the development and systematic investigation of a new
sub-THz source for the generation of trains of coherent high-power ultra-
short pulses at 263GHz via passive mode-locking of two coupled helical
gyrotron traveling wave tubes (helical gyro-TWT). The investigated frequency
of 263GHz is an established figure for continuous wave (CW) DNP-NMR
application and, therefore, the investigated source will allow the development
of novel spectroscopy methods such as time-domain DNP-NMR for which
powerful sub-THz pulses with highest coherency are required.

For the first time, it is shown that the operation of the passive mode-locked
helical gyro-TWTs in the hard excitation regime is of particular importance to
reach the optimal coherency of the generated pulses. To enable the operation
in the hard excitation regime, a new extended passive mode-locked oscillator
is proposed. The extended passive mode-locked oscillator will furthermore
enable the generation of specific pulse sequences in addition to the generation
of pulses with constant repetition frequency. This could be of particular
interest for some time-domain DNP-NMR methods where well-defined pulse
sequences are required.
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Further benefits for future spectroscopy applications are provided by a novel
feedback system. The developed feedback system enables alternative operation
regimes for the two coupled helical gyro-TWTs. Besides the original purpose as
mode-locked oscillator, the developed feedback system allows the realization of
a two-stage amplifier and the possibility of operating the devices as frequency-
tunable, phase-locked backward wave oscillators (BWO).

In combination, the extended passive mode-locked oscillator together with the
novel feedback system makes such a system of coupled helical gyro-TWTs a
very promising new high-power source for future time-domain spectroscopy
applications.
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1 Introduction

Systems which are capable to generate ultra-short radio frequency (RF) pulses
coherently, and, at the same time, achieve a reasonable RF output power of
more than a few Watts in the millimeter and submillimeter (sub-THz) frequency
bands are gaining fundamental interest in the research community. Those RF
systems might become the key components of possible future THz diagnos-
tic systems. Examples are the diagnostics of dense plasmas, novel pulsed
Dynamic Nuclear Polarization (DNP)-Nuclear Magnetic Resonance (NMR)
spectroscopy methods, photochemistry and biophysics [1]–[3]. In all cases,
novel powerful RF sources of ultra-short coherent pulses in the millimeter and
sub-millimeter frequency range would enable the scientific community to de-
velop new devices with performance improvements in the areas of sensitivity,
resolution and data acquisition speed.

While coherent pulsed lasers are available since the 1960s, a comparable source
of ultra-short coherent pulses at sub-THz frequencies is not available up to now.

1.1 Aims and Objectives

In this work, the development of a novel (in the field of microwave engineering)
RF system for the generation of ultra-short, high-power, broadband, coherent
pulses is investigated. For that, the mechanism of passive mode-locking in a
feedback loop of two broadband gyro-devices, as first proposed in [4], is used.
In laser physics, passive mode-locked laser systems are a well-known sources
of ultra-short coherent pulses [5], [6]. In the area of microwave engineering
this is a new approach for achieving optimal stable pulsed oscillators. The aim
of this thesis is to further develop the proposed method of pulse generation
towards a realization for sub-THz frequency ranges.
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Sources of coherent sub-THz pulses with a reasonable power are of special in-
terest for the development of novel spectroscopy methods such as time domain
or pulsed DNP-NMR techniques [7], [8]. DNP methods have been shown to be
a very effective technique to enhance the performance of NMR measurements.
By coupling the nuclei to the more strongly polarized electrons, the DNP-
NMR technique increases the nuclear spin polarization by two to five orders
of magnitude and reduces the necessary acquisition time in experiments.

The key for DNP-NMR is the strong irradiation of the NMR sample by high-
power microwaves in the sub-THz range. While the state-of-the-art DNP
methods are based on continuous wave (CW) microwave sources, time domain
or pulsed DNP-NMR techniques offers a significant potential for a more ef-
ficient polarization transfer, which can ultimately increase the rate at which
the nuclear spins may be polarized, as well as the maximum polarization [9].
The further development of these techniques is part of the current research.
However, state-of-the-art DNP experiments are still based on CW methods,
simply due to the lack of suitable sources of microwave pulses in the sub-THz
frequency range with the required high coherency. Therefore, the proposed
microwave source based on mode-locked electron tubes has the potential to
become the microwave source of choice for future time domain or pulsed
DNP-NMR experiments.

Assuming commercially available systems starting from a NMR frequency
of 400MHz, the corresponding microwave sources must operate in the sub-
THz frequency range, at 263GHz and above. Consequently, in this thesis
the development of a high-power microwave source of ultra-short coherent
pulses at a center frequency of 263GHz is investigated. For the first time, the
generation of ultra-short coherent high-power pulses based on mode-locked
electron tubes is investigated at a frequency of 263GHz.

For any passive mode-locked oscillator at sub-THz frequency bands and for
high power at the same time, three main components are required: a high-
power broadband vacuum electronics amplifier, a nonlinear vacuum electronics
absorber and a quasi-optical feedback system to couple the active devices. All
three key components must have a sufficient bandwidth to allow the generation
of the ultra-short pulses. In this thesis, the fundamental designs of all three
key components are developed. A detailed analysis of a passive mode-locked
oscillator based on the developed components is performed, and, finally, the
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original concept is extended and novel operation regimes for the system of
coupled electron tubes are demonstrated.

In order to achieve these aims, a fundamental investigation of the mode-locking
method is first carried out. Wherever possible, the models developed in laser
physics are used, and subsequently adapted and extended to meet the specific
requirements. For the design of the individual key components, as well as
for the complete mode-locked oscillator, the development of new, optimized
simulation tools is required. This includes the development of entirely new
software, but also the extension of existing programs.

As a theoretical basis for the newly developed programs, well-known methods
which are extended to allow an improved modeling of the problems are used.
For the simulation of the electron-wave interaction in electron tubes, a fixed
transversal field approach is used. This method is well known in the area
of laser physics [10] as well as in microwave engineering. Combined with
the approach of slowly varying variables, it has been used successfully for
the simulation of electron-wave interactions in gyrotron devices [11]. To
enable the simulation of the interaction between ultra-short microwave pulses
and an electron beam, the common approaches for the formulation of the
source term are extended by a full three-dimensional handling of the electron
beam. In addition, this permits the investigation of effects from spreads in
electron beams, space charge effects, magnetic field misalignment and current
inhomogeneities, which was not possible before in the common formulations.
For the simulation of quasi-optical and overmoded waveguide components, the
program KarLESSS [12] which was originally developed in a previous work
for the simulation of mode converters in high-power gyrotrons, is extended.
For the synthesis of broadband waveguide components, horn antennas, and
windows, a tool based on the generalized scattering matrix and mode matching
method is developed.

The theory and simulation models developed make it possible to design con-
crete components for a passive mode-locked oscillator at 263GHz. The main
components of the electron vacuum tubes for the amplifier and saturable ab-
sorber, namely the interaction spaces, are designed. For the first time, a
coupling system based on overmoded waveguides is proposed for the coupling
of two electron tubes in a mode-locked oscillator and a complete design of
an optimized feedback system is developed. A detailed analysis of the ex-
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pected properties and performance for the designed mode-locked oscillator is
performed.

Based on the novel feedback system and the experience gained during the de-
velopment of the 263GHz passive mode-locked oscillator, the original concept
of a passive mode-locked microwave oscillator is extended, which allows new
operating regimes. The proposed extension of the developed mode-locked mi-
crowave oscillator will allow its operation as a passive mode-locked oscillator,
an active mode-locked oscillator, a CW oscillator, and a two-stage amplifier.

1.2 State of the Art

Since the 1960s, the generation of powerful, ultra-short pulses with high rep-
etition rates have been of great interest in laser physics [13]. Such trains of
coherent, powerful pulses have important applications in healthcare, funda-
mental research and industry. For example, they are used in medical imaging,
ophthalmology, terahertz spectroscopy and material micromachining [14].

A well known technique for the generation of highest power laser pulses is
Q-switching, also known as giant pulse formation [13], [15]. Such a Q-switch
was first demonstrated in 1962 by McClung and Hellwarth using an electrically
switched Kerr cell shutter in a ruby laser [15]. As indicated by the name, a
type of variable attenuator is incorporated into the laser’s cavity to control its
Q-factor. The laser medium is pumped while the Q-switch is set to a high
attenuation, which results in a low Q-factor for the resonator. The pumping
produces a high population inversion in the laser medium. At its maximum,
the Q-switch is quickly switched so that the resonator’s Q-factor increases.
Since already a maximum of energy is stored in the laser medium, the stored
energy radiates as a so-called giant pulse with highest peak power. While the
achievable output power is enormous, this method does not allow the generation
of pulses with highest repetition rates [16].

An alternative method for the generation of pulsed lasers is the passive mode-
locking of CW lasers [17]. Mode-locked lasers can generate ultra-short pulses
(of the order of pico- to femtoseconds) with high repetition rates [16]. In
a mode-locked laser, a fixed phase relation between all longitudinal cavity-
modes is induced. A train of coherent pulses is generated by the constructive
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interference of these modes. Several types of passive mode-locked lasers are
available. Using semiconductor technology, mode-locking can be realized in
quantum dot lasers and quantum well lasers [5]. They are widely used for the
generation of short optical pulses with high repetition rates from a few GHz
up to hundreds of GHz [18], [19].

In general, the methods of pulse generation used in optics can be transferred to
microwave electronics. A challenge is the availability of the required sources.
Although THz lasers exist [20]–[22], until now, none are able to generate short
pulses. Reference [23] states “One has to conclude that there is presently no
THz laser that directly emits short pulses”.

As a solution, near-infrared pulses, generated from a state-of-the-art mode-
locked laser, e.g. a titanium-sapphire laser, are converted to THz frequencies.
The three main technologies for this are: (a) photoconductive switches, (b)
difference frequency mixing and (c) plasma sources.

In photoconductive switches, the laser pulses are used to generate rapidly
varying electric currents which radiate electromagnetic waves at the desired
THz frequency [24].

Difference frequency mixing is based on nonlinear optics. If a nonlinear
medium is irradiated with a high-power laser pulse, higher harmonic fre-
quencies are generated. This technique was first used for the generation of
microwave [25] and THz [26] frequencies in 1963 and 1965, respectively.

The generation of THz pulses in plasma also uses nonlinear effects [27]. First,
the laser pulse generates a plasma. In the plasma, the simultaneous nonlinear
interaction of the fundamental and the second harmonic generates the THz
radiation. Since a description of the processes involved is very complex, a
complete theory is not available at present [23].

A major problem of the previously described methods is the low conversion
efficiency. A more efficient method should therefore not be based on frequency
conversion, but should generate the target frequency directly. In [28], a method
similar to Q-switching in electron tubes is proposed. A periodic modulation
of the feedback factor of an electron backward wave oscillator (BWO), con-
sisting of a slow-wave structure between two reflectors at the ends, could lead
to the generation of stable, periodic, short high-power RF pulses. It is shown
that Q-switching can increase the averaged electronic efficiency by an order of
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magnitude and that the peak power of the generated RF pulses could increase
by a factor of 40 − 50 compared to the CW operation. As a Q-switch, a GaAs
semiconductor excited by laser pulses is proposed. The energy in a laser pulse
with a wavelength of 700 − 800 nm for the excitation of the semiconducting
reflector is estimated at 0.1 − 10 nJ/mm2. As mentioned in [4], a drawback
of this method is the required exciting laser with a high repetition frequency
in the range of hundreds of megahertz. A second drawback of the proposed
microwave Q-switch is the requirement of relatively low intensities of the mi-
crowave fields inside the cavity since they should not affect the semiconducting
reflector.

In this thesis, an alternative idea for the generation of periodic, short microwave
pulses in electron tubes is followed, as first proposed in [4]. Instead of the
Q-switching approach, the method of mode-locking is transferred from laser
physics to microwaves. Similar to the microwave Q-switching approach, the
laser device is replaced by an electron tube. Due to the advantageous properties
of gyrotron-type tubes for this particular task (see section 2.3), it is focused
exclusively on gyro-devices in the following.

An increasing number of leading laboratories is interested in the fundamen-
tal research and development of advanced microwave sources (oscillators and
amplifiers) based on the induced electron cyclotron radiation [29]. The most
powerful microwave source, the gyrotron, is used primarily for heating and
current drive of magnetically confined plasmas for nuclear fusion [30]. The
Institute of Applied Physics (IAP-RAS, Nizhny Novgorod, Russia), together
with the Japan Atomic Energy (Japan) and the Karlsruhe Institute of Tech-
nology (KIT, Karlsruhe, Germany), are the major developers of that kind of
megawatt-class fusion gyrotrons [31]–[34]. At the same time, a lot of effort
has been recently directed towards the development of gyrotrons in the up-
per sub-THz frequency range for DNP-NMR spectroscopy [35]. The work at
Fukui University (Japan), as well as the development of specialized gyrotron
systems, combined with spectrometers at Communications & Power Industries
(CPI, United States) should be mentioned in this context [36], [37]. In these
laboratory setups for spectroscopy, monochromatic radiation is presently used.
At the same time, groups, e.g. in Switzerland and the US, are working on the
development of frequency-agile gyrotrons for improved spectroscopy setups
[38], [39].

6



1.3 Method of Mode-Locking in Laser Physics

The development of amplifying schemes for devices based on electron cy-
clotron radiation (gyro-devices) is also receiving considerable attention. The-
oretical and experimental studies of traditional types of gyro-amplifiers (gyro-
klystron, gyro-TWT on the basis of regular cylindrical waveguides) are car-
ried out in many laboratories around the world: Communications & Power
Industries (CPI, US), Naval Research Laboratory (US), National Tsing Hua
University (Taiwan), Beĳing Vacuum Electronics Research Institute (China)
and University of Electronic Science and Technology of China (China) (to
name only a few). An electrodynamic system for a gyrotron traveling wave
tube (gyro-TWT) alternative to smooth-walled interaction circuits with high
ohmic loss, namely, a waveguide with helical corrugations, was proposed and
demonstrated at the IAP by G.G. Denisov, V.L. Bratman and S.V. Samsonov
in collaboration with a research team around A.D. Phelps from the Univer-
sity of Strathclyde (Glasgow, UK) [40]. Currently, this group is continuing
research of gyro-TWTs and gyro-BWOs based on helically corrugated waveg-
uides. Outstanding results of their work are: the operation of a gyro-BWO
that is continuously tunable from 88 to 102.5GHz, with a maximum peak
power of 12 kW and a pulse duration of about 0.4 microseconds [41], and the
demonstration of a helical gyro-TWT at 90-100GHz with a peak output power
of 3 kW [42]. Recently, at the IAP a high-gain gyrotron traveling wave tube
with helically corrugated waveguide (helical gyro-TWT) in the W-Band was
also demonstrated [43]. Both groups verified the suitability of helical gyro-
TWTs for the sub-THz frequency range. In addition, the team around A.D.
Phelps showed the possibility of machining the required helical structures for
frequencies up to 370GHz [44].

1.3 Method of Mode-Locking in Laser Physics

The emission frequency of a laser is mainly determined by its laser medium
and cavity. The laser medium is the source of optical gain within the laser.
It is excited by the pump source to produce stimulated emission of photons.
The pumping in common lasers is achieved with electrical currents (e.g. semi-
conductor lasers) or with light, which could even be generated by other lasers
[45]. In the simplest case, the cavity can be represented as two flat mirrors
surrounded by the laser medium. In the cavity, longitudinal resonator modes
exist, which are standing waves created by the superposition of traveling waves
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with opposite propagation directions, being reflected back and forth between
the mirrors. In the model of a simple plane-mirror cavity, only modes for
which the cavity length 𝐿 is an integer multiple of half the mode wavelength
are allowed. Therefore, the frequency separation between any two adjacent
longitudinal modes is

Δ𝜔 =
𝜋𝑐

𝐿
, (1.1)

where 𝑐 is the velocity of light in the laser medium.

In Fig. 1.1, the frequency spectrum of the longitudinal modes is shown. The
shape of the envelope is given by the frequency-dependent gain over the band-
width of the laser medium. The electric field at a fixed position in the cavity is
given by a superposition of the 𝑁 dominant longitudinal modes

E(𝑡) =
𝑁/2∑︁

𝑛=−𝑁/2
𝑎𝑛 cos [𝜔0𝑡 + (𝑛 − 1)Δ𝜔𝑡 + 𝜙𝑛] , (1.2)

where 𝜔0 is the frequency of the central mode with 𝑛 = 0. The amplitude
and phase of a mode 𝑛 is denoted by 𝑎𝑛 and 𝜙𝑛. In general, 𝑎𝑛 and 𝜙𝑛 are
also time-dependent but for simplicity they are assumed as constant in this first
simplified consideration.

In a free-running laser, the phases 𝜙𝑛 are randomly distributed and each of
these modes oscillates independently. In lasers with only a few longitudinal
modes, the field E will exhibit a random peak pattern over time and along the
cavity due to interference of the modes. Since in practice 𝐿 is much greater
than the wavelength, many thousands of modes exist, so that the interference
effects average to a near-constant field distribution over time and space and the
laser produces a CW output signal.

In contrast to the previously described free-running laser, in a mode-locked
laser, the phases of the longitudinal modes are locked together (therefore, mode-
locking is sometimes also referred as phase-locking). Instead of a random or
constant distribution, the total field E will have periodic maxima at the points
where all modes constructively interfere. Fig. 1.2 shows the formation of a
pulse by interference of phase-locked longitudinal modes inside a cavity. Since
all modes propagate with the velocity 𝑐 inside the cavity (as long as dispersion
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Figure 1.1: The frequency spectrum of longitudinal laser modes.

effects can be neglected), the peaks where all modes add constructively also
propagate with 𝑐 along the resonator.

The consideration of the superposition of different longitudinal modes for
the description of a mode-locked laser corresponds to a consideration in the
frequency domain. Equivalently, a mode-locked laser can also be examined
in the time domain. In the time-domain model, the energy in the cavity is
compressed into a short pulse and the shaping mechanism of the traveling
pulse in the cavity is modeled and analyzed. The pulse is reflected back and
forth between the mirrors of the cavity. At every round-trip, a fraction of the
pulse is decoupled from the cavity, for example with with a semi-transparent
mirror. Correspondingly, the output signal of a mode-locked laser is a train of
short pulses. The time between the pulses in the output signal is determined
by the length of the cavity. The repetition frequency 𝑓r of the pulses is the
reciprocal of the periodicity of the intracavity pulse’s reflection at the output
mirror:

𝑓r =
𝑐

2𝐿
. (1.3)

The duration of the mode-locked pulse is mainly determined by the laser’s gain
bandwidth and the effectiveness of the mode-locking mechanisms. From the
frequency-domain model it is clear that the pulses are shorter the more modes
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Figure 1.2: Mode-locked longitudinal modes in a fully reflecting cavity. (a) the first 5 longitudinal
modes; (b) the total electric field inside the cavity created by the superposition of the
longitudinal modes.

are locked and oscillating in phase. The higher the laser’s bandwidth (broader
peak in Fig. 1.1), the more modes can contribute to the formation of the pulse.

One question that remains open following the previous discussion is how to
achieve mode-locking. The typical methods to produce mode-locking can
be divided into ‘active’ and ‘passive’ methods, where for active methods an
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external signal is required to induce the phase-locking while in the passive
methods some intensity dependent loss or dispersion mechanism is used and
no external signal is required. A combination of both types is also possible as
in ‘hybrid’ and ‘doubly mode-locked’ lasers, in which both mechanisms are
used [46].

For active mode-locking (sometimes also called synchronous mode-locking),
the laser medium is excited at a repetition rate synchronized with the spacing
Δ𝜔 of the longitudinal cavity modes, which results in a modulation of the laser
medium’s gain. Since the spacing of the longitudinal modes corresponds to
the repetition frequency of the pulses (compare (1.1) and (1.3)), in the time-
domain model the excitation can be seen as a small modulation of the gain
synchronized with the pulse circulating in the cavity. In the frequency domain
this can be seen as follows: the modulation of the gain results in a modulation
of the field’s amplitude with the frequency Δ𝜔 along the cavity. The amplitude
modulation with Δ𝜔 of the electric field with a carrier frequency of 𝜔0 results
in sidebands that correspond to the two longitudinal modes adjacent to the
central mode and therefore the modes are phase-locked together.

An advantage of active mode-locking is that a broader range of laser media can
be used than in the case of passive mode-locking, e.g. semiconductor lasers
and laser dyes [46]. It should be also mentioned that active mode-locking can
also be used only as a starting mechanism for a passive mode-locked device
(called hard excitation).

Amplifier
Saturable 
Absorber

Decoupling
Output Signal

time

Output Signal
|A|2

Figure 1.3: Schematic representation of a basic model for a pulse circulating in a passive mode-
locked laser.

In a typical passive mode-locked laser, pulses are favored over CW signals by
reducing the cavity losses for high intensities. Therefore, in contrast to active
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mode-locking, the gain of the laser medium is not modulated by an external
excitation but rather by the pulse oscillating in the cavity itself.

A schematic representation of a passive mode-locked laser is shown in Fig. 1.3.
The amplifier part in Fig. 1.3 represents the usual laser medium which amplifies
the pulse. The saturable absorber is an element with a transmission depending
on the field intensity. It causes the intensity-dependent modulation of losses in
the laser and hence leads to mode-locking. The nonlinear absorption narrows
the pulses and broadens the frequency spectrum. At every round trip, a fraction
of the pulse oscillating in the laser is decoupled from the feedback loop. In
this way, a train of high-power, ultra-short pulses is generated. In simulations
of mode-locked lasers, the decoupling of the output signal is often described
by a linear loss.

The narrowing of a pulse in the saturable absorber is best illustrated in the
time domain. For a pulse propagating through the saturable absorber, portions
with low intensity are strongly attenuated and portions with a high intensity
only experience a weak attenuation. Therefore, the leading and trailing edges
of a pulse experience a stronger attenuation than the peak of the pulse which
narrows the pulses (see Fig. 1.4 for an illustration). The narrowing is limited
by the gain bandwidth of the laser medium. Additional limitations of the
minimum pulse width arise from dispersion and nonlinear effects [46].
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Figure 1.4: Illustration of the pulse narrowing in a nonlinear, saturable absorber.
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The technique of passive mode-locking was successfully realized in a variety of
laser types such as Ruby lasers [17], dye lasers [47] and semiconductor lasers
[18]. The passive mode-locking allows the realization of lasers producing
trains of ultra-short pulses with pulse widths in the range of a few hundreds of
femtoseconds in semiconductor lasers down to sub 5 fs pulses obtained from
titanium-sapphire lasers [48].

1.4 From Optics to Microwaves

While mode-locking is a well-researched topic in laser physics, this approach
has not yet been applied to frequencies in the microwave range. In 2015,
Ginzburg et al. [4] proposed to transfer the idea of passive mode-locking to
microwave wavelengths. The basic approach is quite simple: for the realization
of a mode-locked microwave source, all components of a passive mode-locked
laser (see Fig. 1.3) must be replaced by corresponding devices operating at
microwave frequencies. In this frequency range, vacuum electron tubes are
the technology that provides the highest power [49] and therefore, they are
the appropriate devices for a realization of the active components, namely
amplifier and saturable absorber.

In the original proposal [4], a simplified, general model of electron tubes with
prevailing inertial particle grouping (e.g. Cherenkov traveling wave tubes,
gyro-TWTs, free-electron lasers) is investigated. Based on these preliminary
investigations, it is proven that a passive mode-locked oscillator for microwave
frequencies based on electron tubes is possible. Due to a lack of well-known
devices available for the realization of a microwave saturable absorber, an ideal
saturable absorber is assumed in this first preliminary investigation.

In [50], the first idea of a realistic saturable microwave absorber, suitable for
high power, is proposed. It is based on the cyclotron resonance absorption by
a rectilinear electron beam, guided by a static magnetic field, in a cylindrical
waveguide. The absorption saturation is caused by the relativistic dependence
of the gyro-frequency of the electrons on their kinetic energy. At the same
time, a helical gyro-TWT is identified as a suitable high power, broadband
amplifier for a passive mode-locked oscillator operating in the Ka-band.
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A further investigation of helical gyro-TWTs has shown an alternative possi-
bility for the realization of a saturable absorber: a helical gyro-TWT that is
operated in the Kompfner dip regime [51]. The possibility to operate a helical
gyro-TWT in the Kompfner dip regime has been shown first by Ginzburg et al.
in [52].

Since the helical gyro-TWT is identified as promising technology for the high-
power amplifier as well as the saturable absorber, detailed analysis of the prop-
erties of a passive mode-locked oscillator based on two helical gyro-TWTs
operating in the Ka-band are performed in the following [53]–[55]. While a
passive mode-locked oscillator based on two helical gyro-TWTs promises ad-
vantages particularly for frequencies in the sub-THz region, the first realization
of a passive mode-locked oscillator, which is under preparation at the IAP [56],
operating in the Ka-band, will use the originally proposed cyclotron absorber
[56]–[59].

Besides an amplifier and a saturable absorber, a mechanism to couple both
devices in a feedback-loop (mode-locked oscillator) and to decouple the output
signal from it, is required (see Fig. 1.3). Well known techniques for the trans-
mission of broadband, high power microwave radiation involve transmission
lines based on quasi-optics or overmoded waveguides. Both techniques have
been used successfully for plasma heating in nuclear fusion research [60] and
radar technologies [61]. Furthermore, both techniques are also suitable for the
development of a mode-locked microwave oscillator and for the first proof-of-
concept experiments at the IAP, a feedback system based on a quasi-optical
transmission will be used [56].

1.5 Outline

This work is organized as follows. The theoretical fundamentals of mode-
locking at microwave frequencies are discussed in chapter 2. The major com-
ponents of the vacuum electron tubes used for the realization of the amplifier
and saturable absorber and the different technologies for an implementation of
the feedback system are introduced in chapter 3. For the simulation of the elec-
tron tubes a new theoretical approach is derived and implemented in chapter 4.
Based on the developed simulation tool, the amplifier and saturable absorber
for a passive mode-locked 263GHz oscillator are designed in chapter 5. A
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1.5 Outline

detailed study of the mode-locked oscillator assembled from the designed
amplifier and saturable absorber is performed in chapter 6. The numerical
framework for the simulation of the passive components of the feedback sys-
tem is constructed in chapter 7. In chapter 8, the numerical tools are used to
develop a novel feedback system for a mode-locked oscillator at 263GHz. In
addition to the passive mode-locking regime, this novel feedback system will
enable new operation regimes of the coupled electron tubes. Finally, the work
carried out is summarized in chapter 9 and suggestions are made for future
developments.

15





2 Fundamental Theory of Passive
Mode-Locked Oscillators

In this chapter a fundamental theoretical model for the description of passive
mode-locking is given. For this propose, the so called Haus Master Equation
(HME) as introduced by Hermann A. Haus [62], [63] is used. The HME is
a common model in laser physics for the description of the pulse evolution
in a passive mode-locked oscillator. Using the HME, the significant physical
properties of a passive mode-locked oscillator can be clarified and important
conclusions for a realization at microwave frequencies are drawn at the end of
the chapter.

2.1 Characteristics of Ultra-Short Pulses

For the description of time-dependent processes involving electromagnetic
waves with a narrow center frequency, the standard theoretical method in
laser physics, as well as in the theory of electron tubes, is the slowly varying
amplitude approximation [10] (sometimes also called slowly varying envelope
approximation).

2.1.1 Slowly Varying Amplitudes

In the slowly varying amplitude approximation, it is assumed that the field
envelope function 𝐴(𝑡, 𝑧) is slowly changing compared to the carrier frequency
𝜔0. It changes slowly over the time and space, i.e. the spectrum of 𝐴(𝑡, 𝑧) has
the maximal frequency 𝜔m with 𝜔m ≪ 𝜔0:����𝜕𝐴𝜕𝑡 ���� ≪ 𝜔0

��𝐴�� (2.1)
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2 Fundamental Theory of Passive Mode-Locked Oscillators

and ����𝜕2𝐴𝜕𝑡2 ���� ≪ 𝜔0

����𝜕𝐴𝜕𝑡 ���� . (2.2)

Therefore, the rapidly varying part (carrier) of the electric field in the time-
space domain E(𝑡, 𝑟, 𝜙, 𝑧) can be separated from the slowly varying envelope
𝐴(𝑡, 𝑧). Under this assumption, the behavior of the field is fully described by
its complex envelope 𝐴. Assuming that the transverse profile of the electric
field is constant over time and is given by 𝒆̂(𝑟, 𝜙), the electric field in the
time-space domain can be expressed as

E(𝑡, 𝑟, 𝜙, 𝑧) = Re
{
𝐴(𝑡, 𝑧) e 𝑗𝜔0𝑡 𝒆̂(𝑟, 𝜙)

}
. (2.3)

In the following, the slow-time-scale assumption is used to derive equations
for the behavior of 𝐴(𝑡, 𝑧) in various types of amplifiers, absorbers and mode-
locked oscillators.

2.1.2 Ultra-Short Pulses

As the generation of ultra-short pulses is discussed, an exact definition of the
duration of a pulse and of the term ‘ultra-short’ is necessary, respectively.
In the following, the length of a pulse 𝜏p is defined as the full width at half
maximum (FWHM) of the pulse’s intensity profile, which is given by the
absolute square of the slowly varying amplitude |𝐴(𝑡) |2. The corresponding
spectral width (bandwidth) 𝜔p is consequently defined as the FWHM of the
spectral intensity |𝐴(𝜔) |2, where 𝐴(𝜔) is the Fourier transformation (FT) of
𝐴(𝑡). The bandwidth and the pulse length are related to each other through
the FT and therefore, for a given bandwidth, there is a lower limit for the
pulse length. A pulse that reaches this limit is called bandwidth-limited pulse.
For pulses without chirp and analytical pulse shapes a minimum duration-
bandwidth product 𝑐p for bandwidth-limited pulses can be defined by

𝑐p =
𝜏p𝜔p

2𝜋
. (2.4)

For a Gaussian pulse 𝑐p is 0.441 and for a Sech pulse 0.315. The minimum
duration-bandwidth product is useful to calculate the minimum pulse length for
a given bandwidth and pulse shape. Assume a passive mode-locked oscillator
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2.1 Characteristics of Ultra-Short Pulses

based on an amplifier and a saturable absorber with bandwidths of 10GHz
each. If this oscillator generates pulses with a Gaussian shape, the lower limit
for the pulse length is 44 ps. It should be mentioned that for chirped pulses, the
definition of the minimum duration-bandwidth product is more complicated
(see chapter 1.1.4 in [46]).

So far, the definition of ‘ultra-short’ remains open. But even in laser physics
there seems to be no clear definition of ultra-short pulses. Typically, optical
pulses with a length of a few picoseconds down to femtoseconds are called
‘ultra-short’ [46]. A possible definition for sub-THz frequencies could be a
scaling of the pulse duration with the ratio of optical to sub-THz frequencies.
A typical mode-locked Ti:sapphire laser generates pulses with a length of the
order of 100 fs at a wavelength of about 1000 nm (300THz) [46]. For a pulse
with a center frequency of 263GHz this corresponds to a pulse length of 0.1 ns
and a bandwidth of 4GHz (assuming a Gaussian pulse shape).

In this context, another interesting property is the minimum possible pulse
length. To find this value, the argumentation given in [23] is used: Since for
any pulse propagating in free space the integral of the electric field over the
time must vanish,

∫
E(𝑡) d𝑡 = 0, the shortest possible pulse is a half-cycle

pulse. For such a short pulse the previous definition of the pulse length as the
FWHM gets problematic. Therefore, in [23] an alternative definition is given,
which can be used for extremely short pulses and still leads to the same pulse
length (same FWHM) for longer pulses:

𝜏p =

√︄
8 log 2

I

∫ ∞

−∞
E(𝑡)2 (𝑡 − 𝑡0)2 d𝑡 , (2.5)

with the intensity I =
∫ ∞
−∞ E(𝑡)2 d𝑡 and 𝑡0 = 1

I

∫ ∞
−∞ E(𝑡)2𝑡 d𝑡. Consequently,

the duration of a half-cycle pulse is 𝜏p = 0.5 𝑓0
−1.

It can be concluded that at a frequency of 263GHz every pulse with a length
in the range 0.002 - 0.1 ns can be called ultra-short.
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2 Fundamental Theory of Passive Mode-Locked Oscillators

2.2 Haus Master Equation of Passive
Mode-Locked Oscillators

In laser physics, the HME introduced by Hermann A. Haus [62], [63] describes
the fundamental mechanisms behind the pulse evolution in a passive mode-
locked laser. It is a partial differential equation (a special form of the complex
cubic Ginzburg-Landau equation) and describes the slowly varying envelope
𝐴(𝑡) of a pulse circulating within the laser medium. For convenience, in the
following the amplitudes 𝐴(𝑡) are normalized so that |𝐴(𝑡) |2 is the power.

The HME describes the evolution of a single pulse at a fixed position in the
laser rather than a train of pulses. For convenience, a position just before the
output coupler is chosen in the following. The overall time delay corresponding
to the round-trip time 𝑇r of a pulse in the oscillator is not considered in the
HME and the pulse remains centered near 𝑡 = 0. At every round trip 𝑛 of the
pulse in the laser, the amplitude 𝐴𝑛 changes:

𝐴𝑛+1 = 𝐴𝑛 + Δ𝐴𝑛 . (2.6)

If Δ𝐴 vanishes, a steady-state is reached and the pulse is a solution of the
mode-locked oscillator.

For the transient buildup or decay of a pulse and an analysis of the stability
a differential equation for the amplitude 𝐴 can be found [64]. To derive
a continuous equation, the individual physical effects of the various laser
components are averaged in space over the full length of the laser and in time
over one round trip. Therefore, the index 𝑛 is replaced with a second, long-
term time variable 𝑇 = 𝑛𝑇r and the amplitude becomes a function of both, the
short and long-term time variables 𝐴 = 𝐴(𝑇 , 𝑡) which results in the differential
equation

𝜕

𝜕𝑇
𝐴(𝑇 , 𝑡) = Δ𝐴(𝑇 , 𝑡)

𝑇r
. (2.7)

An important assumption in (2.7) is that the difference Δ𝐴𝑛 is only a slight
modification of the original pulse. This assumption is necessary to allow the
averaging of all effects over the complete laser medium. Haus gives a value of
up to 20% for this modification [62].
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2.2 Haus Master Equation of Passive Mode-Locked Oscillators

To obtain the HME for a specific oscillator, the change of the amplitude Δ𝐴

during a round trip in the oscillator must be found. For this, it is assumed
that a passive mode-locked oscillator can be separated into a series of separate
components, each with a specific effect on the pulse. Then Δ𝐴 is a sum of the
changes caused by the 𝑁 individual components

Δ𝐴 =

𝑁∑︁
𝑖

Δ𝐴𝑖 (2.8)

and the HME for a specific passive mode-locked laser can be assembled. This
is illustrated in Fig. 2.1, where a passive mode-locked oscillator as a series of
individual components is shown.

In the following, the differences in the amplitude caused by amplification,
saturable attenuation, group velocity dispersion, time shifts and bandwidth
limitations are derived. These allow a solution for the pulse envelope and the
calculation of the pulse length, chirp, and spectral bandwidth as functions of
the oscillator parameters. Because a derivation in the frequency domain is
beneficial for some of the values, the frequency domain values are marked by
a tilde for a better distinction between time and frequency domain.

2.2.1 Amplification

The simplest possible amplification function is a linear gain. The change of
the amplitude Δ𝐴g,lin caused by a linear gain is described by

Δ𝐴g,lin (𝑇 , 𝑡) = 𝑔0𝐴(𝑇 , 𝑡) (2.9)

with the small-signal gain 𝑔0. TheΔ indicates that the given value describes the
gain rather than the total amplitude after the amplification. The total amplitude
after the amplification is consequently

𝐴(𝑇 + 𝑇r, 𝑡) = Δ𝐴g,lin (𝑇 , 𝑡) + 𝐴(𝑇 , 𝑡) . (2.10)
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Amplifier AbsorberBand-Width
Limitation

DispersionLinear LossesTime - Shift

Δ𝐴g,lin Δ𝐴l,sat

Δ𝐴dispΔ𝐴l,linΔ𝐴shift

Δ𝐴b

Output

Figure 2.1: Schematic of the HME. The operator that describes the dynamics of a pulse during a
single round trip in the oscillator is a sum of the operators for the individual components
of the passive mode-locked oscillator.

Real devices usually have a bandwidth limitation. If a Lorentzian line shape
of the amplifier’s gain with a FWHM of 𝜔g is assumed, a bandwidth limited
gain in the frequency domain is given by [65]:

Δ𝐴g,band (𝜔) =
𝑔0

1 +
(
𝜔−𝜔0

𝜔g

)2 𝐴(𝜔) (2.11)

≈ 𝑔0
(
1 − (𝜔 − 𝜔0)2

𝜔g
2

)
𝐴(𝜔) . (2.12)

The expansion (2.12) is sufficient if it is assumed that the deviation from the
central gain frequency 𝜔0 is small compared to the bandwidth 𝜔g. The gain
in the time domain can be determined via an inverse Fourier transformation of
(2.12):

Δ𝐴g,band (𝑇 , 𝑡) ≈ 𝑔0
(
1 + 1

𝜔g
2

d2

d𝑡2

)
𝐴(𝑇 , 𝑡) . (2.13)

Depending on the investigated mode-locked oscillator, a separation of the
bandwidth limitation from the gain can be advantageous. In this case, the
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2.2 Haus Master Equation of Passive Mode-Locked Oscillators

difference in the amplitude caused by the filtering action of a limited bandwidth
(of Lorentzian line shape) can be expressed by [65]

Δ𝐴b (𝑇r, 𝑡) =
1

𝜔g
2

d2

d𝑡2
𝐴(𝑇r, 𝑡) . (2.14)

In the context of the previous considerations about the gain operator it must be
mentioned that in general the HME is not stable for an unrestricted gain without
saturation [64]. However, a stable solution can be achieved if a cumulative
saturation of the gain is introduced. For this, the constant small signal gain 𝑔0
can be replaced by a slowly saturating gain that depends on the long term time
𝑇 [64]

𝑔s (𝑇) =
𝑔0

1 + 𝑊P (𝑇 )
𝑊g

, (2.15)

with the saturation energy of the gain medium 𝑊g and the energy 𝑊P of the
pulse

𝑊P (𝑇) =
∫ ∞

−∞
|𝐴(𝑇 , 𝑡) |2 d𝑡 . (2.16)

With 𝑔s, the gain is kept constant during the passage of a single pulse, but
saturates cumulatively for a high total pulse energy. For a laser, this assumption
is valid if the relaxation time of the laser medium is much longer than the
round-trip time of a pulse in the laser.

2.2.2 Saturable Loss and Self Amplitude Modulation

The saturable loss and the associated self amplitude modulation (SAM) in
the saturable absorber are the dominant effect of pulse formation in a passive
mode-locked oscillator. In the saturable absorber, the losses must be high for
low intensity signals while pulses of high intensity should experience only low
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losses. The saturable losses depend on the intensity I (𝑡) of a pulse and can be
described by the equation [62]:

Δ𝐴l,sat (𝑇 , 𝑡) =
𝑙0

1 + I (𝑡)/Isat
𝐴(𝑇 , 𝑡) (2.17)

=
𝑙0

1 +
��𝐴(𝑇 , 𝑡)��2 /𝑃l,sat

𝐴(𝑇 , 𝑡) , (2.18)

with the unsaturated loss 𝑙0 and the absorber saturation intensity Isat. In (2.18)
the chosen normalization is used. Therefore, the square of the amplitude
divided by the effective area of the mode gives the intensity and the saturable
losses can be expressed in terms of the amplitude and the saturation power
𝑃l,sat of the absorber.

2.2.3 Dispersion

The group velocity dispersion (GVD) is the result of a dependence of the group
velocity on the frequency in the propagation medium (dispersive medium). The
effect of a dispersive element on a pulse can be easily specified in the frequency
domain. For simplicity, a quadratic dependence of the phase velocity on the
frequency is assumed in the following. This is a common approximation for
the dispersion in waveguides that follows from the slowly varying amplitude
approximation (see chapter 4.1.2 for details). If a quadratic dependence of the
phase velocity on the frequency is assumed, the change in the amplitude is
given as

Δ𝐴disp (𝜔) = − 𝑗 𝑑0 (𝜔 − 𝜔0)2 𝐴(𝜔) (2.19)

for the dispersion [65]. In the time domain, the dispersion can be expressed as:

Δ𝐴disp (𝑇 , 𝑡) = 𝑗 𝑑0
d2

d𝑡2
𝐴(𝑇 , 𝑡) . (2.20)

The GVD term smoothens the envelope of the pulse and is therefore a coun-
terpart to the pulse forming process. In addition, the pulse experiences a chirp
due to the different propagation velocities for components with different fre-
quencies. In laser physics, the terms ‘positive’ and ‘negative’ GVD are used.
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If a pulse experiences positive GVD, the high-frequency components travel
slower than the low frequency components and the pulse becomes positively
chirped. For a negative GVD, the high frequency components travel faster than
lower frequencies and the pulse becomes negatively chirped.

2.2.4 Slow Components

Regarding the active components in a passive mode-locked oscillator, i.e.
amplifier and saturable absorber, it has to be distinguished between ‘fast’ and
‘slow’ components. A fast component recovers almost immediately, compared
with the pulse length, its initial properties and therefore its gain/absoption
behavior does not depend on the pulse length. In contrast, a slow component
cannot recover its initial properties on the timescale of an ultra-short pulse and,
therefore, the gain/absoption behavior changes during the pulse.

The dynamics of fast and slow components are illustrated in Fig. 2.2. In the
bottom the pulsed intensity profile is given. Above, the time dependent be-
havior of the gain in the amplifier and the losses in the saturable absorber are
illustrated. In the first row, the gain and losses for an ideal amplifier and an
ideal saturable absorber are shown. The areas of attenuation are highlighted
with a gray shading and the areas of amplification are shaded with gray lines.
For the ideal devices, a symmetric pulse undergoes a symmetric amplifica-
tion/absorption because of the fast recovery of the gain/loss. This can be
seen by the symmetrical form of the amplification and absorption areas. In
the second row, the ideal saturable absorber is replaced with a slow saturable
absorber. The slow saturable absorber cannot recover its initial properties on
the timescale of the pulse which results in unsymmetrical losses. This can be
clearly seen by the unsymmetrical amplification and absorption areas. In the
third column, a slow amplifier is shown. The slow amplifier can only amplify
the pulse’s leading edge with full capacity. The gain decreases during the pulse
and requires a specific time before it fully recovers. Again, an unsymmetrical
amplification and absorption of the pulse is the consequence. In the following,
descriptions of the loss and gain of slow devices are derived.
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Figure 2.2: Dynamics and pulse-shaping mechanism for passive mode-locked oscillators with fast
and slow devices (based on [64]). First row: ideal amplifier and ideal saturable
absorber; Second row: ideal amplifier and slow saturable absorber; Third row: slow
amplifier and ideal saturable absorber; Forth row: signal intensity.

In [63], a derivation of the losses of a slow saturable absorber based on a rate
equation analysis is given. It is shown that a typical slow absorber for passive
mode-locked lasers saturates according to

d𝑙slow (𝑡)
d𝑡

=
𝑙0 − 𝑙slow
𝑇A

− 𝑙slow
|𝐴(𝑇 , 𝑡) |2

𝑊l
, (2.21)

where 𝑇A is the relaxation time of the absorber and𝑊l is the saturation energy
of the absorber. Assuming 𝑇A is long compared to the pulse length, the first
term of (2.21) can be neglected. Under this assumption (2.21) is solved by the
ansatz [63]

𝑙0 (𝑇 , 𝑡) = 𝑙i exp
[
−𝑊P (𝑇 , 𝑡)

𝑊l

]
𝐴(𝑇 , 𝑡) , (2.22)
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where 𝑙i is the initial value of the loss and 𝑊P (𝑡) is the cumulative energy in
the pulse, given by

𝑊P (𝑇 , 𝑡) =
∫ 𝑡

−∞
|𝐴(𝑇 , 𝑡) |2 d𝑡 . (2.23)

Using the relation

d

d𝑡

(∫ 𝑡

−∞

|𝐴(𝑇 , 𝑡) |2
𝑊l

d𝑡

)
= − |𝐴(𝑇 , 𝑡) |2

𝑊l
(2.24)

it can be shown by a simple substitution of (2.22) into (2.21) that the ansatz
solves the differential equation.

With (2.22), the losses in a slow saturable absorber can be defined

Δ𝐴l,slow (𝑇 , 𝑡) = 𝑙i exp
[
−𝑊P (𝑇 , 𝑡)

𝑊l

]
𝐴(𝑇 , 𝑡) . (2.25)

Analogous to the slow saturable absorption, the gain of a slow amplifier can
be derived:

Δ𝐴g,slow (𝑇 , 𝑡) = 𝑔i exp
[
−𝑊P (𝑇 , 𝑡)

𝑊g

]
𝐴(𝑇 , 𝑡) , (2.26)

where 𝑔i is the initial value of the gain. It should be noted that the initial loss
and gain do not necessarily equal the unsaturated loss 𝑙0 and gain 𝑔0, if the
relaxation time 𝑇A is longer than the round trip time 𝑇r. In this case, the initial
loss/gain will depend on the long-term time variable (𝑔i ≡ 𝑔i (𝑇); 𝑙i ≡ 𝑙i (𝑇)).

2.2.5 Time-Shift

Due to asymmetrical modulations of the pulse envelope, the pulse center can
be shifted slightly at every round trip. However, for an effective solution of the
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HME the pulse must be centered at a fixed time 𝑡0 = 0. The additional delays
or advances can be compensated by introducing a shift

Δ𝐴shift (𝑇 , 𝑡) = 𝑡s
d

d𝑡
𝐴(𝑇 , 𝑡) , (2.27)

to the HME, where 𝑡s is the time delay by which a pulse is shifted from the
center 𝑡0 during a single round trip in the oscillator.

2.2.6 Typical Values

For an identification of the critical parameters of a passive mode-locked oscil-
lator at sub-THz frequencies, first typical ranges and values for all parameters
must be estimated.

If the propagation velocity of the microwaves is assumed to be approximately
the speed of light in vacuum, and the dimension of the complete oscillator is
assumed to be in the order of meters, the round trip time 𝑇r is of the order
of nanoseconds. The time variable 𝑇 describes the long-scale behavior of the
laser pulse and is therefore of the same order as 𝑇r.

The counterpart to𝑇 is the so-called ‘local-time’ 𝑡, which describes the behavior
of the pulse during a single round trip in the oscillator. It is convenient to switch
to a reference frame for the local time so that the peak of the pulse is always
centered at 𝑡 = 0. Therefore, 𝑡 is approximately equal to the pulse length.
For a microwave passive mode-locked oscillator with a center frequency of
263GHz, the expected pulse length is approximately 0.1 ns (see section 2.1).

The small signal gain 𝑔0 is a dimensionless quantity of a few percent. In a
passive mode-locked laser, a fast amplifier’s gain saturates with the average
power. Thus, the gain is assumed to be constant during a single pulse but
saturates according to (2.15) over a series of pulses. In a slow amplifier, the
gain saturates during a single pulse and is described by (2.26).

Similar to the gain, the loss 𝑙0 is a positive, dimensionless number in a similar
range. The total loss that a pulse experiences is the sum of the linear loss
𝑙out from the decoupling of the output signal and the nonlinear loss from the
saturable absorber (see (2.18) and (2.25)).
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The bandwidth limitation, whether from the amplifier or other components,
is implemented as a dispersive term in the HME. Since in the derivation of
the bandwidth limitation a Lorentzian line shape is assumed, the bandwidth
parameter 𝜔g corresponds to the FWHM of a Lorentzian peak. For sub-THz
components, the bandwidth parameter𝜔g is typically around 10% of the center
frequency.

The intracavity dispersion per round trip is described by the parameter 𝑑0. It
can be obtained from the dispersion relation 𝜔(𝑘) and is defined as

GVD(𝜔0) =
[
𝜕

𝜕𝜔

1

𝑣g

]
𝜔=𝜔0

. (2.28)

As mentioned previously, both a positive and a negative GVD are possible. For
passive mode-locked microwave oscillators, only the latter one is important and
is investigated exclusively in this work. The GVD has the dimension time2

length .
Since in the HME all effects experienced by a pulse are averaged over the
complete oscillator, the dispersion parameter 𝑑0 is given by the integral of the
GVD over the length of the oscillator. Consequently, the dispersion parameter
𝑑0 is a negative number and has units of time2. Typical values of 𝑑0 for a
fundamental mode circular waveguide around a center frequency of 263GHz
are in the range of −0.01 ns2 to −10 ns2 .

For a HME with a fast amplifier/absorber and without dispersion effects, Haus
obtained a sech-pulse

𝐴(𝑇 , 𝑡) = 𝐴0 sech

(
𝑡

𝜏p

)
(2.29)

as solution analytically [62], [63]. Although a number of more complex
solutions, including for example dispersion effects, are available [66], the
complex cubic Ginzburg-Landau equation does not possess analytical solutions
in general and a numerical solution is necessary.
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2.3 Passive Mode-Locked Oscillators for MW
Frequencies

The basic approach to transfer the idea of passive mode-locking to microwave
systems is straight forward: for the realization of a mode-locked microwave
source, all components of a passive mode-locked laser are replaced by corre-
sponding devices operating at microwave frequencies [4]. As shown by the
preliminary investigations about mode-locking at microwave frequencies by
Ginzburg et al. , electron tubes are the appropriate devices for a realization of
the active components, namely amplifier and saturable absorber [50], [52].

Besides amplifier and saturable absorber, a mechanism to couple both devices
in a feedback loop (mode-locked oscillator) and to decouple the output signal
from it, is required. Well-known techniques for the transmission of broadband,
high power microwave radiation are transmission lines based on quasi-optics
or overmoded waveguides [60], [61].

For the following investigations, the HME is solved numerically with the
common approach of the split-step Fourier method (SSFM) (see appendix A.1).
The steady-state solution is found by simulating the HME until a steady state
is reached. If no steady state could be reached, the simulation is stopped after
1000 simulated round trips. As an initial seed, a long, low power sech pulse
according to (2.29) is used. Details of the numerical methods are given in the
appendix A.1.

2.3.1 Fast and Slow Components

As mentioned previously, for mode-locked lasers the active components, i.e.
amplifier and saturable absorber, can be divided into ‘fast’ and ‘slow’ compo-
nents. A slow component cannot recover its initial properties on the timescale
of an ultra-short pulse, so that the gain/absoption behavior changes dur-
ing the pulse, while a fast component recover almost immediately and the
gain/absoption behavior does not depend on the pulse length.

Following the approach given in chapter 1.4, the laser medium and the saturable
absorber must be replaced by two electron tubes in order to transfer the principle
of passive mode-locked lasers to sub-THz frequencies. This raises the question

30



2.3 Passive Mode-Locked Oscillators for MW Frequencies

whether the terms ‘fast’ and ‘slow’ are also applicable to electron tubes. Based
on the previous work from Ginzburg et al. [67], this can be answered clearly
with ‘yes’. For the classification, the decisive factor is the relationship between
the wave’s group velocity and the translation velocity of the electron beam (for
details about electron tubes, see the following chapter). If the group velocity
of the wave is equal to the translation velocity of the electron beam (below
referred to as the ‘synchronized operation regime’ following the terminology
introduced in [67]), the tube has the properties of a fast component. If the wave
propagates faster than the electron beam (with a group velocity greater than
the electron’s translation velocity, below referred to as the ‘slippage operation
regime’ [67]), the tube has the properties of a slow component.

As will be shown in chapter 5, an electron tube operated as saturable absorber
must be operated in the synchronized regime. For the amplifier, which is
realized as helical gyro-TWT, an operation in both regimes, synchronized and
slippage, is generally possible. However, the slippage regime is preferable to
achieve the maximum output power [67], [68].

In the following, the HME is used to investigate the behavior of both cases.
First, the HME for a passive mode-locked oscillator with a fast amplifier and a
fast, saturable absorber is investigated. Next, the HME for an oscillator with a
fast absorber but a slow amplifier is given. While the first case is common in
laser physics, the combination of a slow amplifier with a fast absorber cannot
be found in the standard literature.

2.3.2 Fast Amplifier and Fast Absorber

Starting from (2.7), the HME for a specific passive mode-locked oscillator
can be assembled. For this, the change of the amplitude Δ𝐴 during a single
round trip of the pulse in the oscillator is assembled by the previously derived
expressions.
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2 Fundamental Theory of Passive Mode-Locked Oscillators

The HME for a passive mode-locked oscillator consisting of a feedback-loop
from a fast amplifier and a fast saturable absorber is given by:

𝑇r
𝜕

𝜕𝑇
𝐴(𝑇 , 𝑡) = Δ𝐴(𝑇 , 𝑡)

= Δ𝐴g,lin (𝑇 , 𝑡) + Δ𝐴b (𝑇 , 𝑡) + Δ𝐴disp (𝑇 , 𝑡)
− Δ𝐴l,lin (𝑇 , 𝑡) − Δ𝐴l,sat (𝑇 , 𝑡) (2.30)

=

𝑔s (𝑇) − 𝑙out +
(

1

𝜔g
2
+ 𝑗 𝑑0

)
𝜕2

𝜕𝑡2
+ 𝑙0

1 + |𝐴(𝑇,𝑡 ) |2
𝑃l,sat

 𝐴(𝑇 , 𝑡) .
The losses are separated into linear losses 𝑙out, corresponding to the decoupling
of a fraction of the oscillating pulse at every round trip, and the nonlinear
losses from the absorber. While in (2.30) the bandwidth limitation could be
also included into the gain (see (2.13)) this is not possible in an easy way for
the HME with a slow amplifier (see following section). Therefore, a separate
bandwidth limiting term is introduced for a better comparability of both HMEs.

Of special interest for the design of a passive mode-locked oscillator are the
influences of the following four parameters:

• small-signal gain 𝑔0,

• unsaturated loss 𝑙0,

• bandwidth 𝜔g and

• dispersion 𝑑0.

The effect of these parameters on the stability and the generated output signal of
a passive mode-locked oscillator can be evaluated by solving the corresponding
HME (2.30) for reasonable values. Fig. 2.3 shows selected results of various
simulations for different combinations of the four critical parameters. In all
simulations, the saturation power of the absorber is 𝑃l,sat = 0.25 kW and the
saturation power of the amplifier is 𝑃g,sat = 1.0 kW.

In Fig. 2.3a, the steady-state solutions of (2.30) for different small-signal gains
are shown. In the first slice (𝑔0 = 0), the initial pulse used for the startup of the
oscillator is shown. As expected, no pulse can be formed as long as the net gain
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Figure 2.3: Solutions of (2.30) for different 𝑔0 (a), 𝑙0 (b), 𝜔b (c) and 𝑑0 (d). The decoupling
losses are set to 𝑙out = 15%, the saturation power of the absorber is 𝑃l,sat = 0.25 kW
and the saturation power of the amplifier 𝑃g,sat = 1.0 kW.

that the initial pulse experiences is lower than the losses. Since the linear loss
is set to 𝑙out = 0.15 and the unsaturated loss is 𝑙0 = 0.06, the small signal gain
must exceed 0.21 to allow a startup of the oscillator with a low-power pulse.
With increasing gain, the peak power of the pulse increases. The steady-state

33



2 Fundamental Theory of Passive Mode-Locked Oscillators

peak power is reached when the losses and gains experienced by a pulse are in
balance.

For a high gain, the nonlinear effect a pulse experiences decreases since the
saturable absorber is operated far beyond the saturation power. This results in
an increased pulse length. In contrast, an increase of the unsaturated loss 𝑙0 for
a fixed 𝑔0 results in a shortening of the pulses. This can be seen in Fig. 2.3b.
Here, the generated pulses for a fixed 𝑔0 of 0.3 and different values for the
unsaturated loss 𝑙0 are shown. It becomes clear that the saturable absorber
is crucial for the formation of the pulses. With increasing 𝑙0, the pulses are
shortened, while the peak power increases. A limit is reached when the total
losses in the absorber dominate the gain and the pulses experience a net loss.

In Fig. 2.3b, this is the case for 𝑙0 > 0.08. At first it may seem surprising that
the peak power increases despite higher losses. This is caused by the saturation
behavior of the amplifier. As mentioned before, a similar saturation behavior
as for a laser is assumed for the fast amplifier. Since this saturation depends
only on the average power, the peak power increases for a shortening of the
pulse. However, it is questionable whether this saturation behavior is also valid
for an amplifier realized as electron tube. As discussed in the previous section,
an electron tube amplifier operated in the synchronized regime, i.e. the wave
group velocity is synchronized with the electron translation velocity, acts as a
fast amplifier. Consequently, as soon as a pulse has left the tube, all electrons
that were participating in the interaction also leave the tube. Therefore, no
saturation effect based on an accumulation over many round-trips could occur
in such an electron tube. Nevertheless, this model can be still useful for some
general conclusions.

In Fig. 2.3c and Fig. 2.3d, the effects of bandwith limitation and dispersion
are evaluated by a direct comparison of solutions for different 𝜔b and 𝑑0,
respectively. As expected, bandwidth and dispersion limit the minimal length
of the pulses. The pulses shown in Fig. 2.3c are calculated without dispersion
(𝑑0 = 0 ns2) and the pulses shown in Fig. 2.3d are calculated for a bandwidth
of 𝜔b = 2𝜋 · 20GHz. By a comparison of Fig. 2.3c and Fig. 2.3d it can be see
that a low dispersion is crucial for the generation of ultra-short pulses. Even if
a high bandwidth for all components could be realized, a high dispersion would
inhibit the formation of ultra-short pulses. It should be noted that the variation
in the peak power of the pulses is again caused by the saturation behavior of
the amplifier.
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2.3.3 Slow Amplifier and Fast Absorber

While slow saturable absorbers are an important and well studied topic in
laser physics (see [69] for an overview), a passive mode-locked oscillator
consisting of a slow amplifier with a fast absorber is not common in laser physics
but of particular interest for a passive mode-locked oscillator at microwave
frequencies. The HME for a passive mode-locked oscillator with a slow
amplifier and a fast saturable absorber reads as:

𝑇r
𝜕

𝜕𝑇
𝐴(𝑇 , 𝑡) = Δ𝐴g,slow (𝑇 , 𝑡) + Δ𝐴b (𝑇 , 𝑡) + Δ𝐴disp (𝑇 , 𝑡)

− Δ𝐴l,lin (𝑇 , 𝑡) − Δ𝐴l,sat (𝑇 , 𝑡) + Δ𝐴shift (𝑇 , 𝑡) (2.31)

=

𝑔0e−
𝑊 (𝑡 )
𝑊g − 𝑙out + 𝑡s

𝜕

𝜕𝑡
+

(
1

𝜔b
2
+ 𝑗 𝑑0

)
𝜕2

𝜕𝑡2

+ 𝑙0

1 + |𝐴(𝑇,𝑡 ) |2
𝑃l,sat

 𝐴(𝑇 , 𝑡) .
As described in section 2.2.5, the pulse center is shifted slightly at every round
trip due to asymmetrical modulations of the pulse envelope caused by the slow
gain. Consequently, the time-shift 𝑡s must be introduced to allow a steady-state
solution.

It should be noted that in (2.31), it is assumed that the gain is completely
restored between two round-trips and therefore 𝑔i is replaced with 𝑔0.

In Fig. 2.4, selected solutions of (2.31), solved for a long, low power initial sech-
pulse, are shown. In Fig. 2.4a, the steady-state solutions of (2.31) for different
small-signal gains are shown. In the first slice (𝑔0 = 0), the initial pulse
used for the start-up of the oscillator is shown. It can be seen that for a slow
amplifier, only a very narrow window (𝑔0 ∈ [0.1, 0.11]) of stable operation
exists. In contrast to a passive mode-locked oscillator with fast devices, here a
stable operation is only possible if the net gain experienced by the initial pulse
is very low. For an increasing gain, the initial pulse splits up and a multi-pulse
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Figure 2.4: Solutions of (2.31) for different 𝑔0 (a), 𝜔b (b+c) and 𝑑0 (d). The decoupling losses
are set to 𝑙out = 10%, the saturation power of the absorber is 𝑃l,sat = 0.25 kW and
the saturation power of the amplifier𝑊g = 10−6 J.

regime occurs. The multiple pulses are in constant motion with respect to each
other and the resulting pulse train is not any longer stationary.

Similar instabilities are well known from laser physics in passive mode-locked
lasers with a slow absorber (see [69]). The reason for a higher stability against
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2.4 Conclusion

a multiple-pulse breakup in mode-locked oscillators with fast devices than in
oscillators with slow devices is that fast devices saturate with the peak power
while slow devices saturate with the pulse energy. If a pulse breaks up into
two pulses, each with half the energy, the peak power of the pulses is reduced
by a factor of four. Consequently, such a break is suppressed more strongly in
fast devices than in slow devices. In conclusion, an operation of the saturable
absorber in the oversaturation regime is not possible for a passive mode-locked
oscillator with slow devices while an oscillator with exclusively fast devices
could be still operated in such a regime.

In Fig. 2.4b and Fig. 2.4c, the effects of a limited bandwidth are shown. As
expected, the pulse length is limited by the bandwidth and an increasing band-
width results in shorter pulses (Fig. 2.4b). An obvious difference with respect
to the results of fast components is the asymmetric pulse shape (Fig. 2.4c). It
is caused by the asymmetrical modulations of the pulse envelope in the slow
amplifier. While the leading edge experiences the full gain, the trailing edge is
amplified with a reduced gain. For the same reason, the pulse center is shifted
slightly at every round trip and the effective round trip time is slightly changed.

To evaluate the effect of dispersion, the pulses of an oscillator with 𝑔0 = 0.15,
𝑙0 = 0.1 and a bandwidth of 𝜔b = 2𝜋 · 20GHz, are shown in Fig. 2.4d, once
with and once without dispersion. Similar to the previous results for fast
devices, a low dispersion is crucial for the generation of ultra-short pulses.

2.4 Conclusion

Based on the discussion in the previous sections, a conclusion can be drawn
about the important aspects and properties of a passive mode-locked oscillator.

The steady-state operation of a passive mode-locked oscillator is reached when
the net gain and net loss experienced by a pulse are in equilibrium. A sta-
ble equilibrium of gain and loss occurs when the amplifier and absorber are
operated in saturation. In saturation, the losses are dominated by the linear
losses which correspond to the decoupling of a fraction of the oscillating pulse
from the oscillator. The decoupling factor is usually in the range of a few
10% and consequently the saturated gain of the amplifier is of a similar or-
der. This operation regime is unusual for electron tube amplifiers for common
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applications, where high gains are required. However, an optimal amplifier
for a passive mode-locked oscillator must provide a high saturation power and
a low gain. As shown by Ginzburg et al. [68], helical gyro-TWTs offer a
special operation regime with highest saturation power and a moderate gain.
For this, the helical gyro-TWT is operated in the slippage regime, when the
electromagnetic wave propagates faster than the electron beam (group velocity
greater than the translation velocity of the electrons). As a result, the saturated
output power is significantly increased while the gain is reduced. Therefore, a
helical gyro-TWTs operated in the slippage regime is an excellent candidate for
a passive mode-locked oscillator at microwave frequencies. It must be noted
that an electron tube operated in the slippage regime behaves as a slow device
(see section 2.3.1). Consequently, the region of stable operation is limited.

A clear result from the analysis of the HME is the importance of the bandwidth.
In the HME, the bandwidth limitation is implemented as a dispersive term
and equally distributed over the complete oscillator. In a real oscillator, the
bandwidth limitation is mainly caused by the amplifier and absorber devices.
For the generation of ultra-short pulses with a center frequency of 263GHz, a
required bandwidth in the order of 10 to 20GHz is expected.

Besides the bandwidth, a low dispersion is crucial for the generation of ultra-
short pulses. As with all other effects, in the HME, the dispersion is equally
distributed over the complete oscillator. In a real device, the dispersion will
vary for the different components. To reduce the negative effects of dispersion,
the GVD(𝜔0) of all components should be as low as possible, and the trans-
mission length through components with higher GVD(𝜔0) should be as short
as possible. As for a passive mode-locked oscillator at sub-THz frequencies,
the length of the feedback system coupling both electron tubes (amplifier and
saturable absorber) is much longer than the electron tubes, the dispersion of
the feedback-system is of special interest. For the same reason, the oscillator
is very sensitive to ohmic losses in the feedback system. Since ohmic losses
belong to the category of linear losses, all ohmic losses directly reduce the
output power of a passive mode-locked oscillator. For this reason, a technol-
ogy with lowest possible dispersion and ohmic losses should be chosen for the
feedback system as e.g. transmission lines based on quasi-optics or overmoded
waveguides.
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A passive mode-locked oscillator can be divided into three major parts: the
amplifier, the saturable absorber and the feedback system. For a realization
at microwave frequencies, all three parts must be realized by components
operating at microwave frequencies.

In this chapter, an overview of the different technologies and functional prin-
ciples is given. First, technologies for the realization of the amplifier and
absorber, namely helical gyro-TWTs and cyclotron absorbers are introduced.
In the second part of the chapter, the available technologies for the realization
of a quasi-optical feedback system are discussed.

3.1 Helical Gyro-TWTs

The historical development of electron tubes can be roughly divided into three
phases: (1) grid-controlled electron tubes were devised; (2) electron tubes
for the generation of microwave radiation with slow-wave structures or cavities
were developed; and (3) high-power millimeter-wave, submillimeter-wave, and
terahertz devices with novel fast-wave interaction mechanisms were developed
[70]. The helical gyro-TWT belongs to the last group.

In general, gyro-devices use the electron cyclotron maser principle where the
electron beam transfers a part of its azimuthal kinetic energy to a transversal
electromagnetic wave. In a gyro-amplifier, coherent electromagnetic radiation
is amplified by a stimulated emission of bremsstrahlung from the gyrating
electrons in the beam. In so-called classical gyro-TWTs, a simple, cylindrical
waveguide is used as a region for the electron-wave interaction. The optimal
operation regime of classical gyro-TWTs is at frequencies near the waveguide
cutoff frequency when the axial velocity of the electrons is close to the group
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velocity of the wave. Correspondingly, the frequency band is limited and their
stability against parasitic gyrotron oscillations is low. If classical gyro-TWTs
are operated in an alternative operation regime, with highly relativistic electron
velocities, the bandwidth can be increased, however, they are very sensitive to
velocity spreads in the electron beam because of the high Doppler up-shift.

Since the realization of an amplifier based on the electron cyclotron maser
principle with a classical interaction region (in the form of a cylindrical wave-
guide) poses several problems, Denisov et al. proposed a new type of gyrotron
amplifier, the helical gyro-TWT [40]. The helical gyro-TWT avoids the pre-
viously mentioned problems by using a waveguide with helical corrugations
(see Fig. 3.2) as an interaction region instead of a cylindrical one. In the heli-
cally corrugated waveguide, the dispersion is radically changed for longitudinal
wavenumbers close to zero. This allows a resonant electron-wave interaction
over a significantly increased bandwidth. At the same time, the sensitivity to
velocity spreads in the electron beam is reduced.

A schematic drawing of a helical gyro-TWT is shown in Fig. 3.1. The axis
encircling electron beam is generated in a CUSP-type electron gun (see sec-
tion 3.1.4) consisting of the gun-coil (a), the anode (b) and the cathode with
the electron emitter (c). The low power microwave input signal (d) is coupled
into the vacuum tube through a broadband microwave window (e). For the
coupling into the electron-wave interaction region, typically a sidewall coupler
with a T-junction structure and a reflector, which prevents the propagation
of the wave towards the electron gun, is used (f). The electron beam (j) is
guided through the interaction region (i), a helically corrugated waveguide, by
a strong, axial magnetic field generated by a superconducting magnet (g). In
the interaction region, the electrons transfer a fraction of their kinetic energy
to the electromagnetic wave and thereby amplify the signal (see section 3.1.2).
A polarizer (h) after the interaction region is used to convert the circularly
polarized TE1,1 wave into a linearly polarized one. Subsequently, the gener-
ated high power radiation is converted into a HE1,1 mode by a horn antenna
with a smooth profile (k). At the same time, the horn takes over the task of
the collector, which recovers the electron beam (see section 3.1.6). Finally, the
high power microwave radiation is coupled out through a broadband mircowave
window (l). Typically, such windows are realized as multiple-layer windows
(see section 3.1.6).
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Figure 3.1: Diagram of a helical gyro-TWT with a) gun-coil, b) anode, c) cathode with the emitter,
d) low power input signal, e) vacuum window at the input, f) reflector, g) main-coil, i)
helically corrugated interaction region, h) polarizer, k) horn antenna and collector, j)
electron beam, l) broadband vacuum window, m) high power output signal.

3.1.1 Helically Corrugated Waveguides

The inner surface of a helically corrugated waveguide takes the form of

𝑟 (𝜙, 𝑧) = 𝑅 + 𝑟 cos(𝑚̃𝜙 − 2𝜋

𝑑
𝑧) , (3.1)

with the mean radius 𝑅 of the uncorrugated circular waveguide, the amplitude
𝑟 of the corrugation and the axial period 𝑑. The so called fold number 𝑚̃
determines which modes of a regular, cylindrical waveguide, are coupled by
the corrugation. Two modes TE𝑚A,1 and TE𝑚B,1 are coupled with each other,
if they fulfill the condition [71]

𝑚̃ = 𝑚A − 𝑚B (3.2)

together with the Bragg resonance condition

2𝜋

𝑑
≈ 𝑘 ∥A − 𝑘 ∥B , (3.3)

where 𝑘 ∥A and 𝑘 ∥B are the axial wavenumbers of the two coupled modesA and
B. In the following, three-fold helically corrugated waveguides (𝑚̃ = 3) are
investigated exclusively. An example of such a three-fold helically corrugated
waveguide is shown in Fig. 3.2.
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Figure 3.2: Waveguide with a threefold helically corrugated surface.

For an optimal stability and broadband behavior of the helical gyro-TWT,
the parameters of the three-fold helical corrugation are chosen such that the
two partial waves of lowest order, namely the TE2,1 and TE1,1 modes, of a
regular waveguide are coupled. From the coupling condition (3.2) with 𝑚̃ = 3
it follows that this coupling is only possible if mode B is a counter-rotating
TE−1,1 mode.

For a suppression of higher-order parasitic modes, the radius 𝑅 is set such
that the TE2,1 mode is near to cut-off at the operation frequency band and
the cut-off frequency of the TE1,1 mode is far below the operating frequency.
Consequently, the Bragg resonance condition (3.3) simplifies to:

𝑘 ∥A ≈ 0 ,

𝑘 ∥B ≈ 𝑘 ,

⇒ 2𝜋

𝑑
= 𝑘 ∥ ≈ 𝑘 ∥B . (3.4)

As a consequence of the Bragg resonance condition (3.4), the coupling occurs
between the first spatial harmonic of mode B (axial wavenumber shifted by
𝑘 ∥ ) and the fundamental mode A.
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The wave equations for the coupled modes in a helically corrugated waveguide
can be derived from the inhomogeneous Helmholtz equation

𝑺 = ∇2E − 1

𝑐2
𝜕2

𝜕𝑡2
E , (3.5)

where 𝑺 is a source term and the electric field E should be an eigenmode 𝒆̂ of
the waveguide with a harmonic time dependence:

E = Re
{
𝐴(𝑧)e 𝑗𝜔𝑡 𝒆̂(𝑟, 𝜙)

}
. (3.6)

It should be noted that here the wave envelope 𝐴(𝑧) does not depend on the
time.

In the helically corrugated waveguide, two modes A and B (here TE2,1 and
TE−1,1) are coupled with each other. For a description of this coupling, two
source terms 𝑺A,B and 𝑺B,A are required that couple the mode B into the mode
A and the mode A into the mode B, respectively:

𝑺A,B = Re
{
𝐶A,B𝐵(𝑧)e 𝑗𝜔𝑡 𝒆̂A (𝑟, 𝜙)

}
, (3.7)

𝑺B,A = Re
{
𝐶B,A𝐴(𝑧)e 𝑗𝜔𝑡 𝒆̂B (𝑟, 𝜙)

}
. (3.8)

where 𝐶A,B and 𝐶B,A are coupling coefficients that determine the strength of
the coupling. If it is further assumed that the envelope changes only slowly
with 𝑧 and therefore has a narrow bandwidth, it is valid to solve (3.5) only for
one side band. Under these assumptions, the Helmholtz equations for both
modes A and B calculates as:

𝐶A,B𝐵(𝑧)e 𝑗𝜔𝑡 𝒆̂A (𝑟, 𝜙) =
(
𝜕2

𝜕𝑧2
+ ∇2

⊥

) [
𝐴(𝑧)e 𝑗𝜔𝑡 𝒆̂A (𝑟, 𝜙)

]
+ 𝑘2𝐴(𝑧)e 𝑗𝜔𝑡 𝒆̂A (𝑟, 𝜙) , (3.9)

𝐶B,A𝐴(𝑧)e 𝑗𝜔𝑡 𝒆̂B (𝑟, 𝜙) =
(
𝜕2

𝜕𝑧2
+ ∇2

⊥

) [
𝐵(𝑧)e 𝑗𝜔𝑡 𝒆̂B (𝑟, 𝜙)

]
+ 𝑘2𝐵(𝑧)e 𝑗𝜔𝑡 𝒆̂B (𝑟, 𝜙) , (3.10)
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where 𝑘 is the free-space wavenumber. Using the orthonormality of the eigen-
modes 𝒆̂A and 𝒆̂B together with the relations ∇2

⊥ 𝒆̂ + 𝑘2⊥ 𝒆̂ = 0 and 𝑘2∥ = 𝑘
2 − 𝑘2⊥,

the equations (3.9) and (3.10) can be expressed as:

𝐶A,B𝐵(𝑧) =
𝜕2

𝜕𝑧2
𝐴(𝑧) + 𝑘2∥ 𝐴(𝑧) , (3.11)

𝐶B,A𝐴(𝑧) =
𝜕2

𝜕𝑧2
𝐵(𝑧) +

(
𝑘 ∥ − 𝑘 ∥

)2
𝐵(𝑧) . (3.12)

In the second equation (3.12), the Bragg resonance condition (3.3) is already
taken into account (coupling with the first spatial harmonic of mode B).

To calculate the dispersion of the resulting eigenwave in the helically corrugated
waveguide, constant amplitudes with a harmonic 𝑧 dependence and waves that
propagate in positive 𝑧-direction are assumed for both modes A and B:

𝐴(𝑧) = 𝑎 e − 𝑗𝑘∥A𝑧 , (3.13)

𝐵(𝑧) = 𝑏 e − 𝑗𝑘∥B𝑧 . (3.14)

After applying the approach to the coupled mode equations (3.11) and (3.12),
the resulting equations can be multiplied to derive an eigen-equation for the
dispersion of the eigenmodes in a helically corrugated waveguide:

𝐶A,B𝐶B,A =

(
𝑘2∥ + 𝑘

2
⊥A − 𝑘2

) ((
𝑘 ∥ − 𝑘 ∥

)2
+ 𝑘2⊥B − 𝑘2

)
. (3.15)

For a given wavenumber 𝑘 ∥ , four roots of (3.15) can be found. Two of them
have a practical physical meaning and correspond to two eigenmodes of the
helically corrugated waveguide. It is common to name them as the upper
and lower eigenmodes. For a three-fold helically corrugated waveguide, the
cutoff-frequency of the upper mode is higher than the cut-off frequency of
the TE2,1 mode. Since a helical gyro-TWT is usually operated at frequencies
below theTE2,1 cut-off frequency, only the lower eigenmode participates in the
electron-wave interaction. It should be mentioned that for vanishing coupling
coefficients 𝐶A,B and 𝐶B,A, the dispersion equation (3.15) degenerates again
into two separate dispersion curve functions of the uncoupled eigenmodes.

The coupling coefficient 𝐶A,B for two TE modes can be calculated based on
equation (2.98a) in [72] (see also [73]). For the two TE modes A and B with
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Figure 3.3: Dispersion diagrams of the eigenmodes and the cyclotron resonance condition (pink
line) for a smooth waveguide (a) and a helically corrugated waveguide (b).

the radial indices𝑚A,𝑚B, and the cut-off wavenumber 𝑘⊥A =
𝜒′

𝑅
, the coupling

coefficient calculates as [74]

𝐶A,B =
𝑟

2𝑅3

𝜒′A
2𝜒′B

2 − 𝑅2𝑚A𝑚B

(
𝑘2⊥A + 𝑘 ∥ 𝑘 ∥A

)
√︃
𝜒′A

2 − 𝑚2
B

√︃
𝜒′B

2 − 𝑚2
B

. (3.16)

Near the resonant coupling (𝑘 ∥B ≈ 𝑘), the coupling from mode A to mode B
and the reverse coupling from mode B to mode A are similar and only weakly
frequency dependent [74]. Therefore, a single coupling coefficient 𝐶A,B is
sufficient.

In Fig. 3.3, the dispersion curves for a cylindrical waveguide and a helically
corrugated waveguide, used as interaction regions for a cyclotron absorber
respectively a helical gyro-TWT at 263GHz, are plotted. It can be seen that
the eigenwave of the helically corrugated waveguide has a wide linear region
around 𝑘 ∥ = 0. If the interaction between the electron beam and the eigenmode
takes place in this region, this ensures a lower sensitivity to velocity spreads
of the electron beam and allows an interaction over a broad frequency band.
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For an illustration of the region of electron-wave interaction, the cyclotron reso-
nance condition (see section 3.1.2 for details) is plotted as pink line in Fig. 3.3.
The interaction between the electron beam and the eigenmode happens at
synchronized phase velocities of the mode and the gyrating electron beam
(intersection of the dispersion curves and the cyclotron resonance condition).
In contrast to the helical waveguide, a broadband electron-wave interaction in
the cylindrical waveguide is only possible at high axial wavenumbers which
increases the sensitivity to spreads in the electron beam. Furthermore, the dis-
persion in the helical waveguide can be efficiently controlled by the parameters
of the corrugation. As it will be shown in the following, this flexibility allows
additional specialized operation regimes for helical gyro-TWTs which are of
particular interest for a passive mode-locked oscillator.

3.1.2 Electron Cyclotron Maser Interaction

The electron-wave interaction in gyro-devices is based on the electron cy-
clotron maser principle where electrons move along helical trajectories guided
by a homogeneous magnetostatic field B0 = B0 𝒛̂. A resonant interaction be-
tween the electron beam and the electromagnetic wave occurs if the cyclotron
resonance condition

𝜔 − 𝑘 ∥𝑣 ∥ ≈ 𝑠𝜔H (3.17)

is fulfilled. Here, 𝜔 and 𝑘 ∥ are the frequency and axial wavenumber of the
wave. The axial velocity of the electrons and the cyclotron frequency are given
by 𝑣 ∥ and 𝜔H, respectively. The cyclotron frequency calculates as

𝜔H =
𝑒0B0

𝑚e𝛾
, (3.18)

where B0 is the magnetic field that guides the electron beam, 𝑒0 is the ele-
mentary charge and 𝑚e the rest mass of an electron. The Lorentz factor 𝛾 is
defined by

𝛾 =
1√︂

1 −
(
𝑣
𝑐0

)2 (3.19)

and describes the relativistic effects for high energy electrons with a velocity 𝑣
relative to the laboratory frame. The cyclotron harmonic number 𝑠 in (3.17) is
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a positive integer that defines at which harmonic of the cyclotron frequency the
interaction takes place. For three-fold helically corrugated waveguides, as used
in the helical gyro-TWTs investigated in this work, the resonant interaction
between the electron beam and the electromagnetic wave takes place at the
second cyclotron harmonic (𝑠 = 2).

A key element of the cyclotron electron-wave interaction is the so-called phase
bunching process, which is illustrated in Fig. 3.4. For an explanation of the
phase bunching process, the cross-section of a single beamlet of gyrating
electrons can be considered. The electrons gyrate with a given cyclotron
frequency 𝜔H while the electromagnetic field oscillates with frequency 𝜔. It
is clear that an electron is accelerated or decelerated from the electric field,
depending on its movement direction relative to the orientation of the electric
field. As a result, it gains energy from the electric field or transfers energy to
the field, respectively.

The relative orientation between the movement direction of the electrons and
the direction of the electric field is essential for the interaction. A simple
expression for this relative orientation can be found if phasors for the transversal
momentum of the electrons and the transversal electric field are introduced:

𝑝⊥ = 𝑝𝑥 + 𝑗 𝑝𝑦 = |𝑝⊥ |e 𝑗𝜔H𝑡+𝜙0 , (3.20)

𝐸⊥ = E𝑥 + 𝑗E𝑦 = |𝐸⊥ |e 𝑗𝜔𝑡 . (3.21)

Now, the movement direction of the electrons relative to the orientation of the
electric field can be described by an angle

ΔΘ = arg(𝐸⊥) − arg(𝑝⊥) . (3.22)

In Fig. 3.4, the bunching process is illustrated in momentum space. Initially,
the electrons in the beamlet are uniformly distributed (=uniform distribution
of 𝜙0) which is shown on left hand side of Fig. 3.4. The blue arrows represent
the orientation of the RF electric field. The single diagrams in Fig. 3.4 are
snapshots taken at the time-steps 𝑡𝑛 = 𝑛 2𝜋

𝜔
. Therefore, the direction of the

electric field does not change from snapshot to snapshot while the phase
of the electrons changes if their cyclotron frequency is different from the RF
frequency. For 0 < ΔΘ < 𝜋, electrons are accelerated and energy is transferred
from the electric field to the electrons. Electrons with 𝜋 < ΔΘ < 2𝜋 are
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Figure 3.4: Schematic of the electron bunching mechanism during the cyclotron electron-wave
interaction in the phase space. The single diagrams are snapshots taken at the time-
steps 𝑡𝑛 = 𝑛 2𝜋

𝜔
.

decelerated and energy is transferred from the electrons to the electric field.
Correspondingly, for an uniformly distributed beam, half of the electrons gain
energy while the other half loses an equivalent amount of energy and the overall
energy of the electromagnetic field is preserved.

Next, it is important to note that the cyclotron frequency depends on the kinetic
energy of an electron (because of the Lorentz factor in (3.18)). The relativistic
mass 𝑚 = 𝑚e𝛾 of electrons which are decelerated, decreases and as a result
their cyclotron frequency increases. At the same time, the cyclotron frequency
decreases for electrons which are accelerated, because of their increasing rel-
ativistic mass. As a consequence of the changing cyclotron frequencies, the
relative phase angle ΔΘ between the electric field and the electrons’ momen-
tum changes after every period 𝑇 = 2𝜋

𝜔
and a bunching of the electrons occurs

(see Fig. 3.4 center and right).

If the initial cyclotron frequency is slightly lower than the frequency of the
electromagnetic wave, the electrons are bunched in the deceleration phase and
energy is transferred from the electron beam to the electromagnetic wave. An
amplifier must be operated in this regime. On the other hand, for the realization
of an absorber, energy should be transferred from the electromagnetic wave to
the electron beam and thus the electrons must be bunched in the acceleration
phase. A bunching in the acceleration phase occurs for an initial cyclotron
frequency slightly below the frequency of the electromagnetic wave.

For a better illustration, a realistic bunching process in a helical gyro-TWT
is shown in Fig. 3.5. With the simulation model described in chapter 4, the
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Figure 3.5: Electron bunching in a helical gyro-TWT. (a) Amplitude along the interaction space;
(b) Relative phase shift between the cyclotron phase and the electromagnetic wave; (c)
Kinetic energy distribution of the electrons.
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amplification of an 1W CW input signal at 263GHz in a helical gyro-TWT
is simulated. The helical gyro-TWT has a helical interaction region with
𝑅 = 0.534mm, 𝑟 = 0.085mm and 𝑑 = 1.06mm. It is driven by an electron
beam with 𝐼 = 0.1A and 𝛼 = 1.1 at B0 = 4.8T.

In Fig. 3.5a, the distribution of the amplitude along the interaction space is
shown. It can be seen that the input signal is not immediately amplified. The
reason for this behavior can be found in Fig. 3.5b. Here, the phase difference
ΔΘ between the electrons and the electromagnetic wave is shown. Initially,
the phase of the electrons is uniformly distributed and, as a consequence, no
effective energy transfer between the electromagnetic wave and the electron
beam is possible (𝑧 < 30mm). This corresponds to the left side of Fig. 3.4.
Subsequently, the dependence of the cyclotron frequency on the relativistic
electron mass causes a bunching of the electrons. In Fig. 3.5b, this bunching
can be seen for 𝑧 > 30mm. The electrons are bunched in the amplification
phase (𝜋 < ΔΘ < 2𝜋) and consequently, the electromagnetic wave is amplified
(see 𝑧 > 30mm in Fig. 3.5a). As the electromagnetic field increases, the
energy in the electron beam decreases. This is shown in Fig. 3.5c, where the
kinetic energy distribution of the electron beam is plotted.

It can be seen that the maximal RF power is reached for 𝑧 = 80mm. From
this point on, the electromagnetic wave is attenuated. From Fig. 3.5b and
Fig. 3.5c it is clear why this happens: the electrons transfer energy to the
electromagnetic wave and as a consequence, the electron bunch slowly shifts
from the amplification phase to the absorption phase (0 < ΔΘ < 𝜋) and the
electric field is attenuated. The shift of the bunched electrons between the
amplification and absorption phase continues in the following (𝑧 > 80mm).

An important outcome of this discussion is that the length of an amplifier is a
critical parameter that must be carefully chosen to achieve the maximum gain.

3.1.3 Large Orbit Electron Beams

In helical gyro-TWTs, a so called large orbit beam (LOB) is used to improve the
robustness of the tube against the excitation of unwanted, parasitic electron-
wave interactions. A LOB is an axis-encircling electron beam where the
electrons gyrate with the cyclotron frequency around the center axis of the
interaction region. When the electron trajectories are projected onto the cross-
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Figure 3.6: Projection of the electron trajectories onto the cross-section of a helical waveguide for
a perfect large orbit beam (a) and a non-perfect large orbit beam (b).

section of the waveguide, they form a circle with a radius equal to the Larmor
radius 𝑟L. This is shown for an ideal LOB in Fig. 3.6a. In a more realistic
case, the center of the cyclotron gyration is not exactly in the center of the
waveguide but is distributed on a circle with radius 𝑟g around it, the so-called
guiding center radius. This is illustrated in Fig. 3.6b.

For a LOB, the best selectivity of the electron-wave interaction is ensured. Only
modes which are co-rotating with the gyrating electrons and with an azimuthal
index that coincides with the cyclotron harmonic number can interact with the
electrons.

This can be illustrated most simply by considering the coupling coefficient𝐶𝑚,𝑛

of a gyrating electron with aTE𝑚,𝑛 eigenmode of a cylindrical waveguide [75]:

𝐶2
𝑚,𝑛 =

𝑠2

2𝑠𝑠!

J2𝑚±𝑠 (𝑘⊥𝑚,𝑛𝑟g)
(𝜒′2𝑚,𝑛 − 𝑚2)J2𝑚 (𝜒′𝑚,𝑛)

. (3.23)

Here, 𝜒′𝑚,𝑛 is the 𝑛-th root of the derivative of the Bessel function of the first
kind J𝑚 and 𝑘⊥𝑚,𝑛 is the transverse wavenumber of the waveguide mode. The
sign ± refers to the counter- and co-rotating modes TE±𝑚,𝑛 where the rotation
is given with respect to the electron gyration. A derivation of the coupling
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coefficient can be found in [75] and is not repeated here, since in chapter 4 a
more general coupling coefficient is derived.

Nevertheless, the selectivity of a LOB can be illustrated by (3.23). Considering
that only the Bessel function of zero order J0 is non-zero at 0, (3.23) imme-
diately shows that for 𝑟g = 0 the coupling coefficient is different from zero
only for modes TE𝑠,𝑛. Since the square of the mode’s eigenvalue 𝜒′𝑚,𝑛 occurs
in the denominator of the coupling coefficient, the interaction with modes of
radial index 𝑛 = 1 is favored for a LOB, while modes with higher-order radial
index are quadratically suppressed.

Utilizing this strong selectivity of LOBs for helical gyro-TWTs with a three-
fold helically corrugated waveguide, the properties of the electron beam are
chosen such that the electrons only interact with the near cut-off part of the
eigenwave (TE2,1) at the second cyclotron harmonic. This ensures a high
stability against the excitation of parasitic modes. Furthermore, this has the
advantage of a reduced magnetic field (see (3.18)) compared to a usual tube
operated at the fundamental cyclotron harmonic. This becomes important
especially for tubes operating at sub-THz frequencies since the required field
strengths for tubes operated at the fundamental cyclotron harmonic can easily
exceed 10T.

3.1.4 CUSP-Type Electron Guns

From the previous section it becomes clear that the LOB is a key feature of a
stable helical gyro-TWT. The motion of electrons in the electron tubes under
investigation is a superposition of a uniform drift along a static magnetic field
and a uniform gyration on a circle of radius 𝑟L with frequency 𝜔H. The radius
is the Larmor radius, the center of the Larmor orbit is the guiding center 𝑟g and
𝜔H is the cyclotron frequency. For an ideal LOB, the guiding center radius
𝑟g is zero. Nevertheless, in a realistic case 𝑟g never vanishes, e.g. because of
the finite width of the electron emitter ring. In [76], a guiding center radius of
𝑟g ≤ 0.2𝜆 is given as an admissible value to retain the favorable properties of
a LOB. This limit is adopted in the following.

52



3.1 Helical Gyro-TWTs

For a given magnetic field, a LOB is defined by the electrons’ kinetic energy
𝐸kin and the pitch factor

𝛼 =
𝑣⊥
𝑣 ∥

(3.24)

which is the ratio of the velocity 𝑣⊥ transverse to the central axis and the
velocity 𝑣 ∥ parallel to it. A high quality electron beam is characterized by
small spreads of its parameters 𝐸kin and 𝛼. In this work, the spread 𝛿𝑥 of a
value 𝑥 is given as a relative value which is defined as the standard deviation of
the corresponding distribution divided by the mean value of the distribution:

𝛿𝑥 =
1

𝑥mean

√√√
1

𝑁

𝑁∑︁
𝑖=1

(𝑥𝑖 − 𝑥mean)2 . (3.25)

Often, a Gaussian distribution of the values is assumed.

While the first LOBs were created by electron guns with an asymmetric mag-
netic field (for example the first helical gyro-TWT had an electron gun with
kicker magnet [40]), the current state-of-the-art are so-called CUSP-type elec-
tron guns (CUSP-guns). A schematic illustration of a CUSP-gun and the
associated magnetic field is shown in Fig. 3.7. The electrons are emitted from
an annular electron emitter at the cathode and are accelerated by an applied
acceleration voltage towards the anode. They are guided by a static magnetic
field. A non-adiabatic transition of the magnetic field from negative to positive
values (the so-called cusp) allows a conversion of the electrons’ axial veloc-
ity into a transverse velocity component. By this mechanism, the originally
rectilinear electron beam emitted from the cathode is transformed to a LOB.
The cusp is followed by a weakly inhomogeneous field, which causes an adi-
abatic compression. During the adiabatic compression, a further part of the
electrons’ axial velocity is converted into a transverse velocity component and,
consequently, the pitch factor increases.

Adiabatic compression is based on the conservation of the perpendicular adi-
abatic invariant (see chapter 1.6 in [77])

𝐼⊥ =
𝑝2⊥
B

= const . (3.26)

53



3 MW Components for Passive Mode-Locked Oscillators

r

z

e
-

Cathode

Anode

Main Coil

Gun Coil

Emitter

z

zze

0

re

Figure 3.7: Schemata of a CUSP-gun. Top: Geometry of the gun. Bottom: B𝑧 component of the
magnetic field.

The magnetic flux Ψ depends on the perpendicular adiabatic invariant and has
the meaning of a magnetic flux through the Larmor circle:

Ψ = 𝜋𝑟2LB =
𝜋

𝑒20
𝐼⊥ . (3.27)

As a consequence of the conservation of energy and magnetic flux, the axial
momentum of a gyrating electron is converted to a transverse momentum
component in a convergent magnetic field.

For an idealized cusp, in the form of a step-function (see Fig. 3.8), analytical
expressions for the relativistic electron trajectories can be found. The magnetic
field and vector potential for a step-like cusp are

B𝑧 = B0 (1 − 2H(𝑧)) ,

A𝜙 =
𝑟B0

2
(1 − 2H(𝑧)) ,

(3.28)

with the Heaviside step function H(𝑧). Although such an idealized cusp seems
to be an unrealistic simplification, it allows the derivation of the basic behavior
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Figure 3.8: Ideal magnetic field step (cusp) with an electron trajectory (based on [78]).

of electron trajectories in CUSP-guns. In a realistic CUSP-gun the objective
of design is to realize a cusp that approaches an ideal cusp, meaning that the
transition from negative to positive magnetic field should happen as abruptly
as possible.

For a derivation of the electron trajectories, the Lagrangian formalism is used.
Starting from the Euler-Lagrange equation:

d

d𝑡

𝜕L
𝜕 ¤𝒓 =

𝜕L
𝜕𝒓

, (3.29)

the Lagrangian L of an electron in an electromagnetic field is given as [77]

L =
−𝑚e𝑐

2
0

𝛾
− 𝑒0 ¤𝒓 ·A + 𝑒0V , (3.30)

where 𝛾 is the Lorentz factor and the dot-notation symbolizes a partial time
derivative (𝜕/𝜕𝑡). The magnetic vector potential and the scalar electric poten-
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tial are A and V, respectively. In cylindrical coordinates, the Lagrangian takes
the form:

L = −𝑚e𝑐0
2

√︄
1 − 1

𝑐20

(
¤𝑟2 + 𝑟2 ¤𝜙 + ¤𝑧2

)
− 𝑒0

(
¤𝑟A𝑟 + 𝑟 ¤𝜙A𝜙 + ¤𝑧A𝑧

)
+ 𝑒0V .

(3.31)
Since the magnetostatic fields are produced from radially symmetric coils,
only the A𝜙 component of the vector potential is non-zero and the Lagrangian
simplifies to [79]:

L = −𝑚e𝑐
2
0

√︂
1 − 1

𝑐0
2

(
¤𝑟2 + 𝑟2 ¤𝜙2 + ¤𝑧2

)
− 𝑒0𝑟 ¤𝜙A𝜙 + 𝑒0V . (3.32)

From the Euler-Lagrange equation and the Lagrangian the equations for the
radial, angular and axial coordinates can be found:

d

d𝑡

(
𝑚e𝛾 ¤𝑟

)
= 𝑚e𝛾𝑟 ¤𝜙2 − 𝑒0 ¤𝜙A𝜙 , (3.33)

d

d𝑡

(
𝑚e𝛾𝑟

2 ¤𝜙
)
= 0 , (3.34)

d

d𝑡

(
𝑚e𝛾 ¤𝑧

)
= −𝑒0𝑟 ¤𝜙

𝜕A𝜙

𝜕𝑧
. (3.35)

The Lagrangian is independent of the 𝜙 coordinate and, therefore, the angular
momentum 𝑝𝜙 is conserved (this can be seen from (3.34)). The generalized
angular momentum calculates as:

𝑝𝜙 =
𝜕L
𝜕 ¤𝜙

= 𝑚e𝛾𝑟
2 ¤𝜙 − 𝑒0𝑟A𝜙 = const . (3.36)

For an electron with an initial radius of 𝑟0, a given magnetic field strength B0

and in the absence of an electric field with a 𝜙-component (⇒ ¤𝜙 = 0), the
angular momentum evaluates for 𝑡 = 0 as

𝑝𝜙 |𝑡=0 = −
𝑒0𝑟

2
0B0

2
. (3.37)
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If a constant 𝛾 is assumed (no acceleration of the electron in the cusp region),
the Euler-Lagrange equation (3.35) for the 𝑧-coordinate can be decoupled from
the azimuthal motion. Therefore, (3.28), (3.36) and (3.37) are used to find an
expression for 𝑟2 ¤𝜙 which is applied to (3.35):

𝑟2 ¤𝜙 =
𝜔H

2

(
𝑟2

(
1 − 2H(𝑧)

)
− 𝑟20

)
(3.38)

⇒ ¥𝑧 =
𝜔2

H

2

(
𝑟2

(
1 − 2H(𝑧)

)
− 𝑟20

)
δ(𝑧) (3.39)

where the definition (3.18) of the cyclotron frequency is used. The Dirac delta
function δ(𝑧) arises from the derivation of the Heaviside step function.

The axial position 𝑧 and velocity 𝑣𝑧 in (3.39) can be separated by the relation

d

d𝑡
= 𝑣𝑧

d

d𝑧
(3.40)

which allows a simple integration of (3.39). For an electron with the initial axial
velocity 𝑣𝑧,1 before the cusp, the axial velocity 𝑣𝑧,2 after the cusp calculates as

𝑣2𝑧,2 = 𝑣2𝑧,1 − 𝑟20𝜔2
H . (3.41)

This leads to two important observations: (1) the transfer from axial to transver-
sal velocity (𝑣⊥ = 𝑣𝑧,2−𝑣𝑧,1) depends on the radius of the electron beam before
the cusp; (2) a threshold velocity 𝑟0𝜔H exists below which the electron is re-
flected at the cusp. Since the threshold velocity depends on the initial radial
position of the electron, it is also possible to define an equivalent threshold
radius:

𝑟th =
𝑣𝑧,1

𝜔H
. (3.42)

During the design of a CUSP-gun, the two relations above are the main limiting
factors for the geometry of the ring-shaped emitter. The finite thickness of the
annular emitter causes a spread in the radius of the emitted beam, which is
the dominant source of spreads in the pitch factor in the LOB. The threshold
radius is a strongly limiting factor for the maximum radius of the emitter.
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As for the 𝑧-coordinate, the Euler-Lagrange equation for the 𝑟-coordinate can
be decoupled from the azimuthal motion by applying (3.38):

¥𝑟 = −𝑟
𝜔2

H

4

(
1 −

𝑟40

𝑟4

)
. (3.43)

Since an analytical solution of this nonlinear differential equation is challeng-
ing, in [79] a comparison of (3.43) with the well-known equation of circular
motion in space with a constant angular frequency is presented. If a gyration
with the angular frequency 𝜔H and Larmor radius 𝑟L around a center at 𝑟g is
assumed, the equation of motion is given by:

¥𝑟 = −𝑟
𝜔2

H

4

(
1 −

(
𝑟2g − 𝑟2L

)2
𝑟4

)
. (3.44)

A comparison of (3.43) and (3.44) leads to two equations that describe the
relation between the guiding center radius and the Larmor radius:

𝑟2g − 𝑟2L = 𝑟20 for 𝑟g > 𝑟L , (3.45)

𝑟2L − 𝑟2g = 𝑟20 for 𝑟g < 𝑟L . (3.46)

In a CUSP-gun, the electrons are emitted as a hollow, rectilinear beam from an
annular emitter. Therefore, 𝑟L ≪ 𝑟0 holds before the CUSP and (3.45) is valid.
After the cusp, the electrons encircle the axis of symmetry and (3.46) holds.
If only a magnetic field but no potential is present, the total electron velocity
is a constant of the motion and (3.41) can be applied to derive expressions for
the Larmor radius and the guiding center radius after the cusp:

𝑣 = 𝑣2𝑧,1 + 𝑟2L1𝜔
2
H = 𝑣2𝑧,2 + 𝑟2L𝜔H

2 , (3.47)

𝑟2L = 𝑟20 + 𝑟2L1 , (3.48)
𝑟2g = 𝑟2L − 𝑟02 = 𝑟2L1 . (3.49)

From these relations, two important rules can be extracted: First, the Larmor
radius of the electrons after the transit through the cusp and, therefore, the
transfer of axial velocity to transversal velocity, is controlled by the radius
of the electron beam before the cusp. Second, if the electron beam is not
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perfectly rectilinear before the cusp, the guiding center radius of the created
LOB is non-zero.

It is also possible to derive equations for the electron trajectories in more
realistic, non-ideal cusps in an analytical manner, at least if some restrictions
on the initial vales and approximations are introduced. Details can be found in
[79] and [80]. For the investigation of arbitrary cusp configurations, numerical
methods can be used to calculate the electron trajectories. This approach is
applied in [78]. In [78], a systematic analysis of the influences from realistic
cusp configurations and influences from the gun geometry is performed. Based
on these investigations and on the analytical calculations, the following design
criteria for a CUSP-gun are found:

1. The cusp height ΔB has to be small for feasible values of 𝑟th to avoid
reflected electrons.

2. It is essential to operate far from threshold radius 𝑟th if the CUSP-gun
should support a wide range of possible pitch factors 𝛼.

3. The threshold radius 𝑟th and therefore the cusp height ΔB limit the
maximum radius of the annular electron emitter.

4. Since the transfer from axial to transversal velocity depends on the
radius of the initial electron beam, a spread in the radial position leads
to a spread in the pitch factor after the cusp. Therefore, the thickness
of the annular electron emitter should be as thin as possible in order to
minimize the thickness of the generated electron beam.

5. To minimize the guiding center radius 𝑟g, the cusp should be located as
close as possible to the electron emitter to ensure a minimum transversal
velocity component of the electron beam before the cusp.

6. A symmetric cusp is necessary to minimize the guiding center radius 𝑟g
and to generate a high quality LOB.

For the simulation of CUSP-guns, so-called electrostatic tracking-solvers are
well suited. As part of this work, the two in-house implementations of this
method, Ariadne [81] and Esray [82] were evaluated and have shown to produce
feasible results for CUSP-guns.
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3.1.5 Waveguide Polarizers

At the end of the helical interaction region, the amplitude of the corrugation
is slowly reduced to convert the helically corrugated waveguide into a cylin-
drical one. In this transition section, the eigenwave of the helical waveguide is
converted into a TE1,1 mode of a circular waveguide. During the mode con-
version, the wave is also decoupled from the electron beam since no interaction
of the LOB with the TE1,1 mode is possible (see (3.23)). Thus, the output of
the interaction region is a circular TE1,1 mode. For the feedback system that
couples the amplifier and absorber devices in a passive mode locked oscillator,
a linear polarized signal is beneficial (see section 3.4). Therefore, a polarizer
is usually placed directly after the interaction region to convert the circularly
polarized TE1,1 to a linearly polarized one.

The circular polarization can be considered as a superposition of two linearly
polarized waves orthogonal to one another, with equal magnitudes but a phase
difference of any odd integer multiple of 𝜋/2. A short, elliptical waveguide
section with smooth transitions to the circular waveguide at both ends is suf-
ficient to serve as a polarizer [83]. Such polarizers are well known and can
reach a low cross-polarization [84]. An elliptical waveguide section acts as a
polarizer, since a wave with an E𝑟 component along the major axis (the longest
diameter of an ellipse) and a wave with an E𝑟 component along the minor axis
(the shortest diameter of an ellipse) will have different phase velocities in these
regions [85].

The surface of an elliptical waveguide is defined by

𝑟
(
𝑧, 𝜙

)
= 𝑅 + 𝑟

(
𝑧
)
sin

(
2𝜙

)
, (3.50)

where 𝑟
(
𝑧
)
is the difference between the semi-minor axis (half of the minor axis)

and the waveguide radius 𝑅 along the waveguide. To calculate the polarization
effect of an elliptical polarizer, the wave is decomposed into so-called X and
O-modes, which are linearly polarized modes with E𝑟 components rotated
by 45◦ with respect to the major and minor axis of the ellipse (see Fig. 3.9).
The ‘O-mode’ stands for ‘ordinary mode’ and describes in this context a
mode with a dispersion of the cylindrical input waveguide. The ‘X-mode’ is
an ‘extraordinary mode’ with a dispersion changed because of the elliptical
waveguide cross-section.
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Figure 3.9: Cross-section of an elliptical waveguide (based on [84]).

If an input O-mode wave is assumed, a part of the wave is coupled to the
X-mode by a passage through the polarizer. A coupling coefficient 𝐶ellip for
the X and O-mode can be derived [86]:

𝐶ellip =
1

2𝑅2

𝜒′2√︁
(𝑘𝑅)2 − 𝜒′2

𝜒′2 + 1

𝜒′2 − 1
. (3.51)

Here 𝜒′ is the eigenvalue of the mode (1.8412 for a TE1,1) and 𝑘 is the free-
space wavenumber. Now the amplitudes 𝐴O and 𝐴X at every position 𝑧 along
the elliptical polarizer can be calculated:(

𝐴O
(
𝑧
)

𝐴X
(
𝑧
) ) =

(
cos

(
𝜓
)

𝑗 sin
(
𝜓
)

𝑗 sin
(
𝜓
)

cos
(
𝜓
) ) (

𝐴O
(
0
)

𝐴X
(
0
) ) . (3.52)

Here,𝜓 is a phase constant defined by integration along the elliptical waveguide
of length 𝐿:

𝜓 = 2𝐶ellip

∫ 𝐿

0

𝑟
(
𝑧
)
d𝑧 . (3.53)

A circularly polarized wave can be expressed by a superposition of an O and
X-mode with the amplitudes 𝐴O

(
0
)
= 𝑗/

√
2 and 𝐴X

(
0
)
= 1/

√
2. Because a

linearly polarized mode corresponds to 𝐴O
(
0
)
= 0 and 𝐴X

(
0
)
= 1, the relation

|𝜓 | = 𝜋

4
(3.54)
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must apply for a polarizer which converts between a circular and a linear
polarization.

With the previous equations, the geometry for an elliptical polarizer can be
found. In [83], Denisov et al. have pointed out that the maximum average
radius 𝑅 is limited since it should be slightly smaller than the critical radius
for the TM1,1 mode to avoid mode conversion into this mode or the excitation
of this mode by the electron beam. The limitation in the radius also limits
the bandwidth of the polarizer. The reason for this is the 𝑘𝑅 dependence of
the coupling coefficient of O- and X-modes (see (3.51)). For large 𝑅, a small
change of the wavenumber 𝑘 only has a small impact on the coupling coefficient.
But for decreasing 𝑅, the impact of small changes of the wavenumber 𝑘
increases. Denisov et al. give a maximal bandwidth for an elliptical polarizer
in the Ka-band of about ≈ 7% [83].

A possible alternative to an elliptical waveguide polarizer is presented in [87].
Instead of an elliptical waveguide, a rectangular waveguide with sinusoidal
corrugations is used. They showed a significantly improved bandwidth in the
order of 20%. Nevertheless, while elliptical polarizers are already successfully
used in high power helical gyro-TWTs (e.g. in a Ka-band amplifier [88]), no
examples are known where the rectangular polarizer is used in an experimental
application.

3.1.6 Horn Antenna and Collector

A beam with a high coupling to a fundamental Gaussian mode is usually
preferred as an output of the helical gyro-TWT by typical applications. This
is also the case for the devices in a passive mode-locked microwave oscillator
(see section 3.4). Therefore, the polarizer is followed by a mode converter,
converting the TE1,1 mode to a balanced HE1,1 mode.

Usually, the mode converter is part of an integrated output system. It consists of
a horn antenna to transform theTE1,1 mode to aHE1,1 mode, a collector which
separates the RF and the electron beam, an optional energy recovery system to
increase the overall system efficiency by recovering a part of the kinetic energy
of the spent electron beam, and a broadband microwave window to decouple
the microwave from the vacuum tube.
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(a) (b)

Figure 3.10: Schemata of two integrated output systems for a helical gyro-TWT. (a) A smooth
horn with an integrated collector and a multi-layer output window. (b) Corrugated
horn with a depressed collector and a multi-layer output window (based on [90]).

Each component of the output system must minimize back-reflections through
the entire operating frequency band. Especially for the sub-THz range this is
important because manufacturing tolerances become hard to achieve, which
could increase the back-reflections of the final component. Unwanted reflec-
tions in an amplifier or a passive mode-locked oscillator could cause parasitic
oscillations.

While in classical high-power microwave tubes such as gyrotrons quasi-optical
systems based on optimized Vlasov launchers [89] are used to transform the
cavity mode to a Gaussian like beam and to separate the electron beam from the
RF, this type of mode-converter is insufficient for broadband signals. There-
fore, in broadband gyro-TWTs, horn antennas are typically used to transform
the TE1,1 mode to a HE1,1 mode. The HE1,1 mode is closely coupled to the
fundamental free space Gaussian mode (TEM0,0) and can therefore be effec-
tively radiated to free-space or fed into an oversized corrugated waveguide.

In Fig. 3.10, two possible configurations of integrated output systems are
shown. In Fig. 3.10a, a combined horn antenna/collector is shown. A long
smooth horn antenna [91] is used to convert the TE1,1 mode to a HE1,1 mode.
At the same time, the horn antenna is used as collector to recover the electron
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beam. An electromagnetic coil surrounding the horn directs the electron beam
to the collector. A similar output system was used in the first W-Band helical
gyro-TWT [42], [91].

An alternative to the smooth horn antenna is a corrugated one [90]. Because of
the fine corrugations, the horn has to be separated from the collector section.
Otherwise, the incident electron beam could damage the corrugations. An
advantage of the separation of mode converter and collector is the possibility
of pairing it with a depressed collector to recover a part of the spent electron
beam’s kinetic energy and to increase the overall system efficiency. Such a
system is shown in Fig. 3.10b. The corrugated horn converts the amplified
microwave signal in the TE1,1 mode to the fundamental HE1,1 mode. The
Gaussian-like beam then propagates across an isolation gap and passes through
the depressed collector. The electron beam is decelerated by an applied de-
pression voltage between the horn and the collector.

Aside from the energy recovery, a main advantage of this system is the lower
thermal wall loading. This is achieved by the recovery of kinetic energy of the
electron beam before it hits the collector wall. Moreover, a larger radius of the
collector is possible in this configuration, which increases the surface of the
collector and therefore further decreases the thermal wall load.

3.1.7 Broadband Windows

Finally, the microwave beam passes through the output vacuum window. The
primary function of the window is to maintain the vacuum inside the electron
tube. At the same time, the window must be highly transparent with minimum
absorption and reflection over the complete frequency band of operation.

The window disk has a higher electric permittivity than the vacuum inside the
tube and the air outside the tube. This results in two permittivity discontinuities
at the front and rear sides of the window. For an incident electromagnetic wave,
traveling through the window, a fraction is reflected at these discontinuities.
To reduce the total reflections at the window, the thickness of the window disk
can be chosen as an integer multiple of half of the wavelength. In this case
the reflections at both discontinuities interfere destructively and the window
becomes almost completely transparent.
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The frequency of highest transparency 𝑓trans for a window of thickness 𝑑w
calculates as

𝑓trans =
𝑐0

2
√︁
𝜖
′
r𝑑w

, (3.55)

where 𝜖 ′r is the real part of the window’s complex relative permittivity 𝜖r =

𝜖
′
r − 𝑗𝜖

′′
r and tan

(
𝛿
)
= 𝜖

′′
r /𝜖

′
r [92].

The scattering matrix of a window with a single dielectric disc is given by [93]:

𝑆w =
1

1 − 𝜚2e −2𝛾 𝜖 𝑑w

©­«
𝜚 −

(
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e −𝛾 𝜖 𝑑w 𝜚 −

(
1 − e −2𝛾 𝜖 𝑑w

)ª®¬ .

(3.56)
Here, 𝛾 𝜖 is the complex propagation constant in a dielectric material and 𝜚 is
the complex reflection factor. For a TEM mode, it calculates as

𝜚 =
1 −

√
𝜖r

1 +
√
𝜖r

. (3.57)

The reflectivity (the ratio of the reflected power to the input power), the trans-
missivity, and the absorptivity can be calculated from (3.56). In the following,
only the explicit expression for the reflectivity is given:

R =
R0

(
1 − 2T0 cos

(
2𝛽𝜖 𝑑w

)
T 2
0

)
1 − 2R0T0 cos

(
2𝛽𝜖 𝑑w − 2 arg(𝜚)

)
+ R2

0T 2
0

. (3.58)

Here, R0 = |𝜚 |2 is the absolute square of the complex reflection factor. T0 =

e −2𝛼𝜖 𝑑w is defined by the attenuation constant 𝛼𝜖 and phase constant 𝛽𝜖 of
an electromagnetic wave in a lossy dielectric material:

𝛼𝜖 =
1

2
𝑘0

√︃
𝜖
′
rtan

(
𝛿
)
, (3.59)

𝛽𝜖 = 𝑘0

√︃
𝜖
′
r

√︂
1

2
+ 1

2

√︃
tan

(
𝛿
)2 + 1 . (3.60)

A derivation of the given equations can be found in [93].

In Fig. 3.11a, the schematic reflectivity R for a single-disc window is given.
As can be seen from (3.58), a window consisting of a single disc is transparent
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only in a very narrow frequency band. For the application in a helical gyro-
TWT with a large bandwidth this is an issue. Fortunately, several strategies
for widening the transmission bandwidth are known. The most common
techniques are [94]

• Brewster widows (e.g. [95] for a W-band Brewster window),

• windows with a dielectric coating,

• multi-layer windows (e.g. [96] for a W-band multi-disc window),

• meta-surface windows (e.g. [97] Q-band meta-surface window).

Brewster windows retain their good transmission properties only for waves with
a linear polarization fixed to the window plane [93]. Since for the application
in a passive mode-locked oscillator a broadband transmission independent of
the wave’s polarization is required (see section 3.1.8), this technology is out of
the question for electron tubes operated with a single vacuum window for the
input and output.

Windows with dielectric coating and multi-disc windows are both based on
the same principle. In a multi-disc window, additional matching discs are
added at each side of the central, separated by a vacuum or air gap. This
results in additional resonant passbands around the transmission frequency of
the central disc. In a window with a dielectric coating, additional layers of
dielectric material are directly coated onto the main disc. No air gaps separate
the different dielectric layers. The challenge of coated windows is the following
requirement on the permittivities 𝜖 ′r1 and 𝜖 ′r2 at the interface of two layers [94]:

𝜖
′
r1 =

√︃
𝜖
′
r2 . (3.61)

This significantly limits the choice of possible window materials.

An alternative could be meta-surface windows. For this type of window,
the surface of the window is provided with a periodic set of corrugations
(the so-called meta-surface). In the simplest case, the meta-surface consist
of periodic lattices [97]. The structured surface of the window changes the
effective permittivity of the material and, therefore, a meta-surface window
is equivalent to a windows with a dielectric coating. The advantage of meta-
surface windows is that the permittivity of the ‘coating’ does not depend on
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the material but on the structure of the surface. However, the dimensions of
the meta-surface structure must be far below 𝜆/4 which could be problematic
for sub-THz frequencies. To the author’s knowledge, there are no meta-surface
windows for frequencies in the sub-THz range to date.

In contrast, multi-disc windows have shown already a good performance at low
sub-THz frequencies (W-band) [96] and, therefore, multi-disc windows are the
most promising candidates for a realization of the broadband microwave win-
dows required for the electron tubes of a passive mode-locked microwave
oscillator. A schematic of a three-disc window and the corresponding re-
flectivity is shown in Fig. 3.11b. It can be seen that the transmission band
is significantly broadened by the additional resonant passbands around the
transmission frequency of the central disc. As for a single-disc window, the
reflectivity, the transmissivity and the absorptivity for a multi-disc window can
be calculated from the scattering matrix.
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Figure 3.11: Schemata (top) and reflectivities (bottom) of a single-disc window (a) and a multi-
disc window (b).

The given equations are only valid for discs with a diameter equal to the
waveguide diameter. In a real window, the disc diameter always exceeds the
diameter of the waveguide (see e.g. [96] for the geometry of a real three-disc
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window). The change in the waveguide diameter causes a coupling to other
waveguide modes which can change the transmission properties of a window
significantly. Therefore, the given equations can only be a starting point for the
design of a microwave window. During this thesis, a generalized scattering-
matrix code was developed which is sufficient for the simulation and synthesis
of realistic broadband multi-layer windows.

3.1.8 In- and Out-coupling of High-Power Signals

A major challenge in the development of amplifier and absorber devices for a
passive mode-locked oscillator is the effective injection of high-power signals
into the devices. State-of-the-art helical gyro-TWTs as shown in Fig. 3.1 can
only handle low power input signals (several Watts). Based on an innovative
idea developed by Denisov et al. [83], this challenge can be solved: helical
gyro-TWTs offer the possibility of being operated with a single window that is
used for the input as well as the output signal.

The diagrams of a helical gyro-TWT modified for single-window operation
is showed in Fig. 3.12. Compared to Fig. 3.1, it can be seen that only a
single modification is necessary: the removal of the low-power input coupler.
Through the high-power broadband window (d), the input signal (e) is injected
as a linearly polarized Gaussian beam or a linearly polarized HE1,1 mode into
the tube.

Assume the input signal is polarized in the 𝒚̂ direction in the following. The
wave propagates in the direction opposite to the electron beam along the tube
towards the electron gun. In the horn antenna, the input mode is converted to
a linearly polarized TE

𝑦

1,1 mode. A polarizer (c) follows the horn antenna and
converts the linearly polarized TE

𝑦

1,1 into a circularly polarized TE1,1 mode.

The lefthanded TE1,1 mode does not fulfill the coupling condition (3.2) and is
therefore not coupled with aTE2,1 mode in the helically corrugated interaction
region (b). Correspondingly, no interaction of the electromagnetic wave with
the electron beam occurs.

At the reflector (a) following the interaction region, theTE1,1 mode is reflected.
After the reflection, the mode changes its propagation direction, while retaining
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Figure 3.12: Diagram of a single-window helical gyro-TWT with a) reflector, b) helically corru-
gated interaction region, c) polarizer, d) input signal, e) high power output signal.
On the bottom the amplitude patterns of the electric field at different positions in the
tube is shown. The black arrows indicate the polarization.

the direction of its azimuthal rotation. The left-hand polarized TE1,1 mode
becomes a right-hand polarized TE−1,1 one.

The reflected wave propagates in the same direction as the electron beam to-
wards the output of the tube. Because of the change of polarization, theTE−1,1
fulfills the coupling condition (3.2) of the helically corrugated interaction re-
gion and an interaction with the electron beam is possible. This results in
convective amplification of the mode as it propagates through the interaction
region.
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After the interaction region, the circularly polarized mode passes through the
polarizer and is converted to aTE𝑥1,1 mode, linearly polarized in the 𝒙 direction.
The horn antenna converts the TE𝑥1,1 mode to a linearly polarized Gaussian
beam, which leaves the tube through the same window.

It is important to note that the output signal polarization is orthogonal to the
input signal polarization. This allows a separation of input and output signal by
a polarization splitter (see section 3.4.2), which is a key point for the feedback
system developed in chapter 8.

A major advantage of a single-window helical gyro-TWT is the possibility of
using a high-power signal as an input. This is a key feature for a passive mode-
locked oscillator where high power pulses are circulating in a feedback loop of
an amplifier and an absorber. Without this feature, a realization of a passive
mode-locked microwave oscillator would be impossible. In this context, it
should also be noted that the idea of a single-window helical gyro-TWT was
not introduced until one year after the publication of the fundamental idea of
a passive mode-locked microwave oscillator by Ginzburg et al. (2015).

3.2 Cyclotron Absorber

Due to a lack of available well-known devices for the realization of a microwave
saturable absorber, Ginzburg et al. [4] assumed an ideal saturable absorber
in the first preliminary investigations of a passive mode-locked microwave
oscillator. In [50], the first ideas for the realization of a realistic saturable
microwave absorber, suitable for high power, are proposed. It is based on the
cyclotron resonance absorption of an electromagnetic wave in a cylindrical
waveguide by an initially rectilinear electron beam which is guided by a static
magnetic field.

A schematic of a cyclotron absorber is shown in Fig. 3.13. It can be seen
that the general construction is similar to a helical gyro-TWT in a single-
window configuration. The main difference is that the helical interaction area
is replaced by a cylindrical one.

The cyclotron absorber is operated with an initially rectilinear, halo electron
beam. If an electromagnetic wave which fulfills the cyclotron resonance condi-
tion is fed into the interaction region (3.17), the electrons are accelerated, gain
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Figure 3.13: A single-window cyclotron absorber with a) gun-coil, b) anode, c) cathode with
the emitter, d) reflector, e) main-coil, f) polarizer, g) circular interaction region, h)
electron beam, i) horn antenna and collector, j) broadband vacuum window, k) high
power output signal, i) input signal.

a tangential velocity component 𝑣⊥, and start to gyrate in the static magnetic
field H0 = H0 𝒛̂. Consequently, the kinetic energy of the electrons increases
and the energy in the electromagnetic wave is absorbed by the electron beam.

This is represented in Fig. 3.14. The initially rectilinear, halo electron beam
with radius 𝑟b (Fig. 3.14a) absorbs the energy of the electromagnetic wave
and the electrons start to gyrate with the Larmor radius 𝑟L. The centers of the
gyration are located on the circle of the initial beam (see Fig. 3.14a). Therefore,
the generated electron beam after the absorption process is not a large orbit
electron beam as in a helical gyro-TWT but rather a classical gyrating, halo
electron beam as used for example in high-power gyrotrons.

The saturation of the absorption is caused by two effects: (1) the relativistic
dependence of the gyro-frequency on the kinetic energy of the electrons (see
(3.18)); (2) the effect of phase bunching.

From the first effect, the maximum energy that an electron beam can absorb
from an electromagnetic wave can be calculated. With increasing kinetic en-
ergy, the Lorentz factor 𝛾 increases and the cyclotron frequency 𝜔H decreases.
Therefore, after the electrons have absorbed a certain amount of energy, the
cyclotron resonance condition is not fulfilled anymore and a further interaction
between the electromagnetic field and the electron beam is prevented.
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Figure 3.14: Projection of the electron trajectories in a cyclotron absorber onto the cross-section
of the interaction region. For the initially rectilinear electron motion before (a) and
gyrating electron motion after (b) the absorption of energy from the electromagnetic
wave.

Assuming that the electron-wave interaction is only possible in a certain range
Δ𝜔H around the cyclotron frequency and neglecting higher harmonics, the
following relation holds for the maximal energy that can be absorbed:

𝜔 − 𝑘 ∥𝑣 ∥ = 𝜔H − Δ𝜔H =
𝑒0H0

𝑚e (𝛾 + Δ𝛾) . (3.62)

With (3.62), the increase in the Lorentz factor caused by the absorbed energy,
calculates as

Δ𝛾 =
𝑒0H0

𝑚e (𝜔H − Δ𝜔H)
− 𝛾 . (3.63)

Therefore, the energy that a single electron can absorb from the electromagnetic
wave is given as:

Δ𝑊 = Δ𝛾𝑚e𝑐
2
0 . (3.64)

Consequently, an electron beam with a current 𝐼 can absorb a maximal power
of

Δ𝑃 =
Δ𝑊

𝑒0
𝐼 . (3.65)
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It can be seen that Δ𝑃 is defined by the beam current 𝐼 and the upper limit of
the cyclotron frequency mismatch Δ𝜔H.

While the existence of an upper limit for the absorbed energy indicates that
a cyclotron absorber acts as a saturable absorber, its real behavior is more
complicated because of the phase bunching effect (see section 3.1.2 for a de-
scription of phase bunching). To understand this effect, the phase bunching
in a single beamlet is discussed in the following. A beamlet is a bunch of
electrons gyrating with a Larmor radius 𝑟L around a guiding center which is
located on the halo electron beam of radius 𝑟b (see Fig. 3.14).

The parameters of the cyclotron absorber are chosen such that the electrons
bunch and cluster in an acceleration phase (𝜔 > 𝜔H) and the electron beam
extracts energy from the RF field (as an absorber is expected to do). After
the initial bunching, the electrons synchronously gain energy. As a result,
the cyclotron frequency of the bunch decreases and the bunch moves towards
the deceleration phase. In the deceleration phase, the electrons in the bunch
emit energy to the RF field and the absorber starts amplifying the RF signal
instead of absorbing it. Since the electrons begin losing energy now, their
cyclotron frequency increases again and the bunch slowly moves back into the
acceleration phase.

This is illustrated in Fig. 3.15. Shown are the amplitude distributions along a
cyclotron absorber (with 𝑅 = 0.36mm, 𝐸kin = 35 keV and 𝐼 = 0.03A) for CW
input signals of different powers at 263GHz. The amplitude distributions are
simulated with the model developed in chapter 4. In Fig. 3.15, both previously
described effects can be seen: the limitation of the maximal power that can be
absorbed by the electron beam because of the relativistic dependence of the
gyro-frequency on the kinetic energy, and the change from the absorption to the
amplification regime because of the phase bunching. A similar behavior was
observed previously for a helical gyro-TWT (see Fig. 3.5). After absorbing
a certain amount of energy, an absorber switches from an absorption to an
amplification regime. Fortunately, this is an advantage for the realization of a
nonlinear saturable absorber.

An important observation is that the period for the change from absorption to
the amplification regime decreases as the power of the input signal increases.
This behavior can be used to improve the saturation effect of the absorber. If
the length of the absorber is chosen such that low-power signals are optimally

73



3 MW Components for Passive Mode-Locked Oscillators

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

z (m)

0

5

10

15

20

a
m

p
lit

u
d
e
 (

W
)

10 W

25 W

100 W

200 W

300 W

Figure 3.15: Simulated amplitude distribution along a cyclotron absorber (𝑅 = 0.36mm, 𝐸kin =

35 keV and 𝐼 = 0.03A) for CW input signals of different powers at 263GHz.

absorbed (𝑧 = 0.06m in Fig. 3.15), for higher-power signals the absorber will
already be in the amplification regime when the signal leaves the absorber.
Therefore, the total absorption for high-power signals can be below the ab-
sorption limit caused by the relativistic dependence of the gyro-frequency on
the kinetic energy of the electrons.

As for the phase bunching in a helical gyro-TWT, simulations are performed for
a better illustration of the effect. For the case of an ideal, initially rectilinear
electron beam, the phase difference ΔΘ between the electrons in a single
beamlet and the electromagnetic wave is shown in Fig. 3.16a. For the initially
rectilinear beam, the electrons do not gyrate at 𝑧 = 0mm. Once the electrons
interact with the electromagnetic field, they start to gyrate (the resonance
condition (3.17) must be fulfilled). Since the gyration of the electrons is
caused by the interaction with the electromagnetic wave, all electrons start the
gyration synchronously in the absorption phase. As in the previous discussions,
the dependence of the cyclotron frequency on the kinetic energy of the electrons
causes a slow transition from the absorption phase to the amplification phase.

In Fig. 3.16b, the average Larmor radius of the gyrating electrons is plotted.
Initially, the Larmor radius is zero since the electrons do not gyrate. As long
as the electrons are in the absorption phase the Larmor radius increases. Once
the amplification phase is reached (𝑧 = 40mm) the Larmor radius decreases
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3.2 Cyclotron Absorber

because the electrons amplify the electromagnetic wave and are losing energy.
At 𝑧 = 80mm, the electrons have transferred all previously gained energy back
to electromagnetic wave and stop gyrating. Therefore, in the special case of an
initially ideal rectilinear electron beam, the initial conditions can be recovered
and the process of absorption/amplification restarts. In Fig. 3.16a, this can be
seen by a phase jump at 𝑧 = 80mm.

Instead of an ideal rectilinear electron beam, a slightly gyrating beam is more
realistic. For such a beam with 𝛼init = 0.05 the evolution of the phase shift
between the electrons and the electromagnetic field is shown in Fig. 3.16c.
The main difference compared to the ideal rectilinear beam is that an initial
phase bunching process occurs (𝑧 < 10mm). As a consequence, the initial
conditions cannot be completely recovered at the end of the first absorption-
amplification period. This causes that the energy absorbed from the electron
beam cannot be completely returned to the electromagnetic wave. Fortunately,
this is irrelevant for the realization of a real cyclotron absorber, since in every
case the absorber is too short to reach the point of complete energy recovery,
even for very powerful input signals.

The previous discussion was limited to the transversal velocity component of
the electrons. However, if the saturable absorber should be used for ultra-short
pulses as is the case in a passive mode-locked oscillator, the axial velocity
of the electrons is of particular interest. It is important to note that the axial
velocity of the electrons must be aligned to the group velocity of the wave
(previously referred to as the synchronized operation regime). Only in this
case, the phase bunching process can be utilized to improve the saturation
effect. If the velocities are not matched, the pulse would slip over the electron
beam. As a result, ‘fresh’ electrons with a uniform phase distribution would
constantly contribute to the electron-wave interaction. Then, the transition
from the absorption to the amplification regime is never reached and high-
power RF signals cannot recover energy from the electron beam.
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Figure 3.16: Relative phase-shift between the cyclotron phase and the electromagnetic wave for an
ideal rectilinear beam (a) and a realistic beam (c). In (b), the Larmor radius is shown
for the ideal case.
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3.3 Helical Gyro-TWTs as Saturable Absorbers

One year after the idea of a passive mode-locked microwave oscillator, the
open question of a suitable high-power broadband amplifier was investigated
by Ginzburg et al.. In the following investigation, an alternative operation
regime of helical gyro-TWTs was observed: a helical gyro-TWT operated in
the Kompfner dip regime [51] acts as a saturable absorber [52].

The so-called Kompfner dip regime was originally studied for Cherenkov
TWTs driven by straight electron beams by Kompfner [51]. For a rectilinear
electron beam with a particular velocity below the characteristic phase velocity
in the slow wave circuit of a traveling wave tube (TWT), an input signal is
completely absorbed by the electron beam [98]. A characteristic dip observed
in the amplification curve is therefore commonly referred to as the Kompfner
dip.

While originally studied in classical TWTs, the Kompfner dip regime is also
observed in gyro-devices [99], [100]. It must be noted that in gyro-devices,
the Kompfner dip is caused by a completely different mechanism than in
classical TWTs. In a TWT with a rectilinear electron beam, the Kompfner
dip occurs when the slow electromagnetic wave of the circuit is coupled to a
fast space charge wave of the electron beam, which results in an attenuation
of the RF signal [101]. In contrast, the absorption of an electromagnetic wave
in gyro-devices is based on the mechanisms described in the previous section
about cyclotron absorbers. When talking about the Kompfner dip regime in
the following, no reference is made to the underlying interaction process, but
rather to the fact that an electromagnetic wave in this regime is absorbed by
the electron beam.

The absorption of a RF signal in a helical gyro-TWT is based on the same
mechanism as in a cyclotron absorber. However, in contrast to a cyclotron
absorber, the electron-wave interaction happens at the second cyclotron har-
monic, as is the case for the amplification regime of helical gyro-TWTs. A
second difference with respect to a cyclotron absorber is the initial electron
beam. While a cyclotron absorber operates with an initially rectilinear hollow
electron beam, the helical gyro-TWT absorber operates as usual with a gyrat-
ing, large orbit electron beam. The reason is simple: as shown in section 3.1.2,
the second harmonic interaction with a TE2,1 mode is only possible for gy-
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rating electrons with a vanishing guiding center radius. However, as shown
in Fig. 3.14, a rectilinear electron beam would lead to a gyrating beam with
a large guiding center radius. Consequently, the coupling coefficients of the
TE2,1 mode would be very low for a rectilinear electron beam.

3.4 Passive Components

As the amplifier and saturable absorber will be realized in two separate gyro-
devices, a feedback system is required to couple both of them in a feedback
loop. The feedback system has also to handle the decoupling of the output
signal from the feedback loop. During the thesis, two different concepts for
feedback systems are developed (see chapter 8). Both concepts are based
on passive microwave components for a quasi-optical transmission of the mi-
crowave signals (which in the following includes the transmission in highly
overmoded waveguides). In this section, a brief overview of the individual
components required to implement a quasi-optical feedback system are given.

3.4.1 Jones Calculus

In the proposed feedback systems, power is transmitted via a Gaussian beam
(TEM0,0) over the free-space or through the balanced HE1,1 mode in over-
moded, corrugated, cylindrical waveguides. In both cases, the polarization
characteristics of the TEM0,0 /HE1,1 modes are used for the separation of
signal paths.

For quasi-optical Gaussian beams, as well as for the balanced HE1,1 mode
in oversized waveguides with a waveguide diameter of 𝐷 ≥ 12𝜆 (where 𝜆 is
the free-space wavelength), a plane wave approximation can be used [102].
Therefore, the polarization of TEM0,0 and HE1,1 modes can be described by
Jones vectors [103], which is a well-known formalism used in laser physics
for the description of polarized laser beams. Again, a formalism from laser
physics is used for the description of a microwave system which highlights the
close connection of microwave engineering and laser physics.
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Assuming a plane wave traveling in the positive 𝑧 direction
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then the complex vector (
E0,xe 𝑗 𝜙x

E0,ye 𝑗 𝜙y

)
(3.67)

is called Jones vector. It represents the amplitude and phase of the electric
field in the 𝑥 and 𝑦 directions. A mode which is linearly polarized in the 𝑥 or
𝑦 direction, is represented by the Jones vectors

𝒆x =

(
1

0

)
, (3.68)

𝒆y =

(
0

1

)
, (3.69)

and the Jones vectors for left- and right-handed circularly polarized modes are
given by

𝒆r =
1
√
2

(
1

+ 𝑗

)
, (3.70)

𝒆l =
1
√
2

(
1

− 𝑗

)
. (3.71)

Here, 𝑗 refers to the imaginary unit. If a corresponding Jones matrix for all
individual components in the feedback system could be found, the complete
feedback system can be described in a simple way by a product of Jones
matrices.

The main components of the proposed feedback system are polarization split-
ters and tunable polarizers. The matrices for the transmission and reflection
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paths of the polarization splitting components (e.g. graded mirrors or polariz-
ing wire grids) are given by:

𝑆T =

(
1 0

0 0

)
, (3.72)

𝑆R =

(
0 0

0 1

)
. (3.73)

The polarization splitters are chosen such that an incident wave linearly polar-
ized in the 𝑥 direction is transmitted and an incident wave linearly polarized in
the 𝑦 direction is reflected.

Tunable polarizers are realized, for example, as rotatable reflective phase grids
(see following sections). They can be represented by a Jones matrix that delays
a component of the E-field by a phase. For simplicity, it is assumed that for an
angle Θ = 0◦ the polarizer delays the 𝑥 component of the E-field by 𝜋/2:

𝑃x =

(
𝑒− 𝑗

𝜋
2 0

0 1

)
. (3.74)

For an arbitrary rotation angle Θ of the reflective phase grid, the Jones matrix
for a polarizer is then given by the matrix product

𝑃Θ = 𝑅Θ 𝑃x 𝑅
𝑇
Θ (3.75)

with the rotation matrix

𝑅Θ =

(
cosΘ − sinΘ

sinΘ cosΘ

)
. (3.76)

For a discussion of the feedback system, the effects of the active devices,
namely the amplifier and the absorber, on the power of the signals is neglected.
Only their effect on the polarization is important and is modeled using Jones
matrices. The tubes are designed such that the input and output signals are
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cross-polarized to each other, and therefore the Jones matrix for the tubes is
given by:

𝐷 =

(
0 1

1 0

)
. (3.77)

Although, strictly speaking, the Jones calculus is only valid for monochromatic
waves, it allows the behavior of the feedback system to be described in a simple
way. An advantage of the description via the Jones calculus is that it allows
an easy inclusion of the feedback system into interaction simulations based
on the approach presented in chapter 4. In addition, if the given matrices of
ideal components are replaced with matrices for non-ideal components, the
effects of these components on the performance of the feedback system can be
evaluated.

3.4.2 Polarization Splitter

For the separation of two linearly cross-polarized Gaussian beams or HE1,1

modes, several approaches are possible (a good overview can be found in
[104]). In the following, two of them are discussed in detail: sinusoidal
corrugated mirrors and wire-grid splitters. Representations of both are shown
in Fig. 3.17.

A wire-grid polarization splitter consists of an array of thin parallel conductive
wires. The wire-grid reflects incoming radiation if the electric field is polarized
parallel to the wires, and transmits the radiation if the electric field is polarized
orthogonal to the wires. In this way, the wire-grid separates two linearly
cross-polarized waves and can be used as a polarizing element.

These polarization splitters are widely used in optics (e.g. [105]). For optical
frequencies, typical diameters of a single wire are in the range of 5 μm - 50 μm.
For mechanical stability reasons, the wire-grid is usually embedded in trans-
parent dielectric materials. For microwave frequencies, the wires can have a
thickness of a few tenths of a millimeter, which allows a free-standing wire-grid
polarization splitter. While the performance of a wire-grid polarization split-
ter increases with a decreasing wire diameter (see chapter 8.2), the minimum
diameter is limited by the ohmic losses and the resulting thermal loads.
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(a) (b)

Figure 3.17: Representations of a wire-grid polarization splitter (a) and a sinusoidal graded mirror
polarization splitter (b). Blue and red arrows symbolize horizontally (blue) and
vertically (red), linearly polarized waves.

The wire-grid polarization splitter shown in Fig. 3.17a is realized as an all-metal
waveguide component. It can be seen as a 90◦ intersection of two identical,
corrugated, circular waveguides for the transmission of an HE1,1 mode. The
wire-grid is arranged at a 45◦ angle relative to the propagation direction of the
incident wave at port 1. If an incident wave is assumed as a superposition of a
vertically and a horizontally polarized HE1,1 mode, the two polarizations are
separated by the wire-grid. An HE1,1 mode with the electric field polarized
parallel to the wires is reflected at the wire-grid towards port 2, while an HE1,1

mode with the electric field polarized orthogonal to the wire-grid is transmitted
to port 3. In chapter 8.2, a wire-grid polarization splitter is used for a feedback
system realized as a waveguide transmission line.

An alternative method for the separation of two orthomode wavebeams is the
use of mirrors with periodic gratings [106], [107]. A common type of grating
is a sinusoidal one

𝑠(𝑥) = 𝑟 sin
(
2𝜋

𝑑
𝑥

)
, (3.78)

where 𝑟 is the amplitude and 𝑑 is the period of the grating. At sub-THz
frequencies, both are of the order of millimeters. In Fig. 3.17b, a mirror with a
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sinusoidal grating is shown. In laser optics, such sinusoidal gratings are often
referred to as holographic gratings [108].

The grating reflects incident waves with TM and TE polarizations at different
angles. This is symbolized in Fig. 3.17b. For a TM-polarized wave, the grating
acts in a similar way to a plane mirror: the wave is reflected with the angle of
incidence (also called specular reflection). A TE-polarized wave is diffracted
under the angle corresponding to the first diffraction maximum.

Such a polarization splitter is suitable for quasi-optical feedback systems based
on mirrors, where a Gaussian beam propagates in free space. In such a
system, the diffraction broadening of the Gaussian beam can be compensated
by additional focusing mirrors [104].

Ohmic losses, mode conversion, spurious radiation and the frequency depen-
dence of the diffraction angle are the most critical factors of a real polarization
splitter. While ohmic losses mainly limit the structure dimensions, mode con-
version and spurious radiation can be reduced by a properly chosen mirror
geometry. However, the frequency dependence of the diffraction angle limits
the broadband behavior of the polarization splitters. As part of this work, a
feedback system based on quasi-optical mirrors and two mirrors with sinu-
soidal gratings used as polarization splitters was designed. It has shown that
the frequency dependency of the diffraction angle limits the bandwidth of the
feedback system to ≈ 10GHz. Therefore, this approach was abandoned in
favor of a feedback system based on overmoded waveguides which provides a
higher bandwidth (≈ 20GHz) and further advantages (see chapter 8).

For a design of the shown quasi-optical components, suitable simulation meth-
ods, that include all relevant effects, are necessary. For example the classical
approach of calculating reflections on sinusoidal gratings with coupled plane
waves (see [109], [110]) is not sufficient for taking into account mode conver-
sion or ohmic losses. To include all relevant effects, all polarization splitters in
this work are simulated exclusively using full-wave simulations based on the
electric field integral equation (EFIE) as described in chapter 7.
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3.4.3 Polarizers

In fusion technology, mirrors with a rectilinear phase grid (see Fig. 3.18) are
commonly used as polarizers. An incident wave is reflected, and a change of
the polarization can be achieved. The basic principle is simple: while field
components with an electric field component perpendicular to the grating are
reflected at its top surface, those with an electric field component parallel to
the grating penetrate into the grating and are reflected at its bottom surface
[111]. This results in a difference in the propagation time and thus a phase
shift between the field components parallel and perpendicular to the grating
arises. As can be seen from the Jones vectors (3.70) and (3.71), for a circularly
polarized wave, a phase shift of 90◦ between the two orthogonal linearly
polarized components is necessary. For an incident wave perpendicular to the
polarizer (Θ = 0◦), the phase shift can be achieved by a grid height of ℎ0 = 𝜆/8
and an orientation of Φ = 45◦ relative to the plane of the linearly polarized
input wave. For waves incident at an angle Θ, the height of the grid must be
adjusted according to [112]:

ℎ =
ℎ0

cos
(
Θ
) . (3.79)

Here, ℎ0 is the optimal grid height of a reflective phase grid for perpendicular
incident waves. In the developed feedback systems, such a polarizing grid is
used as mirror in a 90◦ miter bend (in the following also called a polarizing
miter bend). In such a polarizing miter bend, the angle of incident is Θ = 45◦.

The periodicity of the structure is of special importance for the performance
of the polarizer. If the periodicity exceeds a critical size, the phase grating
acts as a diffraction grating. The incident wave is then reflected not only into
the desired main maxima but also into undesired secondary maxima. To avoid
this, the period 𝑤1 must fulfill [102]:

𝑤1 <
𝜆

1 + sin
(
Θ
)
cos

(
Φ

) . (3.80)

If production tolerances, diffraction effects, and ohmic losses are neglected,
the performance of a polarizing grid could reach 100% for a single frequency.
However, the performance decreases for a broadband signal. Therefore, in
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Figure 3.18: Structure of a polarizing phase grid. An incident linearly polarized wave with a
polarization plane at an angle of 45◦ relative to the grid orientation is transformed
into a circularly polarized wave.

[113], [114] a method to synthesize the geometry of a polarizing grating with
an optimized broadband performance is developed. The method is based on
a plane wave approximation which is valid for quasi-optical transmissions via
Gaussian beams in free space andHE1,1 modes in highly oversized waveguides.
As a consequence, the polarizing grid can be modeled as a unit cell with
periodic Floquet boundaries [115]. This reduces the required simulation time
and makes it possible to perform parameter studies.

In the parameter studies, the geometric parameters are varied over a wide range.
For every parameter combination, several simulations at discrete frequency
points distributed equally over the desired frequency band are performed and
a merit function M

(
ℎ,𝑤1,𝑤2

)
is evaluated. The merit function is chosen as

M
(
ℎ,𝑤1,𝑤2

)
=

1

𝑁

𝑁∑︁
𝑖

����( 𝜕𝜙𝜕𝜔 )
𝜔=𝜔𝑖

���� , (3.81)

where 𝜕𝜙

𝜕𝜔
is the rate of change of the phase between the two cross-polarized

components of the wave with the frequency. For a polarizer with an ideal
broadband performance, the rate of change would vanish and the metric func-
tion would evaluate to zero. To optimize the structure of the grating, a classical
minimization algorithm can be used.
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The synthesis of an optimized, broadband polarizer with the described method
can be done with the commercial simulation program CST Microwave Studio
[116], or with the full-wave simulation program presented in chapter 7. For
the final check of the performance, the simulation of ohmic losses and in-
vestigations of possible mode conversions are performed exclusively with the
self-developed full-wave simulation software presented in chapter 7.
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In this chapter, a novel approach for the simulation of the electron-wave in-
teraction in helically corrugated and circular interaction regions is developed.
In the following, the theory, the numerical solution methods, and their imple-
mentations are shown.

The existing approaches for the simulation of the non-linear beam-wave inter-
action in gyrotron devices can be categorized into two groups: The first group
consists of particle in cell (PIC)-codes which usually include a three dimen-
sional (3D) description of the particle motion and a full-wave simulation of the
RF-field. The commercial software packages CST Microwave Studio [116]
and MAGIC [117] belong to this group as well as the open-source tool PICLas
[118]. These programs are designed for universal application and are suitable
for the simulation of almost all types of vacuum tubes. The disadvantage is the
required high computing effort and the high amount of memory.

The programs in the second group use simplified physical models. Several
models and programs for the transient simulation of gyro-devices were devel-
oped and published during the last five decades [11], [119]–[122] (This list
does not pretend to be exhaustive). Most of them are based on the slowly vary-
ing amplitude approximation for the electromagnetic field simulation. They
differ mainly in their handling of the electron beam, the modeling of the
electron-wave interaction and the applied numerical methods.

The approach for the simulation of the electron-wave interaction in gyrotron
resonators presented in [120] must be particularly emphasized. It is the only
approach that is based on an expansion of the electric and magnetic fields in
the gyrotron resonator into a complete set of eigenfunctions for the equivalent
closed resonator. In addition, the approach includes the mode conversion due
to radial variations of the cavity. While this approach has many advantages for
the simulation of gyrotron resonators, it becomes insufficient for long traveling
wave structures with low quality factors of the investigated interaction region.
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In [68], a transient model for the simulation of passive mode-locked microwave
oscillators with a source term based on a differential equation for the trans-
verse electron momentum is presented. This model is successfully used for the
simulation of helical gyro-TWTs as well as for cylindrical cyclotron absorbers
with a rectilinear electron beam [50], [52], [67]. Besides the fact that no
implementation of the model is available, it has a number of conceptual disad-
vantages. The modeling of spreads in the electron beam are challenging and
more complex effects as a misaligned magnetic field or space-charge effects
are not possible within the model.

In the following, an alternative model is developed. In contrast to the state-
of-the-art gyrotron simulation programs it does not use the slowly varying
amplitudes approximation. Another distinctive feature is the 3D PIC handling
of the electron beam and a source term derived for an arbitrary electron beam
without restriction of the generality.

The proposed model provides a number of advantages:
1. simulation of the electron-wave interaction over a broad bandwidth;
2. support of arbitrary electron beams (for example with velocity spreads,

energy spreads, offsets of the guiding center from the symmetry axis of
the device, etc.);

3. inclusion of additional physical effects such as influences of space-charge
fields;

4. simulation of the electron-wave interaction at arbitrary harmonics of the
cyclotron frequency.

Compared to full-wave PIC simulations the developed model retains a signif-
icant gain of simulation speed and it still allows a detailed investigation and
separation of the involved physical effects.

The basics of the underlying theoretical model are presented in the following
and details about the numerical solution and the implementation of the derived
equations are given (section 4.1 - 4.3). The developed model and implementa-
tion are verified by a comparison with experiments (see appendix A.2). At the
end of the chapter, a detailed comparison of the new simulation model with the
existing approach for the simulation of helical gyro-TWTs [68] is performed.
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4.1 Field Equations

4.1 Field Equations

Similar to chapter 3.1.1 (derivation of the dispersion relation of a helically
corrugated waveguide), the inhomogeneous Helmholtz equation

1

𝑐20

𝜕2E

𝜕𝑡2
− ∇2E = 𝜇0

𝜕J

𝜕𝑡
(4.1)

is the starting point for the derivation of simplified interaction equations. Here,
𝑐0 is the speed of light, 𝜇0 is the vacuum permeability, the electric field is given
by E and J is the current density.

Without loss of generality, the real Helmholtz equation can be extended into a
complex form by replacing the real quantitiesE andJ by the complex quantities
𝑬 and 𝑱. Then the physical solutions E and J are given by the real parts of the
quantities 𝑬 and 𝑱:

E = Re
{
𝑬

}
(4.2)

J = Re
{
𝑱
}

(4.3)

for every solution 𝑬 and 𝑱 that fulfill the complex Helmholtz equation

1

𝑐20

𝜕2𝑬

𝜕𝑡2
− ∇2𝑬 = 𝜇0

𝜕𝑱

𝜕𝑡
. (4.4)

In cylindrical and helically corrugated interaction regions it is sufficient to
expand the electric field into a sum of transverse eigenmodes 𝒆̂𝑖 . In addition, it
is advantageous for the subsequent numerical solution to extract the expected
operating frequency of the device under investigation:

𝑬 (𝑡, 𝑟, 𝜙, 𝑧) =
∑︁
𝑖

𝐴𝑖 (𝑡, 𝑧) e 𝑗𝜔0𝑡 𝒆̂𝑖 (𝑟, 𝜙) . (4.5)

Here, 𝐴𝑖 is the complex envelope of the eigenmodes 𝒆̂𝑖 and 𝜔0 is the carrier
frequency which is usually chosen close to the expected operating frequency of
the device. To increase clarity, the time and space dependencies are assumed
to be implicit in the following.
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4 Simulation Model for Gyro-Devices

For the simulation of the gyrotron interaction in a circular waveguide, the
eigenmodes 𝒆̂𝑖 are the corresponding TE modes of the waveguide. In the
following, only a single mode 𝒆̂A is considered for simplicity. Applying (4.5)
to (4.4) and expanding the derivatives gives:

−𝜇0
𝜕

𝜕𝑡
𝑱 =

(
𝜕2

𝜕𝑧2
+ ∇2

⊥

) [
𝐴e 𝑗𝜔0𝑡 𝒆̂A

]
− 1

𝑐20

𝜕2

𝜕𝑡2

[
𝐴e 𝑗𝜔0𝑡 𝒆̂A

]
=
𝜕2𝐴

𝜕𝑧2
e 𝑗𝜔0𝑡 𝒆̂A + 𝐴e 𝑗𝜔0𝑡∇2

⊥ 𝒆̂A

− 1

𝑐20

[
𝜕

𝜕𝑡

(
𝜕𝐴

𝜕𝑡
e 𝑗𝜔0𝑡 + 𝑗𝜔0𝐴e 𝑗𝜔0𝑡

)]
𝒆̂A .

(4.6)

In the state-of-the-art simulation models for gyrotron devices, the slowly chang-
ing amplitude assumption ����𝜕2𝐴𝜕𝑡2 ���� ≪ ��𝜔2

0𝐴
�� (4.7)

is used to simplify (4.6). This is equivalent to the assumption that the change
of the complex wave envelope 𝐴(𝑡, 𝑧) of the eigenmode 𝒆̂A is slow compared
to the phase term e 𝑗𝜔0𝑡 . Consequently, the big brace in the last term of (4.6)
can be approximated as

𝜕

𝜕𝑡

(
𝜕𝐴

𝜕𝑡
e 𝑗𝜔0𝑡 + 𝑗𝜔0𝐴e 𝑗𝜔0𝑡

)
=

(
𝜕2𝐴

𝜕𝑡2
+ 𝑗𝜔0

𝜕𝐴

𝜕𝑡
+ 𝑗𝜔0

𝜕𝐴

𝜕𝑡
− 𝜔2

0𝐴

)
e 𝑗𝜔0𝑡

≈
(
2 𝑗𝜔0

𝜕𝐴

𝜕𝑡
− 𝜔2

0𝐴

)
e 𝑗𝜔0𝑡 . (4.8)

For the investigation of narrow banded operation regimes, this approximation
is accurate. However, for the investigation of broadband operation regimes the
neglection of terms proportional to the second order time derivative leads to
significant deviations of the wave dispersion. This is proven in section 4.1.2.
Therefore, the slowly changing amplitude approximation (4.8) is not used for
the developed electron-wave interaction model.
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However, the relations
∇2
⊥ 𝒆̂ + 𝑘2⊥ 𝒆̂ = 0 (4.9)

and
𝑘2∥ = 𝑘

2
0 − 𝑘2⊥ (4.10)

can be used to further simplify (4.6), if a circular waveguide with only slowly
varying radius is assumed. The resulting equation can be reduced to a scalar
equation for the amplitude 𝐴 by using the orthogonality of the eigenmodes 𝒆̂𝑖 .
For this, the equation is multiplied from the right with 𝒆̂∗A and integrated over
the cross-section 𝑆⊥ of the waveguide:

𝜕2𝐴

𝜕𝑧2
+ 𝑘20∥ 𝐴− 𝑗

2𝑘20
𝜔0

𝜕𝐴

𝜕𝑡
−
𝑘20

𝜔2
0

𝜕2𝐴

𝜕𝑡2
= −𝜇0 e − 𝑗𝜔0𝑡

∬
𝑆⊥

𝜕𝑱

𝜕𝑡
· 𝒆̂∗A d𝑆⊥︸                                 ︷︷                                 ︸

=𝑆A

. (4.11)

The term 𝑆A is called source term and describes an excitation of the field by
an external source. This source can be an electron beam or another eigenmode
B that is coupled with mode A such as in a helically corrugated waveguide.
A derivation of a source term for an arbitrary 3D particle beam is shown in
section 4.2.1.

Since the slowly changing amplitude approximation (4.7) is not used for the
derivation of (4.11), the equation is a ‘fixed transversal field’ approximation
rather than a classical slowly changing amplitude approximation.

4.1.1 Helically Corrugated Waveguide

While (4.11) is suitable for the simulation of gyro-devices with a cylindrical
interaction region, e.g. a cyclotron absorber or a gyrotron, it cannot be directly
applied for the simulation of helical gyro-TWTs. In a helical gyro-TWT, the
electron-wave interaction takes place in a helically corrugated waveguide (see
chapter 3.1.1) with an inner surface

𝑟 (𝜙, 𝑧) = 𝑅 + 𝑟 cos(𝑚̃𝜙 − 2𝜋𝑧/𝑑) , (4.12)
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Figure 4.1: Dispersion diagram of the TE1,1 mode’s first spatial harmonic in the helically corru-
gated waveguide, the TE2,1 mode and the eigenmode resulting from a coupling of the
counter-rotating TE−1,1 and co-rotating TE2,1 modes.

where 𝑅 is the waveguide mean radius; 𝑟, 𝑚̃ and 𝑘 ∥ = 2𝜋/𝑑 are the amplitude,
azimuthal and axial number of the corrugation.

For small corrugation amplitudes, the electric field inside the helically corru-
gated waveguide can be described by two coupled TEm,n modes A and B of a
circular waveguide which fulfill the conditions (3.2) and (3.3). Consequently, a
pair of coupled equations is required to describe the electron-wave interaction.

For a stable operation of a helical gyro-TWT, typically the center frequency at
the operation point is chosen slightly below the cut-off frequency of mode A
(𝑘 ∥A → 0). Therefore, to fulfill the Bragg condition (3.3), a coupling of
mode A can only take place with a spatial harmonic of mode B. This is
illustrated in Fig. 4.1. The operation band is located below the cut-off frequency
of mode A (TE2,1) and the corresponding wavenumbers of the eigenmode in
the helically corrugated waveguide (blue line in Fig. 4.1) are located around
𝑘 ∥ = 0mm−1.

To derive a wave equation for the amplitude 𝐵(𝑡, 𝑧) of the spatial harmonic
mode B, the expansion (4.5) is extended with an additional phase term e − 𝑗𝑘∥ 𝑧:

𝑬 (𝑡, 𝑟, 𝜙, 𝑧) = 𝐵(𝑡, 𝑧) e 𝑗 (𝜔0𝑡−𝑘∥ 𝑧) 𝒆̂B (𝑟, 𝜙) . (4.13)
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Applying this expansion to the Helmholtz equation (4.4) yields the following
wave equation:

−𝜇0
𝜕

𝜕𝑡
𝑱 =

(
𝜕2

𝜕𝑧2
+ ∇2

⊥

) [
𝐵e 𝑗𝜔0𝑡 𝒆̂B

]
− 1

𝑐20

𝜕2

𝜕𝑡2

[
𝐵e 𝑗𝜔0𝑡 𝒆̂B

]
=
𝜕𝐵

𝜕𝑧

(
𝜕𝐵

𝜕𝑧
e 𝑗𝜔0𝑡 − 𝑗 𝑘 ∥𝐵e 𝑗𝜔0𝑡

)
𝒆̂B + 𝐵e 𝑗𝜔0𝑡∇2

⊥ 𝒆̂B

− 1

𝑐20

[
𝜕

𝜕𝑡

(
𝜕𝐵

𝜕𝑡
e 𝑗𝜔0𝑡 + 𝑗𝜔0𝐵e 𝑗𝜔0𝑡

)]
𝒆̂B .

(4.14)

Since mode B is a traveling mode, operated far away from cut-off, the group
velocity of the mode is almost constant for the operation frequency band. This
can be clearly seen in Fig. 4.1. While the phase velocity of the TE2,1 mode
has a parabolic shape, the phase velocity of the spatial harmonic TE1,1 mode
is almost linear in the area of interest. Therefore, (4.11) can be simplified by
neglecting dispersion effects. This is equivalent to the assumption that the
amplitude 𝐵(𝑡, 𝑧) is slow in space and the second spatial derivative becomes
small in the area of interest: ����𝜕2𝐵𝜕𝑧2 ���� ≪ 𝑘0

����𝜕𝐵𝜕𝑧 ���� . (4.15)

Using (4.15), the spatial derivatives can be simplified:

𝜕𝐵

𝜕𝑧

(
𝜕𝐵

𝜕𝑧
e 𝑗 (𝜔0𝑡−𝑘∥ 𝑧) − 𝑗 𝑘 ∥𝐵e 𝑗 (𝜔0𝑡−𝑘∥ 𝑧)

)
=

(
𝜕2𝐵

𝜕𝑧2
− 𝑗 𝑘 ∥

𝜕𝐵

𝜕𝑧
− 𝑗 𝑘 ∥

𝜕𝐵

𝜕𝑧
− 𝑘2∥𝐵

)
e 𝑗 (𝜔0𝑡−𝑘∥ 𝑧)

≈
(
−2 𝑗 𝑘 ∥

𝜕𝐵

𝜕𝑧
− 𝑘2∥𝐵

)
e 𝑗 (𝜔0𝑡−𝑘∥ 𝑧) . (4.16)
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Applying this approximation together with (4.9) and (4.10) to the Helmholtz
equation (4.14) for mode B, it reduces to

𝑘 ∥
𝜕𝐵

𝜕𝑧
+ 𝑘0
𝑐0

𝜕𝐵

𝜕𝑡
− 𝑗

2

(
𝑘20∥ − 𝑘

2
∥

)
𝐵 −

𝑗 𝑘20

2𝜔2
0

𝜕2𝐵

𝜕𝑡2

=
𝑗

2
(−𝜇0) e − 𝑗 (𝜔0𝑡−𝑘∥ 𝑧)

∬
𝑆⊥

𝜕𝑱

𝜕𝑡
· 𝒆̂∗B d𝑆⊥︸                                          ︷︷                                          ︸

=𝑆B

. (4.17)

Finally, a set of two coupled equations describing the eigenwave in a helically
corrugated waveguide can be assembled:

𝜕2𝐴

𝜕𝑧2
− 𝑖2 𝑘0

𝑐0

𝜕𝐴

𝜕𝑡
+ 𝑘20∥A𝐴 −

𝑘20

𝜔2
0

𝜕2𝐴

𝜕𝑡2
= 𝑆A + 𝐶B,A𝐵 , (4.18)

𝑘 ∥
𝜕𝐵

𝜕𝑧
+ 𝑘0
𝑐0

𝜕𝐵

𝜕𝑡
− 𝑗

2

(
𝑘20∥B − 𝑘2∥

)
𝐵 −

𝑗 𝑘20

2𝜔2
0

𝜕2𝐵

𝜕𝑡2
=
𝑗

2
𝐶A,B𝐴 . (4.19)

Here, 𝐶A,B and 𝐶B,A are the coupling factors for the coupling of mode A to
mode B and vice versa (see (3.16)). For a helically corrugated waveguide,
𝐶A,B = 𝐶B,A can be assumed.

In (4.19) it is already taken into account that in a helical gyro-TWT typically
a large orbit electron beam is used to enhance the mode selection and to
prevent the excitation of parasitic modes. Such an electron beam can excite
only resonant modes with the azimuthal indices equal to the electron cyclotron
harmonic number 𝑠 (see chapter 3.1.2). If for an imperfect electron beam a
parasitic excitation of mode B at a lower cyclotron harmonic should be taken
into account, the source term 𝑆B must be added to the right hand side of (4.19).

4.1.2 Range of Validity

The approach of slowly varying amplitudes (see (4.7)) is often used for simu-
lation of gyro devices. However, it is only valid for narrow signal bandwidths
around the carrier frequency. This is not a limitation in the simulation of
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the narrow-banded electron-wave interaction in gyrotrons, but for the sim-
ulation of the electron-wave interaction in a broadband amplifier this could
become problematic. Therefore, the simulation model developed as part of
this work ((4.11), (4.18) and (4.19)) does not use the slowly varying ampli-
tudes approximation. To determine the importance of this for the simulation
of broadband electron-wave interactions, the dispersion relations of the slowly
varying amplitudes approximation and the equations (4.11), (4.18) and (4.19)
are compared with the exact dispersion relations below.

Circular Waveguide

The dispersion of (4.11) for an eigenmode in a circular waveguide can be
derived if a harmonic wave is assumed for the envelope of the wave:

𝐴 ∝ e 𝑗 (Ω𝑡−𝑘∥ 𝑧) . (4.20)

Applying (4.20) to (4.11), gives the dispersion equation:

𝑘 ∥
2 − 𝑘20∥A − 2𝑘0

𝑐0
Ω − 1

𝑐20
Ω2 = 0 . (4.21)

In a similar manner, the dispersion equation for the slowly varying amplitudes
approximation can be derived:

𝑘 ∥
2 − 𝑘20∥A − 2𝑘0

𝑐0
Ω = 0 . (4.22)

The dispersion curvesΩ(𝑘 ∥ ) can be found by solving (4.21) respectively (4.22)
for fixed values ofΩ. Since the time dependence of the electric field in (4.11) is
expressed relative to a harmonic carrier signal with frequency 𝜔0, the physical
frequency 𝜔 and the expansion frequency Ω are correlated over

Ω = 𝜔 − 𝜔0 . (4.23)
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The exact dispersion of an eigenmode in a circular waveguide can be found by
solving the Helmholtz equation and is given by

𝑘2∥ + 𝑘
2
⊥ − 1

𝑐20
𝜔2 = 0 (4.24)

⇔ 𝑘2∥ − 𝑘
2
0∥A − 2𝑘0

𝑐0
Ω − 1

𝑐20
Ω2 = 0 . (4.25)

A comparison of (4.25) with the slowly varying amplitude approximation (4.22)
shows that (4.22) is equivalent to a first-order approximation of the dispersion
around 𝜔0. In contrast, a comparison of (4.25) and (4.21) shows that both
equations are equal. This is not surprising, since (4.11) is still the exact
Helmholtz equation for the axial field distribution 𝐴(𝑡, 𝑧) of an eigenmode in
a circular waveguide.

For the slowly varying amplitude approximation, the phase and group velocities
are exact at the carrier frequency𝜔0. Therefore, the approximation is optimally
suited for the simulation of a narrow-banded electron-wave interaction at the
carrier frequency. This can be seen in Fig. 4.2a. The dispersion curves of
a circular waveguide and the slowly varying amplitude approximation are
plotted for the cylindrical interaction region of a 263GHz cyclotron absorber
(𝑅 = 0.36mm). For frequencies different from 𝜔0, the deviations in the
phase velocity are increasing. However, in a broad bandwidth around the
carrier frequency (±10GHz), the relative errors in the phase and the group
velocities remain small. For the group velocity, the deviations are higher
than for the phase velocity (±5% for ±10GHz around the carrier frequency).
This can slightly influence the broadband behavior of the simulated electron-
wave interaction. To evaluate the expected influences of the deviations in the
dispersion onto the electron-wave interaction, the deviations can be compared
with the influences of a non-perfect electron beam. If it is assumed that in a
real experiment the pitch factor of the electron beam has uncertainties of about
±5% [42], the deviations caused by the approximation of the wave equation
are within the range of the experimentally expected uncertainties.

It can be concluded that the slowly varying amplitude approximation for a
circular waveguide is suitable for an electron-wave interaction simulation over
a relative bandwidth of up to 10% around the carrier frequency. Therefore,
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Figure 4.2: Dispersion of a cylindrical interaction space for a 263GHz cyclotron absorber with
radius 𝑅 = 0.36mm. Comparison of the original dispersion relations, the slowly
varying amplitude approximation, and the fixed transversal field approximation (4.11).
The carrier frequency is 𝑓0 = 260GHz.

the slowly varying amplitude approximation would be still suitable for the
simulation of a cyclotron absorber.

However, if an excitation of a mode simultaneously at several harmonics of
the cyclotron frequency should be investigated, the slowly varying amplitude
approximation is not suitable anymore. This should be considered in particular
for the simulation of the electron wave interaction in overmoded waveguides
such as in high power gyrotrons.
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Helically Corrugated Waveguide

For a helically corrugated waveguide (see (4.18) and (4.19)), the dispersion
relation is given by a multiplication of the dispersion relations of the two
coupled circular waveguide eigenmodes A and B:

𝑘2∥ − 𝑘
2
0∥A − 2𝑘0

𝑐0
Ω − 1

𝑐20
Ω2 = 2𝐶B,A , (4.26)

𝑘 ∥ −
𝑘 ∥ 𝑘0

𝑐0
Ω − 1

2𝑘 ∥

(
𝑘20∥B − 𝑘2∥

)
− 1

2𝑘 ∥𝑐
2
0

Ω2 = − 1

𝑘 ∥
𝐶A,B , (4.27)

⇒ 𝑘3∥ + 𝑁𝑘
2
∥ + 𝑀𝑘 ∥ + 𝑀𝑁 + 2

𝑘 ∥
𝐶B,A𝐶A,B = 0 (4.28)

with 𝑀 = −
(
𝑘2∥A + 2 𝑘0

𝑐0
Ω + 1

𝑐20
Ω2

)
and 𝑁 = −1

2𝑘∥

(
𝑘2
0∥B − 𝑘2∥ + 2 𝑘0

𝑐0
Ω + 1

𝑐20
Ω2

)
.

The dispersion equation (4.28) is a third-order equation. For a given prop-
agation constant 𝑘 ∥ , the equation has three eigenvalues. However, only two
of them have a practical physical meaning, describing an upper and a lower
eigenmode of the helically corrugated waveguide. For an operation of the
helical gyro-TWT in the designed frequency band only the lower eigenmode
can propagate and therefore only it will be considered in the following. It
should be noted that if there is no coupling between the two modes A and
B (𝐶B,A = 𝐶A,B = 0) the eigenfunction degenerates into the two separate
dispersion curves of the original modes A and B.

In Fig. 4.3a and Fig. 4.3b, the resulting dispersion curves for the fixed transver-
sal field approach ((4.18) and (4.19)) and the slowly varying amplitude approx-
imation (additional neglection of terms ∝ 𝜕2

𝜕𝑡2
in (4.18) and (4.19)) is shown.

It can be seen, that the additional approximations made in the slowly vary-
ing amplitude approximation introduce an increased error in the dispersion.
Therefore, terms ∝ 𝜕2

𝜕𝑡2
are not neglected in the developed model which is a

difference to the state-of-the-art transient models for helical gyro-TWTs [68].

In contrast to the equations for the circular waveguide, for the helically corru-
gated waveguide the deviations between approximation and original equation
do not vanish at the carrier frequency for neither of the approaches. However,
this is not problematic since the carrier frequency typically is set to the cut-off
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Figure 4.3: Dispersion of a threefold helically corrugated waveguide for a 263GHz gyro-TWT
with 𝑅 = 0.528mm, 𝑟 = 0.08mm and 𝑑 = 1.11mm. Comparison of the original
dispersion relations, the fixed transversal field approximation (4.11), and the slowly
varying amplitude approximation. The carrier frequency is 𝑓0 = 273GHz.

frequency 𝜔A of mode A, while the device should be always operated below
this frequency, around 𝑘 ∥ = 0 mm−1.

It can be clearly seen that the deviations in the phase as well as in the group
velocity are significantly higher in the slowly varying amplitude approximation.
For the developed model, the deviations are within a marginal level of ±0.2%
for the phase velocity and ±5% for the group velocity for ±15GHz.
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4 Simulation Model for Gyro-Devices

To evaluate the expected influences of the observed deviations, a similar argu-
mentation as for a cylindrical interaction space can be used. In a CUSP-gun for
sub-THz devices, the spread in the pitch factor is usually in the order of ±5%
[42] and the resulting influences on the electron-wave interaction therefore
exceed the influences introduced by the model. In addition, the manufacturing
of a helically corrugated waveguide for sub-THz frequencies is challenging
and the unavoidable deviations in the geometry cause deviations of the phase
velocity of up to 1% [44]. Therefore, the uncertainties introduced by the devel-
oped fixed transversal field approach are far below the uncertainties expected
in an experiment.

It should be mentioned that in contrast to the previous discussion of circular
waveguides, for the helically corrugated waveguide the models are compared
with a dispersion derived from the perturbation theory (see chapter 3.1.1)
which is not equivalent to the real, exact dispersion of a helically corrugated
waveguide. Depending on the parameter of the waveguide, this dispersion
can differ significantly from the real dispersion. If this is the case, a possible
solution is the calculation of the exact dispersion with a full-wave simulation
(see chapter 7.5) and an adaption of the parameters 𝑅 and 𝑟 in the perturbation
model until the perturbation model matches the full-wave simulation result.
Since the perturbation model is derived only in first order accuracy (in terms of
𝑟), occurring correction terms for the modes’ eigenvalues (which are of second
order [123]) are neglected. Therefore, an adaption of 𝑅 and 𝑟 is a legitimate
approach and corresponds to a correction of the eigenvalues.

4.1.3 Multi-Mode Simulations

The previously presented equations are derived for a single eigenmode A of
a circular waveguide and for a single eigenmode 𝑊 of a helically corrugated
waveguide (where 𝑊 is described as a coupling of two circular waveguide
modes A and B). Assuming the radius of the waveguide varies only slowly
and smoothly, the coupling between different eigenmodes by the geometry can
be neglected. Then the eigenmodes of the interaction region are only weakly
coupled via the electron beam. As a result, a multi-mode simulation can be
reduced to 𝑁 independent simulations of 𝑁 modes with amplitudes 𝐴𝑛 and
a shared electron beam. For the solution of the equations of motion (see the
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following section), the electromagnetic field resulting from the superposition
of all modes has to be used.

Especially for the simulation of gyrotrons with their oversized cavities, multi-
mode simulations are important for a precise simulation of startup scenarios
and mode competition [124], [125]. However, in the cylindrical interaction
region of a cyclotron absorber only the fundamental TE1,1 mode is above
cut-off at the desired operation frequency. Therefore, parasitic modes can be
neglected.

For helical gyro-TWTs and in general for all forward wave amplifiers, a critical
issue in the development is the self-excitation of parasitic backward waves
[126]. Therefore, it is of particular interest to include the backward wave
𝑊− corresponding to the forward traveling, main operation mode 𝑊 , in the
simulation of helical gyro-TWTs. Similar to the forward propagating mode
𝑊 , the backward eigenmode 𝑊− can be described by two coupled modes A
and B′ of a circular waveguide. The modes have to fulfill the Bragg resonance
condition for a backward wave:

2𝜋

𝑑
= 𝑘 ∥ ≈ 𝑘 ∥A + 𝑘 ∥B′ . (4.29)

Since (4.29) differs from the Bragg resonance condition for forward waves
(3.3) only by the sign of 𝑘 ∥B′ , equation (4.19) with the substitution 𝑘 ∥ → −𝑘 ∥
can be used for the description of a backward wave in a helically corrugated
waveguide.

4.2 Equations of Motion

The relativistic motion of charged particles in an electromagnetic field is de-
scribed by the Lorentz equation

d 𝒑

d𝑡
= 𝑞 (E + 𝒗 ×B) , (4.30)

where 𝒑, 𝒗 and 𝑞 are the relativistic momentum, the velocity and the charge of
a particle. E and B are the electric and magnetic fields.
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4 Simulation Model for Gyro-Devices

In classical, trajectory based, models for the simulation of stationary operation
of gyrotrons (e.g. SELF [119], TWANG [122], EURIDICE [121] ...), the
time derivative in (4.30) is replaced with 𝑣 ∥

d𝒑
d𝑧 and thus, the entire electron

motion can be solved in the spatial domain. This approach is valid as long as
the variation of the field profile is slow compared to the transition time of the
electron through the interaction region. For the simulation of ultra-short pulses
in amplifier and absorber tubes with long interaction regions this approach is
inappropriate. This limitation can be overcome by solving (4.30) in the time
domain. In classical time domain codes used for gyro-devices (e.g. [127],
[121]) a 1D PIC approach is used for the description of the electron beam. The
coupling between the electron beam and the waveguide eigenmode is described
by coupling coefficients for gyrating electrons derived from the Graf’s addition
theorem [11], [128] at a given cyclotron harmonic.

While in the classical simulation codes for gyro-devices (mainly gyrotrons),
the interaction region is limited to circular waveguides, in [68], a time domain
self-consistent theory for helical gyro-TWTs is developed. The equations of
motion are simplified to non-isochronous oscillator equations for the transverse
momentum of the electrons. The electron-wave coupling is again described
by coupling coefficients for a gyrating electron with a circular waveguide
eigenmode derived from the Graf’s addition theorem (see section 4.4 for a
detailed comparison of the model developed in the frame of this work with the
model in [68]).

In contrast to the existing approaches, in the frame of this work an alternative ap-
proach for the solution of the motion equations is being pursued: the equations
of motion (4.30) are solved in full 3D, for arbitrary electric and magnetic fields.
In addition, the source term calculation differs from classical approaches: the
source term is directly calculated from an arbitrary electron beam, without the
requirement of any approximations or assumptions, e.g. a gyrating electron
beam. This has the advantages that electron beams with arbitrary offsets of the
waveguides symmetry axis can be simulated and even oblique electron beams
caused for example by a misaligned electron gun or misaligned magnetic field
are supported. Furthermore, additional effects depending on additional fields,
such as space charge fields, can be taken into account. Also interactions at
higher cyclotron harmonics are natively supported.
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4.2 Equations of Motion

4.2.1 Source Term

While it is common to simplify the source term 𝑆 in (4.11) by the Graf’s
addition theorem to a simple coupling coefficient (see (3.23)), here, the source
term is directly evaluated for an arbitrarily moving electron and an arbitrary
eigenmode 𝒆̂. In the following, a brief overview of the derivation of this ‘full’
source term is given.

In (4.11), the source term is defined as the time derivative of a current density
J, integrated over the cross section of the waveguide:

𝑆 = 𝜇0

∬
𝑆⊥

𝜕J

𝜕𝑡
· 𝒆̂∗ e − 𝑗𝜔0𝑡 d𝑆⊥ . (4.31)

For point particles (as electrons), the electric current density can be expressed
as

J =
∑︁
𝑖

𝑞𝑖𝛿(𝒓 − 𝒓𝑖)𝒗𝑖 , (4.32)

where 𝛿(𝒓 − 𝒓𝑖) is the 3D delta distribution which writes in cylindrical coordi-
nates as

𝛿(𝒓 − 𝒓𝑖) = 𝛿(𝑧 − 𝑧𝑖)𝛿(𝑟 − 𝑟𝑖)𝛿(𝜙 − 𝜙𝑖)
1

𝑟𝑖
. (4.33)

After applying the definition of the delta distribution to (4.31) and multiple
applications of the chain rule, the source term 𝑆𝑖 of a single particle 𝑖 can be
expressed as:
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𝑆𝑖 = 𝜇0𝑞𝑖 e − 𝑗𝜔0𝑡

∬
𝑆⊥

[
𝒆̂∗ ·

(
− 𝛿′ (𝑧 − 𝑧𝑖)𝛿(𝑟 − 𝑟𝑖)𝛿(𝜙 − 𝜙𝑖)

¤𝑧𝑖
𝑟𝑖
𝑣𝑖

− 𝛿(𝑧 − 𝑧𝑖)𝛿′ (𝑟 − 𝑟𝑖)𝛿(𝜙 − 𝜙𝑖)
¤𝑟𝑖
𝑟𝑖
𝑣𝑖

− 𝛿(𝑧 − 𝑧𝑖)𝛿(𝑟 − 𝑟𝑖)𝛿′ (𝜙 − 𝜙𝑖)
¤𝜙𝑖
𝑟𝑖
𝑣𝑖

− 𝛿(𝑧 − 𝑧𝑖)𝛿(𝑟 − 𝑟𝑖)𝛿(𝜙 − 𝜙𝑖)
¤𝑟𝑖
𝑟2
𝑖

𝑣𝑖

+ 𝛿(𝑧 − 𝑧𝑖)𝛿(𝑟 − 𝑟𝑖)𝛿(𝜙 − 𝜙𝑖)
1

𝑟𝑖
¤𝑣𝑖
)]

d𝑆⊥ .

(4.34)

Here, the dot on values represents the time derivative 𝜕
𝜕𝑡

. In a final step, the
integral over the cross-section 𝑆⊥ of the waveguide can be evaluated. For this,
the definition of the derivative of the delta function

⟨𝛿′ (𝑥 − 𝑏), 𝑓 ⟩ = − 𝑓 ′ (𝑏) (4.35)

is used to obtain the source term 𝑆𝑖 of a single particle:

𝑆𝑖 = 𝜇0𝑞𝑖e − 𝑗𝜔0𝑡

[
− 𝛿′ (𝑧 − 𝑧𝑖) ¤𝑧𝑖𝒗𝑖 · 𝒆̂∗ (𝑟𝑖, 𝜙𝑖)

+ 𝛿(𝑧 − 𝑧𝑖) ¤𝒗𝑖 · 𝒆̂∗ (𝑟𝑖, 𝜙𝑖)

+ 𝛿(𝑧 − 𝑧𝑖) ¤𝑟 𝑖𝒗𝑖 ·
𝜕 𝒆̂∗ (𝑟, 𝜙𝑖)

𝜕𝑟

����
𝑟=𝑟𝑖

+ 𝛿(𝑧 − 𝑧𝑖) ¤𝜙𝑖𝒗𝑖 ·
𝜕 𝒆̂∗ (𝑟𝑖, 𝜙)

𝜕𝜙

����
𝜙=𝜙𝑖

]
.

(4.36)

It is worth emphasizing that no assumptions about the electron beam, the
waveguide, the eigenmode or the cyclotron-harmonic of the interaction are
made in this derivation of the source term. Therefore, (4.36) can be applied
for arbitrary electric fields and waveguides which allows an easy extension of
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the developed program for future applications. In addition, this source term is
valid for interactions at all cyclotron harmonics.

Probably, the most important advantage of the derived source term is the
support of an arbitrary eigenmode 𝒆̂. The developed simulation tool directly
implements (4.36) and no analytical form of 𝒆̂ is necessary. Rather, it is possible
to use the solution of a numerical eigenmode solver and thus to support arbitrary
waveguide structures. Nevertheless, the present work is limited to eigenmodes
of circular waveguides.

4.2.2 Space Charge

In contrast to classical TWTs, space-charge effects (sometimes also referred
as RF-space charge) are of minor importance for gyro-devices and in many
interaction simulations of gyro-devices, space-charge effects are neglected
[129].

However, for helical gyro-TWTs with very long interaction regions and high
currents, space-charge effects could probably decrease the quality of the elec-
tron beam and influence the electron-wave interaction. An adventage of the
chosen PIC approach is the possibility to include these effects which could
become important for future highest-gain helical gyro-TWTs with very long
interaction regions.

In a beam of gyrating electrons, space-charge effects are caused by a non-
uniform distribution of the electrons in the electron beam. Two kinds of
non-uniform distributions can occur in a gyrating electron beam: (1) a non-
uniform distribution of the electrons in azimuthal direction caused by the
azimuthal bunching of electrons in their gyro-orbits (see chapter 3.1.2); (2)
a non-uniform distribution of the electrons in axial direction caused by the
relativistic increase/decrease of the electron mass. However, it must be noted
that these space-charge effects are orders of magnitudes lower than in classical
TWTs.

For the simulation of space-charge effects in the electron beam, a three-
dimensional Poisson solver as presented in [130], is used. The solver is
based on an eigenmode expansion in the transverse direction and a finite dif-
ference method in the axial direction. The expansion into the eigenmodes
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of the waveguids has the advantage that effects of the conducting waveguide
walls are automatically taken into account. The downside is that for a complex
charge distribution in a highly oversized waveguide an impracticable number
of modes must be taken into account. However, since the investigated large or-
bit electron beams are highly symmetric and the interaction regions are almost
fundamental mode waveguides, a moderate number of modes is sufficient and
the method is well suited for helical gyro-TWTs and cyclotron absorbers. For
the sake of completeness, a short summary of the method described in [130]
is given.

The electrostatic potential V from the space charge field created by a charge
density 𝜌 is described by the Poisson equation, which can be written for circular
coordinates in the following form:

𝜕2V

𝜕𝑟2
+ 1

𝑟

𝜕V

𝜕𝑟
+ 1

𝑟2
𝜕2V

𝜕𝜙2
+ 𝜕

2V

𝜕𝑧2
= − 𝜌

𝜖0
. (4.37)

For a circular waveguide, the Bessel functions J𝑚 (𝑥) are the corresponding
eigenfunctions and therefore the appropriate choice for an expansion of the
scalar potential V and the charge density 𝜌 in the radial direction:

V(𝑟, 𝜙, 𝑧) =
𝑁𝑚/2−1∑︁
𝑚=−𝑁𝑚/2

𝑁𝑛∑︁
𝑛=1

V𝑚𝑛 (𝑧)J𝑚 (𝜒𝑚𝑛𝑟)e − 𝑗𝑚𝜙 , (4.38)

𝜌(𝑟, 𝜙, 𝑧) =
𝑁𝑚/2−1∑︁
𝑚=−𝑁𝑚/2

𝑁𝑛∑︁
𝑛=1

𝜌𝑚𝑛 (𝑧)J𝑚 (𝜒𝑚𝑛𝑟)e − 𝑗𝑚𝜙 . (4.39)

Inserting the expansions into the Poisson equation (4.37), multiplying with
𝑟e 𝑗𝑚𝜙J𝑚 (𝜒𝑚𝑛𝑟) and evaluating the integrals over the cross-section of the
waveguide, gives an equation for the 𝑧-dependence of the electrostatic potential:

𝜕2V𝑚𝑛

𝜕𝑧2
− 𝜒2𝑚𝑛V𝑚𝑛 = − 𝜌

𝑚𝑛

𝜖0
. (4.40)
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Here, 𝜌𝑚𝑛 are the expansion coefficients of the charge density which are given
by:

𝜌𝑚𝑛 (𝑧) = 1

𝜋𝑅2J′2𝑚 (𝜒𝑚𝑛𝑅)

∬
𝑆⊥

𝜌 e − 𝑗𝑚𝜙J𝑚 (𝜒𝑚𝑛𝑟) d𝑆⊥ . (4.41)

They can be easily evaluated for a sum of point particles. With (4.41), the
differential equation (4.40) for the 𝑧-dependence of the electrostatic potential
can be solved using a central finite difference scheme (see [130] for details).

4.3 Numerical Solution

In the following, the numerical methods used for a solution of the equations
(4.11), (4.18), (4.19) and (4.30) are presented. For the numerical integration
of the equations, the time domain as well as the spatial domain of interest are
discretized into 𝑁𝑡 time steps of length Δ𝑡 and 𝑁𝑧 space steps of length Δ𝑧. In
Fig. 4.4, a runtime diagram of the numerical solution process is given. For the
calculation of a new time step 𝑡 +Δ𝑡, first the field equations (4.11), (4.18) and
(4.19) are solved by an implicit method (see section 4.3.1). With the known
amplitude distribution of the waveguide modes along the interaction region, the
source terms 𝑆𝑖 for all particles in the interaction region can be calculated. The
source term calculation is followed by the calculation of additional effects as
space-charge fields. Finally, the equations of motion are solved for all particles.
In the following sections, the single steps of the algorithm are described in more
detail.

It should be noted that there is always a time shift of Δ𝑡 between the particles
and the amplitudes for the presented algorithm. Since the 3D particle pushing
requires a small time step (≈ 2𝜋

100𝜔H
) it was observed that the influences of this

time shift are negligible.
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Figure 4.4: Runtime diagram for the numerical algorithm to integrating the interaction model.

4.3.1 Field Equations

As shown in the flow chart Fig. 4.4, in a first step, the differential field equations
are solved. For the numerical solution, the implicit finite difference Crank-
Nicolson scheme [131] is used which is of second-order, both in time and
space.

In the Crank-Nicolson scheme, the explicit first order forward finite difference
for time step 𝑡 and the implicit first order backward finite difference for time
step 𝑡 + Δ𝑡 are combined for a discretization of the time derivatives. For the
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spatial derivatives a central difference scheme of second order is used. This
gives the following discretization which can be applied to the field equations:

𝐴 =
1

2

(
𝐴𝑡+1𝑧 + 𝐴𝑡𝑧

)
(4.42)

𝜕𝐴

𝜕𝑡
=
𝐴𝑡+1𝑧 − 𝐴𝑡𝑧

Δ𝑡
(4.43)

𝜕2𝐴

𝜕𝑡2
=

5
4 𝐴

𝑡+1
𝑧 − 2𝐴𝑡𝑧 + 3

4 𝐴
𝑡−1
𝑧

Δ𝑡2
(4.44)

𝜕𝐴

𝜕𝑧
=
1

2

(
𝐴𝑡+1
𝑧+1 − 𝐴𝑡+1𝑧−1

2Δ𝑧
+
𝐴𝑡
𝑧+1 − 𝐴𝑡𝑧−1

2Δ𝑧

)
(4.45)

𝜕2𝐴

𝜕𝑧2
=
1

2

(
𝐴𝑡+1
𝑧+1 − 2𝐴𝑡+1𝑧 + 𝐴𝑡+1

𝑧−1
Δ𝑧2

+
𝐴𝑡
𝑧+1 − 2𝐴𝑡𝑧 + 𝐴𝑡𝑧−1

Δ𝑧2

)
(4.46)

The expression for the second derivative of the time at 𝑡 + Δ𝑡
2 is derived by

averaging the second order central finite difference at 𝑡 and the first order
backward finite difference at 𝑡 +Δ𝑡. This is a slight modification of the original
Crank-Nicolson scheme where a first order forward finite difference is used at
𝑡. It has been shown that the method used here is slightly more stable.

After applying the discretization (4.42)-(4.46) to (4.11), the unknown ampli-
tude values 𝐴𝑡+1 can be separated to form a system of 𝑛 linear equations, where
𝑛 is the number of grid points used for the discretization of the 𝑧-coordinate.
The resulting system of linear equations is of the form

𝑇A𝑨 = 𝑽A , (4.47)

where 𝑇A is a tridiagonal matrix, 𝑨 is a vector with the 𝑛 unknown amplitude
values at time step 𝑡 + Δ𝑡 for every space point, and 𝑽A is a vector calculated
from the known amplitude values from the previous time step 𝑡.

The system of equations (4.47) has to be solved at every time step. With the
Thomas algorithm this can be efficiently done in𝑂 (𝑛) floating point operations.
A slightly slower, but, because of an included pivoting method, numerically
more stable alternative is the usage of the LAPACK method zgttrs [132].
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4.3.2 Coupled Equations of Helical Waveguides

For a solution of the coupled equations (4.18) and (4.19) of a helically corru-
gated waveguide also the Crank-Nicolson scheme is used. After a discretization
of both wave equations following the Crank-Nicolson scheme ((4.42)-(4.46)),
a coupled system of linear equations

𝐷B𝑩 + 𝑇A𝑨 = 𝑽A (4.48)

𝑇B𝑩 + 𝐷A𝑨 = 𝑽B (4.49)

is derived, where 𝐷A,B represent diagonal matrices and 𝑇A,B represent tri-
diagonal matrices. The coupled equations can be rewritten as a single system
of linear equations: (

𝐷B 𝑇A

𝑇B 𝐷A

) (
𝑩

𝑨

)
=

(
𝑽A

𝑽B

)
. (4.50)

This system of linear equations can be efficiently solved by the ‘Schur-
Complements’ method:

𝐺 = 𝐷A − 𝑇B𝐷−1
B 𝑇A (4.51)

⇒ 𝐺𝑨 = 𝑽B − 𝑇B𝐷−1
B 𝑽A (4.52)

⇒ 𝑩 = 𝐷−1
B 𝑽A − 𝐷−1

B 𝑇A𝑨 . (4.53)

With this method the original problem of a (2𝑛) × (2𝑛) system of equation
can be reduced to a (𝑛) × (𝑛) system of equations (4.52) and a simple back-
substitution (4.53). In the given case this is possible because the inverse 𝐷−1

B

for a diagonal matrix can be easily found.

The so-called Schur complement 𝐺 is a penta-diagonal matrix. For a solution
of the resulting system of linear equations, optimized algorithms are available,
e.g. the zgbtrs function in the LAPACK [132]. It can solve the penta-diagonal
system of linear equations within 𝑂 (𝑛) floating point operations.

It should be mentioned that the described method is only valid, as long as
all of the diagonal elements of 𝐷B are non-zero. In the given problem that
corresponds to a non-zero coupling coefficient 𝐶A,B in the equations (4.18)
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4.3 Numerical Solution

and (4.19). This is fulfilled for all helically corrugated waveguides. Also, this
method will become numerical unstable for very small or very large elements
in 𝐷B (bad conditioned matrix). But for typical coupling coefficients in helical
gyro-TWTs and for floating point types in double precision, it was observed
that the method remains numerically stable.

4.3.3 Source Term and Equations of Motion

In the second step of the algorithm, the contributions of all particles to the
source term are calculated with equation (4.36) (see section 4.2.1). For the
numerical evaluation of (4.36), the remaining δ(𝑧) and its derivatives δ′ (𝑧)
must be approximated. Because the amplitude is solved on an equidistant grid
with step-width Δ𝑧, it can be assumed that δ(𝑧) can be approximated by a
one-variable function Φ(𝑥) that scales with the mesh-width in the following
manner:

δ(𝑧) → 1

Δ𝑧
Φ( 𝑧

Δ𝑧
) = 1

Δ𝑧
Φ( 𝑧̂) with 𝑧̂ ≡ 𝑧

Δ𝑧
, (4.54)

δ′ (𝑧) → 1

Δ𝑧2
Φ′ ( 𝑧̂) . (4.55)

For the function Φ( 𝑧̂), the cosine-approximation is used (a detailed deriva-
tion can be found in [133]). It allows a fast numerical evaluation and has a
continuous derivative:

Φ( 𝑧̂) =
{

1
4

(
1 + cos 𝜋𝑧̂2

)
, | 𝑧̂ | ≤ 2

0, otherwise
(4.56)

Φ′ ( 𝑧̂) =
{

−1
8 sin 𝜋𝑧̂

2 , | 𝑧̂ | ≤ 2

0, otherwise .
(4.57)

In the third step of the algorithm, additional fields as the space-charge field
are calculated. The space-charge fields are calculated by the method described
in section 4.2.2. Since a sufficient number of waveguide eigenmodes must be
considered, the calculation of the space-charge field can require a significant
part of the total computing time. The high calculation costs can be slightly
relaxed if the space-charge field is not updated at every time step.
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4 Simulation Model for Gyro-Devices

After the electromagnetic fields are known (solution of the field equations
from the first step and the optional space-charge fields), in the last step, the
particle positions and velocities are updated. This is done by a solution of
the Lorentz equation (4.30). For the integration of (4.30), various particle
integrators (particle pushers) have already been developed, for example for
applications in plasma physics or astrophysics [134]. Most of these algorithms
are suitable for the given propose. So far the developed tool was successfully
tested with an explicit fourth-order Runge-Kutta method [135], the well known
Boris algorithm [136] and a synchronized version of the Boris algorithm [137].
Since the particle pushing requires a significant amount of the total computation
time, the faster Boris algorithms should be preferred to the RK4 method.

4.3.4 Implementation and GPU Acceleration

The numerical methods given in the previous sections are implemented in an
object-oriented framework with the programming language C++ [138]. Via an
interface to the scripting language Lua [139], the simulations can be controlled,
complex simulation setups can be easily created and advanced post-processing
is available.

The developed implementation is validated by a comparison with experimental
data (see appendix A.2). For a validation of the electron-wave interaction
in a cylindrical interaction region the simulation model is compared with
measurements of the short pulse ITER gyrotron (SP-ITER Gyrotron) [140].
The SP-ITER Gyrotron is developed, produced and tested at the IHM and
therefore sufficient setup data and experimental results are available.

Since no helical gyro-TWT was available for experiments during this thesis,
for a verification of the electron wave interaction in a helically corrugated
waveguide, comparisons with published experimental results are performed.
For the comparison, the first sub-THz helical gyro-TWT (W band) developed
from He et al. at the University of Strathclyde (Glasgow, UK) [42] is used.
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4.3 Numerical Solution

Parallelization

To take advantage of the full computing capabilities of modern computers,
the developed algorithms must be parallelized wherever possible. Therefore,
the developed implementation utilizes parallelization on multi-core central
processing units (CPUs) as well as on the graphic processing unit (GPU).

In the algorithm shown in Fig. 4.4, the particle pushing, the source term calcu-
lation and the space charge calculation are well suited for a parallel calculation.
Since the typical number of particles in a simulation is of the order of 106, all
calculations related with particles are calculated on the GPU which is optimally
suited for massive parallel calculations. In contrast, the number of waveguide
modes in a typical simulation is low (in the order of 100) and a parallel solution
of the related linear equation systems does usually scale not optimally with the
parallelization. Therefore, all steps related with the amplitude calculation are
exclusively evaluated on the CPU.

The major challenge for such a hybrid CPU/GPU implementation is a careful
management of the simulation data to ensure data consistency between the
main memory (RAM) and the GPU memory (VRAM). Since copying data
between RAM and VRAM is additionally slow, the communication between
CPU and GPU should be minimized.

In Fig. 4.5, a diagram of the parallel execution and the data transfer for the
simulation of a single time step on the CPU/GPU is shown. In the first step of
the simulation, the amplitude distributions for the 𝑁 simulated modes along
the interaction region is calculated on the CPU. If the number of simulated
modes is greater than or equal to the number of available threads on the
CPU (𝑁 ⩾ 𝑀), a parallelization of this calculation step is trivial. Since it is
assumed that no coupling between individual eigenmodes of the interaction
region occurs, the equations for every eigenmode can be solved in parallel
by the available threads of the CPU. But if the number of modes is less than
the available threads (𝑁 < 𝑀), an utilization of the full computing power is
challenging. For those cases, a parallel solver based on the method described in
[141] is implemented. Even the speed-up of the parallel solver does not linearly
increase with the number of threads, it can reduce the required calculation time
for the solution of typical systems of linear equations by a factor of two when
four threads are used.
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Figure 4.5: Parallel execution and data transfer for the simulation of a single time step on the CPU
and GPU.
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In parallel to the calculation of the amplitudes on the CPU, the equations
of motion are solved for the particles on the GPU. Since direct interactions
between individual particles are neglected in the model (the particles can only
interact with each other by the external space charge field), the equations of
motion can be solved independently and in parallel for all 𝐽 particles. As
shown in Fig. 4.5, the single threads on GPUs are grouped into blocks for
a better process and data mapping. The GPU consists of several streaming
multiprocessors (SM) that are able to execute multiple blocks in parallel. As
soon as one of the blocks on a SM has completed execution, it takes up the
serially next block. For a parallel calculation, the list of particles is split-up
into 𝐽

𝐾 ·𝐿 sub-lists (where 𝐿 is the number of threads in a block and 𝐾 the
number of blocks) that are executed each from a single thread. The optimal
number for 𝐿 and 𝐾 as well as the number of calculations actually executed in
parallel depends on the architecture of the used GPU.

Once the equations of motion are solved, the coefficients 𝜌 (see (4.41)) for
the space charge field are calculated. Again this calculation is independent for
every particle and can be efficiently performed in parallel on the GPU.

In the second step of the algorithm, the CPU and the GPU must be synchronized
to copy the new amplitude distributions to the GPU and to copy the space charge
coefficients from the GPU to the CPU. It must be mentioned that it would be
also possible to shift the synchronization of the amplitude values to a later step
in the calculation, e.g. after step 3. However, a simultaneous copy of data from
CPU to GPU and vice versa is usually faster than a serial copy of the data and,
therefore, the shown data copy pattern leads to a slight speed-up.

In step three, the space charge field is calculated from the coefficients 𝜌. This
step involves the solution of 𝑄 systems of linear equations, where 𝑄 is the
number of modes used for the expansion of the space charge field. The 𝑄
systems of linear equations are calculated in parallel on the CPU similar to the
amplitude calculation in the first calculation step. At the same time, the source
terms for every particle and all waveguide modes are calculated on the GPU.

In the final step of the algorithm, CPU and GPU are synchronized again to copy
the source terms from the GPU to the CPU memory, before the calculation of
the next time step can be started.
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4.4 Comparison with Existing Approaches

The developed time-domain model for the simulation of the electron-wave
interaction in helically corrugated waveguides is not the first one of its kind.
In 2015, Ginzburg et al. presented a time-domain interaction model for helical
gyro-TWTs [68]. Nevertheless, there are important differences between the
two models which are discussed below.

While in [68] the slowly varying amplitude approximation is utilized for a de-
scription of the electric field, this approximation is not applied in the developed
interaction code. Although this leads to a slightly improved approximation of
the dispersion relation of helically corrugated waveguides in the developed
model, it does not lead to significant differences for helical gyro-TWTs as
shown in section 4.1.2. The main difference between the models is the dif-
ferent derivation of the high-frequency electric current density J on the right
hand side of (4.18).

In this work, the electron beam is modeled as a beam of macro particles and
the equations of motion are solved by a 3D particle pusher. From the particles,
the electric current density J is derived in a PIC like manner as shown in
section 4.2.1.

In [68], the electric current density J is derived from a differential equation for
the transverse momentum of the electrons. Two assumptions are made: (1) a
subrelativistic transverse electron velocity (relativistic effects are ignored); (2)
the variation of the transversal momentum 𝑝⊥ (see definition in chapter 3.1.2,
equation (3.20)) is slow compared to the carrier frequency. Therefore, a slow
transversal momentum 𝑃⊥, similar to the slow amplitudes 𝐴 and 𝐵, can be
introduced:

𝑝⊥ = 𝑃⊥e 𝑗𝜔A𝑡 . (4.58)

This allows the derivation of a non-isochronous oscillator equation for the slow
transversal momentum 𝑃⊥ from the equation of motion [68]:

2𝑣 ∥,0
𝑐0𝑘⊥A

𝜕𝑃⊥
𝜕𝑧

+ 2

𝜔A

𝜕𝑃⊥
𝜕𝑡

+ 𝑗𝑃⊥Δc − 𝑗
𝑣2∥,0

2𝑐20
𝑃⊥

(
1 − | 𝑃⊥ |2

| 𝑃⊥,0 |2

)
= 𝑗

(
𝑒0

𝑚e𝑐
2
0

)2
𝐴𝑃∗

⊥
𝛾0𝑘⊥A

.

(4.59)
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Here, the cyclotron resonance detuning

Δc =
𝜔A − 𝑠𝜔H,0

𝜔A
(4.60)

is introduced.

For the description of a large orbit electron beam, (4.59) must be solved for
several initial values of 𝑃⊥,0, distributed over the cyclotron rotation phase

𝑃⊥,0 = | 𝑝⊥,0 | e 𝑗Θ0 with Θ0 ∈ [0, 2𝜋) . (4.61)

Typically, a number of 16-64 initial phases is required for a sufficient de-
scription of an ideal large orbit electron beam1. From the slow transversal
momentum, the electric current density J is calculated by a coupling factor
similar to the coupling factor given in (3.23).

Consequently, the simulation of the electron-wave interaction of a perfect
large orbit electron beam in a helically corrugated waveguide requires the
solution of 32+2 coupled differential equations (32 equations for the transversal
momentum and 2 equations for the amplitudes of the coupled modes). If it is
assumed that (4.59) is solved on a 1D grid (with an explicit or implicit solver)
and if a similar spatial resolution as for the grid used for the solution of the
amplitudes is assumed, the number of grid points in a simulation of a typical
helical gyro-TWT is in the order of 10 000. Thus, the number of grid points in
the model [68] is in a similar order as the required number of macro particles in
the developed model with 3D particle beam. Therefore, even without knowing
the numerical solution procedure used by Ginzburg et al., for a solution of
the equations, it seems reasonable that the required computational effort is
comparable in both models.

Besides the comparable computational complexity of both models, the de-
scription of the particle beam by a 3D PIC method has a number of advantages
compared to the model based on a slow transversal momentum. First of all,
relativistic effects are included in the 3D PIC model while they are neglected
in the slow momentum method. Such an effect is for example the change of
the parallel velocity component 𝑣 ∥ because of the relativistic mass change.

1 This number is based on a personal discussion with Prof. Ginzburg
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Also the handling of spreads of the kinetic energy, the pitch factor and the
guiding center radius, are more natural in the 3D PIC approach. The generation
of the corresponding initial particle distributions is simple and the results of
common gun simulation tools (e.g. ESRAY, Ariadne, CST) can be directly
used. In the slow momentum method, besides an adjustment of the initial
beam parameters also the calculation of separate coupling coefficients for
every initial beam parameter is necessary which increases the complexity of the
implementation. In addition, the number of equations required for a sufficient
sampling of the spread distributions would also significantly increase.

A further advantage of the presented 3D PIC model is that it allows the in-
vestigation of additional beam parameters which is not possible with the slow
momentum method. For instance, the influences of an off-axis beam guiding
center, a non-symmetric guiding magnetic field and space-charge effects can
be studied.

Last but not least, the solution of the equation of motion for a 3D beam can be
easily implemented in a parallel algorithm (important for a GPU acceleration
of the program) while this is difficult for (4.59).

In conclusion, the developed simulation model based on a fixed transversal field
approach combined with a 3D particle beam provides a more accurate descrip-
tion of the involved physics than the model presented in [68]. Further, it sup-
ports the investigation of additional effects as space-charge, a non-symmetric
guiding magnetic field and misaligned electron beams.
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5 Design of Amplifier and Absorber

In this chapter the developed active components of the passive mode-locked
oscillator, namely the amplifier and the saturable absorber, are presented. Both
devices will be realized as electron tubes. A helical gyro-TWT was previously
identified as optimal candidate for the amplifier (see chapter 3.1). For the
saturable absorber, two concepts are suitable: a helical gyro-TWT operated
in the Kompfner dip regime and a cyclotron absorber (see chapter 3.2 and
chapter 3.3).

Since the development of complete physical designs for the electron tubes
would be beyond the scope of this thesis, the investigation is limited to that
part which mostly differs from state-of-the-art gyro-TWTs: the beam-wave
interaction. Based on the simulation tool presented in the previous chap-
ter, optimized interaction regions are designed and suitable operation points
are identified. The required production tolerances for a realization of these
interaction regions are discussed at the end of this chapter.

Because the magnetic system is strongly correlated with the beam-wave in-
teraction, a realistic magnetic field profile is used for all simulations in this
chapter. The designed magnetic system and its magnetic field profile is shown
in Fig. 5.1. The magnetic system consists of a gun coil, the main coil and two
auxiliary coils. By tuning the gun coil current, the magnetic system allows
the creation of a rectilinear electron beam and a large orbit electron beam in
a CUSP-gun as well. The auxiliary coils enable an almost constant magnetic
field over the complete interaction region.

In the following, an ideal electron beam without velocity spreads is assumed.
A discussion on the influence of a more realistic non-ideal beam is given in
the frame of the system design in chapter 6.
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Figure 5.1: Magnetic system for a realistic design of the amplifier and absorber devices.

5.1 Amplifier

A helical gyro-TWT is the chosen amplifier for the sub-THz passive mode-
locked oscillator. It has a sufficient bandwidth, is suitable to handle high-power
input signals and has a low dispersion. Helical gyro-TWTs can be operated
in two alternative operation regimes: the ‘synchronized operation regime’ and
the ‘slippage operation regime’. In the synchronized operation regime, the
group velocity of the wave is equal to the translation velocity of the electron
beam while in the slippage operation regime the wave propagates faster than
the electron beam.

In chapter 2.3.1, it was shown that the different operation regimes correspond
to slow and fast components in a passive mode-locked laser and that a passive
mode-locked oscillator for sub-THz frequencies can be realized with both of
them. Because it is not possible to determine a priori which operation regime
is more suitable for a passive mode-locked oscillator at 263GHz, helical gyro-
TWTs for both operation regimes are developed.

While in the literature helical gyro-TWTs in the synchronized and slippage
regime are realized by different helical interaction regions [68], this approach
is unfavorable, at least for a first prototype passive mode-locked oscillator.
For first experiments and a comparison with theoretical predictions, it would
be a great adventure if the helical gyro-TWT can be operated in both, the
synchronized and the slippage regime. This can be realized, if the operation
regime is determined by the electron beam rather than the geometry of the
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interaction region. Since a CUSP-gun allows an adjustment of the beam
parameters over a wide range, this is a promising approach which is used in
the following.

5.1.1 Helical Interaction Region

To allow a resonant interaction of the gyrating electrons and the wave, the
cyclotron resonance condition (3.17) must be fulfilled. In a dispersion diagram
this corresponds to sections where the wave’s dispersion curve and the beam
line intersect. Therefore, a dispersion diagram is an efficient tool for the design
of a helically corrugated interaction space.

In a first step of the synthesis procedure, the mean waveguide radius 𝑅 is
chosen. For reasons of manufacturability and breakdown resistance, 𝑅 should
be as large as possible. However, to prevent a parasitic excitation of the upper
eigenmode, the operation frequency band must be below its cutoff frequency
which defines an upper limit for 𝑅. Since the helical gyro-TWT should provide
a bandwidth of at least ±10GHz around the center frequency of 263GHz, the
mean waveguide radius is set to 𝑅 = 0.528mm which gives an upper limit for
the operation frequency of 276GHz.

The values of the corrugation amplitude 𝑟 and period 𝑑 are obtained by a fit
of the waveguide dispersion to the beam line. Care should be taken to keep
the corrugation amplitude 𝑟 small. This has two reasons: (1) the perturbation
theory approach would become invalid for a corrugation amplitude exceeding
𝜆/10; (2) a large 𝑟 increases the diffraction from the main operating eigenmode
to a parasitic backward wave.

The beam parameters for an operation in the synchronized operation regime
are estimated with 𝛼 = 0.8 and 𝐸kin = 40 keV. These beam parameters are in
the range of beams that can be created by a typical CUSP-gun. By a fit to
the beam parameters, the parameters for the helically corrugated interaction
region are determined as 𝑅 = 0.528mm, 𝑟 = 0.08mm and 𝑑 = 1.11mm.

In a final step of the synthesis process, beam parameters for an operation of
the helical gyro-TWT in the slippage regime are searched. Realistic beam
parameters are found to be 𝛼 = 1.3 and 𝐸kin = 30 keV.
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Figure 5.2: The dispersion curve of a helical gyro-TWT with 𝑅 = 0.528mm, 𝑟 = 0.08mm and
𝑑 = 1.11mm. The beam lines for an operation in the synchronized (solid purple) and
the slippage regime (doted purple) are shown.

In Fig. 5.2, the dispersion curves of the designed helically corrugated wave-
guide and the corresponding TE1,1 and TE2,1 modes of the unperturbed
waveguide are shown together with the beam lines for an operation in the
synchronized and the slippage regime.

5.1.2 Power Capability

In the passive mode-locked oscillator a high-power pulse oscillates. The
power level of this oscillating pulse is important for the design of the amplifier
and absorber devices. In the previous investigations performed by Ginzburg
et al. [52], [55], [57], [59], [142], passive mode-locked oscillators are only
investigated at lower frequencies up to the Ka-band. At these frequencies, the
power of the oscillating pulse is mainly limited by the saturation power of the
amplifier. In the synchronized operation regime the saturation of the output
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Figure 5.3: Transverse electric field in the helically corrugated interaction region for an input
signal of 1W. (a) eigenmode (TE1,1 +TE−2,1); (b) TE−1,1 mode .

power is associated with the trapping of electrons by the electromagnetic wave
[68] which usually occurs at powers above 100 kW. In the slippage operation
regime, the saturation power even exceeds this level significantly [68] and
is limited by the quality of the electron beam (amplification of noise in the
electron beam). However, for sub-THz helical gyro-TWTs, the maximum
output power is limited by the ohmic loading of the interaction region.

Since the dimensions of the helically corrugated interaction region are in
the order of the wavelength, the ohmic loading at sub-THz frequencies is
significantly increased compared to Ka-band devices which results in a strong
heating of that region. Especially for the eigenmode interacting with the
electron beam, the ohmic loading in helically corrugated interaction regions is
high because of the specific field distribution of the eigenmode. In Fig. 5.3a,
the electric field for a 1W signal at 263GHz is shown for the designed helically
corrugated waveguide. The highest values of the electric field appear at the
waveguide wall which results in a high ohmic loading.

In [143], alternative cooling concepts are investigated by thermomechanical
simulations and it is shown that an angular gap cooling is most suitable for
sub-THz helical gyro-TWTs. It is shown that such a cooling is capable to keep
a helical gyro-TWT with an average CW ohmic loading of 150W/cm2 below
100 ◦C.
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The ohmic loading in the interaction region can be calculated with the devel-
oped tool KarLESSS (see chapter 7). For the calculation of the ohmic loading
it is important to take into account the input signal. Therefore, a superposition
of the input signal and the output signal (Fig. 5.3a and Fig. 5.3b) must be used
for the calculation of the ohmic loading. For the designed helically corrugated
interaction region (made of copper), the average ohmic loading for a 1W input
and an output signal of similar power is calculated as 0.5W/cm2.

Since the passive mode-locked oscillator is a pulsed source, the equivalent CW
average ohmic loading 𝑉ohm can be calculated from the power 𝑃, the pulse
length 𝜏p and the pulse repetition frequency 𝑓r:

𝑉ohm = 𝑉ohm,1W,CW
𝑃

1W
𝜏p 𝑓r . (5.1)

For the final passive mode-locked oscillator the pulse length should be in the
order of 0.1 ns and the pulse repetition frequency will be several hundred
MHz. Based on this, a peak power of 5 kW and a pulse repetition frequency of
600MHz can be specified as an upper limit for the following design process
of the amplifier and the absorber devices.

A second open question, also correlated with the maximal output power of the
helical gyro-TWT, is the maximal possible current of the electron beam. To
estimate a realistic beam current, existing helical gyro-TWTs can be used as a
reference.

The maximum current of an electron emitter is limited by the allowed current
surface density, and therefore, depends on the surface of the emitter. The
quality of the electron beam in turn depends on the geometry of the electron
emitter ring (see chapter 3.1.4). A thinner width and a smaller radius of the
emitter ring are increasing the beam quality. A ring width of 0.5mm as used
in actual W-band CUSP-guns [144] is practically the minimum and should not
be further reduced. However, the emitter radius can be scaled to estimate an
upper limit for the current. This results in a linear dependency of the maximal
beam current from the operation frequency. By a scaling from the W-band
helical gyro-TWT [42], which is operated with a 1.5A beam, an upper limit
for the beam current of 0.5A can be be estimated for a 263GHz helical gyro-
TWT. To allow an adjustment of the beam current for a fine tuning of the final
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passive mode-locked oscillator, the default working point of all devices that
are investigated in the following, is set in the range of 0.2A to 0.4A.

5.1.3 Synchronized Operation Regime

In the synchronized operation regime, the group velocity of the electromagnetic
wave is matched to the axial propagation velocity of the electrons. This allows
a beam-wave interaction over a broad bandwidth. For the designed helically
corrugated waveguide, the synchronized operation regime is fulfilled for an
electron beam with 𝛼 = 0.8 and 𝐸kin = 40 keV. While the parameters of the
corrugated waveguide and the beam are already fixed, the optimal length 𝐿 of
the interaction region and the magnetic field strength B0 are still unknown. In
the following, the latter one is investigated.

A possible method to find the optimum magnetic field strengthB0 is to perform
interaction simulation with different B0 values. For these simulations, the
length of the interaction region is set to 𝐿 = 20𝑑 and the beam current is
set to 𝐼 = 0.2A. To investigate the frequency dependence of the beam-wave
interaction for a givenB0, the interaction simulations are performed with input
signals at different frequencies.

In Fig. 5.4, the results of the performed parameter sweeps are shown. It
can be seen that a magnetic field strength of B0 = 5T leads to the highest
amplifications. As expected, the synchronized operation regime enables the
beam-wave interaction over a broad bandwidth and a 3 dB bandwidth of almost
20GHz around a center frequency of 263GHz can be reached.

The shown results give the impression that even for frequencies significantly
above 273GHz an efficient amplification would be possible. However, this is
not the case because parasitic modes could be excited at higher frequencies
(>276GHz). To simplify the simulation, these parasitic excitations are ne-
glected and, consequently, all investigation in the following must be limited to
frequencies below 276GHz.

It is important to note that for magnetic field strengths above 5.025T an
absorption regime is reached where the electron beam absorbs energy from the
electromagnetic wave. This indicates that the designed corrugated waveguide
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Figure 5.4: Output power of the helical gyro-TWT operated in the synchronized regime with
different magnetic field strengths and for different frequencies of the input signal. A
5W CW signal is used as input.

in combination with an electron beam in the synchronized regime can also be
operated as a helical gyro-TWT absorber (see section 5.2.1).

5.1.4 Slippage Operation Regime

In the slippage operation regime, the electromagnetic wave propagates faster
than the electron beam and can therefore slip along the beam and interact
with, and gain energy from, more electrons than in the synchronized operation
regime. As it can be seen in the dispersion diagram Fig. 5.2, the slippage
regime can be realized for the designed corrugated waveguide with an electron
beam of 𝛼 = 1.3 and 𝐸kin = 30 keV.

The optimum magnetic field strength B0 and the frequency dependence of the
electron-wave interaction for an operation in the slippage regime is determined
in a similar manner as for the synchronized operation regime. Simulations are
performed for different B0 values and frequencies of the input signal. The
length of the interaction region is kept constant at 30𝑑 and the beam current is
set to 𝐼 = 0.2A.
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Figure 5.5: Output power of the helical gyro-TWT operated in the slippage regime with different
magnetic field strengths and for different frequencies of the input signal. A 5W CW
signal is used as input.

In Fig. 5.5, the results of the performed parameter sweeps are shown. As
expected from the dispersion diagram, the 3 dB bandwidth of the beam-wave
interaction is significantly decreased compared to the synchronized operation
regime (10GHz compared to 20GHz). The optimum magnetic field strength
for signals with a frequency of 263GHz is B0 = 4.91T.

It must be noted that the absolute values of the power gain cannot be directly
compared with the synchronized operation since the power of the electrons
contained in the transversal movement differs for both operation regimes. In
addition, interaction regions with different lengths are used for the simulations.

5.1.5 Length of the Interaction Region

Helical gyro-TWTs are typically used for applications where a high small-
signal gain is required, e.g. high-power radar systems. However, in chapter 2
it was shown that high small-signal gains are obstructive for passive mode-
locked oscillators. On the other hand, it was shown that the saturated power a
signal gains during a single round trip (saturated power gain) in the oscillator
determines the maximal output power of the passive mode-locked oscillator
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and should be therefore sufficiently high. Furthermore, the gain should be
independent from the power of the input signal. For a simultaneous realization
of a low small-signal gain, a low dependence of the gain on the signal power
and a high saturation power gain, the length of the interaction region must be
carefully chosen.

In Fig. 5.6, the dependence of the gain on the length of the tube is illustrated.
The gain of two alternative tubes with different length of the interaction region
is shown for the synchronized and the slippage operation regime, respectively.
For a better comparability, the synchronized operation regime is simulated
with an electron beam of 𝐼 = 0.25A while for the slippage regime an electron
beam with 𝐼 = 0.2A is used. Therefore, the power contained in the transverse
momentum of the electron beam

𝑃beam,⊥ = 𝑈b 𝐼
𝑣2

𝑣2∥ + 𝑣
2
⊥
=

𝑈b 𝐼

1 + 1
𝛼2

, (5.2)

is approximately equal for both operation regimes (𝑃beam,⊥ ≈ 3.8 kW).

It can be seen that the variation of the gain with the power of the input
signal is significantly stronger for the long interaction region than for the short
interaction region. For the slippage operation regime, a shorter interaction
region does balance the power dependency but also reduces the overall gain of
the helical gyro-TWT. In the synchronized regime, the gain for lower powers
strongly reduces. However, for a high input power, the gain can even exceed
the gain of the helical gyro-TWT with long interaction region. The reason
is that an over-bunching occurs for high power. The electron beam reabsorbs
energy from the wave (see chapter 3.1.2).

For a future prototype of a passive mode-locked oscillator it would be advan-
tageous, if the helical gyro-TWT could be operated in the slippage operation
regime as well as in the synchronized operation regime. Therefore, both op-
eration regimes were realized by different electron beams rather than different
helically corrugated waveguides. Continuing this approach, the same length
of the interaction region must be chosen for both operation regimes as well.

Based on a detailed analysis, an interaction region with a length of 𝐿 = 24𝑑
is used in the following for the helical gyro-TWT. It must be mentioned that
this is an atypically short interaction region for helical gyro-TWTs. In typical
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Figure 5.6: Power dependence of the gain for a pulse of length 𝜏p = 0.1 ns for helical gyro-TWTs
of different length (long = 40𝑑, short = 24𝑑), operated in the synchronized and the
slippage operation regime, respectively.

application for electron tubes, such as radar applications, usually a high small-
signal gain is favored and, thus, long interaction regions are required.

5.1.6 Amplification of Ultra-Short Pulses

Besides the low small-signal gain, a further difference to classical applications
of helical gyro-TWTs are the significantly shorter pulses. In a passive mode-
locked oscillator ultra-short, pulses with sub-nanosecond pulse lengths must be
amplified. To analyze the performance of the designed tube and the behavior
of the ultra-short pulses in the helical gyro-TWT, simulation results for the
helical gyro-TWT in both operation regimes and with input pulses of various
pulse length and power are discussed in the following.

Gain and Maximal Power

In Fig. 5.7 and Fig. 5.8, the output power and gain for pulses of different length
𝜏p and different input power 𝑃in are shown for the helical gyro-TWT in the syn-
chronized and slippage operation regime, respectively. In the synchronized op-
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Figure 5.7: Output power and gain for pulses of different length 𝜏p and different input powers.
The center frequency of the pulses is 263GHz. The helical gyro-TWT is operated in
the synchronized regime.

eration regime, an electron beam with 𝐼 = 0.4A, 𝐸kin = 40 keV and 𝛼 = 0.8 is
used. For an operation in the slippage regime, an electron beam with 𝐼 = 0.2A,
𝐸kin = 30 keV and 𝛼 = 1.3 is used. The higher current for the synchronized op-
eration regime is chosen to compensate the overall lower gain compared to the
slippage regime (see Fig. 5.6). As a consequence, the transversal beam power in
the synchronized operation regime is significantly higher (𝑃beam,⊥ ≈ 6250W)
than in the slippage operation regime (𝑃beam,⊥ ≈ 3800W).

As shown in Fig. 5.7, the small-signal gain is up to 10 dB for the synchro-
nized operation regime. However, for input pulses of higher power, the gain
decreases. The minimal pulse length that can be amplified in the amplifier is
given by the 0 dB line in Fig. 5.7b. The limit for the pulse length is 0.02 ns for
low power signals and linearly increases with the pulse power up to 0.03 ns.
Above this limit, the absolute power a pulse gains increases with the input
power. Considering the previously derived power limit of 5000W (5000W
line in Fig. 5.7a), the maximal power that a pulse can gain is 1900W for an
input power of 3100W and a pulse length of > 0.07 ns. As a consequence, the
theoretical maximal power that can be extracted from a passive mode-locked
oscillator with this amplifier is 1900W. For the highest efficiency, the pulses
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Figure 5.8: Output power and gain for pulses of different length 𝜏p and different input powers.
The center frequency of the pulses is 263GHz. The helical gyro-TWT is operated in
the slippage regime.

in the passive mode-locked oscillator should not be shorter than 0.07 ns. It
should be noted that the 1900W are significantly below the transversal beam
power of 6250W.

In Fig. 5.8, the output power and gain of the helical gyro-TWT operated in
the slippage regime is shown. Even the beam power is significantly below
the synchronized operation point, the obtainable output power and gain in the
slippage regime are higher. The limit for the minimal pulse length is in a
similar range as for the synchronized regime, around 0.03 ns. Pulses with a
power of 2400W and a length of 0.075 ns gain a maximal power of 2600W.
In order to remain under the power limit of 5000W, no pulses with a peak
power of more than 2400W should be fed into the amplifier. For a passive
mode-locked oscillator using this helical gyro-TWT in the slippage regime,
output pulses with a length of 0.075 ns are expected. The theoretical maximal
power that can be extracted from such an oscillator is 2600W.
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Pulse Shape and Spectrum

In addition to the gain, the evolution of the pulse shapes in the amplifier
is of particular importance for the performance of the passive mode-locked
oscillator. For an investigation of this, the pulse shapes and corresponding
spectra before and after the amplification are shown in Fig. 5.9 and Fig. 5.10.
As input, a pulse with a sin2 shape is used. The evolution of a longer and a
shorter 1000W pulse are evaluated (0.1 ns and 0.05 ns) for an operation in the
synchronzed and slippage regime, respectively.
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Figure 5.9: The shapes of pulses before and after the amplification in the synchronized helical
gyro-TWT (a+b) and the slippage helical gyro-TWT (c+d) for different pulse lengths
(𝜏p = 0.1 ns and 𝜏p = 0.05 ns).

132



5.1 Amplifier

-20 -10 0 10 20

frequency (GHz)

0

0.2

0.4

0.6

0.8

1

n
o
rm

a
liz

e
d
 a

m
p
lit

u
d
e

synchronized

input

output

p
 = 0.1 ns

(a)

-20 -10 0 10 20

frequency (GHz)

0

0.2

0.4

0.6

0.8

1

n
o
rm

a
liz

e
d
 a

m
p
lit

u
d
e

synchronized

input

output

p
 = 0.05 ns

(b)

-20 -10 0 10 20

frequency (GHz)

0

0.2

0.4

0.6

0.8

1

n
o
rm

a
liz

e
d
 a

m
p
lit

u
d
e

slippage

input

output

p
 = 0.1 ns

(c)

-20 -10 0 10 20

frequency (GHz)

0

0.2

0.4

0.6

0.8

1
n
o
rm

a
liz

e
d
 a

m
p
lit

u
d
e

slippage

input

output

p
 = 0.05 ns

(d)

Figure 5.10: The spectra of pulses before and after the amplification in the synchronized helical
gyro-TWT (a+b) and the slippage helical gyro-TWT (c+d) for different pulse lengths
(𝜏p = 0.1 ns and 𝜏p = 0.05 ns).

In Fig. 5.9a and Fig. 5.9b, it can be seen that an amplification in the synchro-
nized operation regime clearly leads to a broadening of the pulses. For both
pulse lengths, the broadening is ≈ 18%. Also in the spectra this broadening
can be observed by a slightly decreased bandwidth (Fig. 5.10a and Fig. 5.10b).
For the 0.1 ns pulse, the pulse shape remains unchanged which can be seen
in the time domain as well as the frequency domain. The spectra with the
side lobes are typical for the sin2 pulse shape which is used as input signal.
For the 0.05 ns pulse, a slight change of the pulse shape at the leading edge is
observed. In the spectra, this change results in a suppression of the side lobe
at lower frequencies.
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The helical gyro-TWT operated in the slippage regime has a different behavior.
The shape of the amplified pulses is slightly unsymmetrical. The leading edge
becomes steeper and the pulses have a low power tail. Both effects are in a
good agreement with [68], where the slippage operation regime was proposed
for the amplification of ultra-short pulses for the first time. For the 0.1 ns pulse,
the pulse length is almost unchanged. However, the 0.05 ns pulse is broaden by
roughly the same amount as in the synchronized operation regime (≈ 18%).

A reason for the broadening of the 0.05 ns pulse can be found by a comparison
of the corresponding spectra with the bandwidth of the amplifier in the slippage
regime (see Fig. 5.5). It is found that the spectrum of the 0.05 ns pulse exceeds
the bandwidth of the amplifier while the spectrum of the 0.1 ns pulse is com-
pletely covered by the bandwidth. As a result, not all frequency components
of the shorter pulse are involved in the beam-wave interaction which leads to
the deformed spectra and a broadening of the pulse.

5.2 Saturable Absorber

Two concepts of a saturable absorber at sub-THz frequencies are identified
previously: a helical gyro-TWT operated in the Kompfner dip regime and a
cyclotron absorber (see chapter 3.2 and chapter 3.3).

Both concepts have individual advantages and disadvantages. A helical gyro-
TWT absorber operates at the second cyclotron harmonic which reduces the re-
quired magnetic field strength for 263GHz from 10T to 5T. On the other hand,
in [59] it was mentioned that a helical gyro-TWT absorber could lead to an
undesirable amplification of some frequency components for ultra-short pulses
with broad spectra. This could eventually lead to a parasitic self-excitation of
the oscillator. A cyclotron absorber is more stable against the excitation of
parasitic self-excitations. However, the high magnetic field strengths and the
increased dispersion compared to a helical gyro-TWT are disadvantageous.

Because neither of the two technologies can be favored a priori, in the following
basic designs for both absorber types are discussed.
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5.2.1 Helical Gyro-TWT Absorber

In the previous section it was found that the designed helical gyro-TWT oper-
ated in the synchronized regime can also be used as an absorber if the magnetic
field strength is carefully chosen. From Fig. 5.4, it can be seen that for a mag-
netic field strength of B0 = 5.045T and an electron beam with 𝐸kin = 40 keV
and 𝛼 = 0.8, input signals are absorbed over a broad frequency band of 16GHz.

As shown in chapter 3.2, the length of the interaction region is particularly
important for a proper saturation effect. To find the optimal length of the
interaction region, the transmission coefficient for different interaction region
lengths 𝐿 and input signal powers 𝑃in are simulated and plotted in Fig. 5.11.
For the simulations, a CW input signal at 263GHz is used. It is found that a
good absorption of low-power signals and a good saturation of the absorption
for high power-signals can be achieved at a length of 𝐿 = 30mm≈ 27𝑑.

For the shown simulations, an electron beam with a current of 𝐼 = 0.2A is
used. It is important to note that the optimum length 𝐿 of the absorber depends
on the beam current and decreases for an increasing current.
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Figure 5.11: Transmission coefficient of a helical gyro-TWT operated as saturable absorber along
the helical interaction region for different input signals at 263GHz.
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Another important observation is that the attenuation of input signals with very
low powers 𝑃in < 10W decreases and signals with a power below 0.25W are
almost not attenuated anymore. However, the performed system analysis of
the complete passive mode-locked oscillator in chapter 6 shows that this is
unproblematic for the stability of the oscillator.

To determine the frequency dependence of the absorption and saturation effects,
the saturation curves for input signals at different frequencies are shown in
Fig. 5.12. It can be seen that the transmission coefficient (𝑃out/𝑃in) has only a
low frequency dependence around the designed center frequency (263±5GHz).
For frequencies below 256GHz, the attenuation of low powers decreases while
the attenuation of high power signals increases. For higher frequencies, the
attenuation of low powers keeps similar but for high powers, even a small
amplification of the input signals occurs.
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Figure 5.12: Power and frequency dependence of the transmission coefficient for the helical gyro-
TWT operated as saturable absorber.
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5.2.2 Cyclotron Absorber

In a cyclotron absorber, the electromagnetic wave is absorbed from a rectilinear
electron beam in a cylindrical interaction region (see chapter 3.2 for details).
The dispersion of the electromagnetic wave in this cylindrical interaction region
has a parabolic shape. To allow the propagation of ultra-short pulses and to
allow the beam-wave interaction over a broad frequency band, the cut-off
frequency of the interaction region must be far below the operation frequency.
This strongly limits the maximal possible radius of the waveguide.

With a dispersion diagram, suitable parameter for the interaction region and
the electron beam are found. In Fig. 5.13, the dispersion of n interaction region
for a 263GHz cyclotron absorber and the beam line of a well-suited rectilinear
electron beam are shown. The radius of the waveguide is 0.36mm and the
kinetic energy of the electrons is 𝐸kin = 40 keV. The electron beam is guided
from a magnetic field with B0 = 8.72T. As the electron beam is rectilinear,
the pitch factor is 𝛼 = 0.

Power Capability

Similar to the helical gyro-TWT, the power capability of a cyclotron absorber
is limited by the ohmic wall loading in the interaction region. In contrast to
the eigenmode of a helically corrugated waveguide, the electromagnetic field
at the waveguide wall is lower for the TE1,1 mode in a cylindrical waveguide.
However, the waveguide radius is reduced compared to the helical waveguide
which increases the ohmic wall loading.

For the cylindrical interaction region (made of copper), the ohmic loading
for the superposition of a 1W input signal and an output signal of similar
power is 1.2W/cm2. This value is more than twice the ohmic wall loading
of the previous discussed helically corrugated waveguide. As a consequence
of equation (5.1), this increased ohmic wall loading leads to reduced limits
for the peak power or the pulse repetition frequency. If the limit of the peak
power is set to 5 kW as for the helically corrugated waveguide, the allowed
pulse repetition rate reduces to 250MHz.
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Figure 5.13: Dispersion curve and beam line for the interaction region of a 263GHz cyclotron
absorber.

Nonlinear Saturation

As shown in chapter 3.2, the nonlinear saturation effect is maximum for a
certain length of the interaction region. This length can be determined by
interaction simulations. The results of these simulations are shown in Fig. 5.14,
where the transmission coefficients are plotted along the interaction region for
CW input signals of different power.

For an operation with an upper limit of 5 kW for the input power, the optimum
length is found to be 25mm. At this length, a high-power signal of 5 kW is not
attenuated while low power signals (< 10W) are almost completely attenuated.
It should be noted that the helical gyro-TWT absorber cannot attenuate low-
power signals (< 1W) while the cyclotron absorber attenuates these signals
very efficiently.
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Figure 5.14: Transmission coefficient of a cyclotron absorber along the cylindrical interaction
region for different input signals at 263GHz.

For the shown simulation, an electron beam current of 𝐼 = 0.17A is used.
Similar to the helical gyro-TWT absorber, the optimum length of the absorber
changes with the current. Only for specific currents, the points of maximal
transmission of high-power signals and the point of maximum absorption for
low-power signals coincide at the same length. As a consequence, the beam
current can be only varied in a small range around the designed value if a good
nonlinear saturation effect should be preserved.

To investigate the frequency dependence of the nonlinear absorption effect for
the proposed cyclotron absorber (𝑅 = 0.36mm 𝐿 = 25mm, 𝐸kin = 40 keV,
𝛼 = 0 and B0 = 8.72T), interaction simulations are performed for input
signals of different power and frequency. The results are shown in Fig. 5.15a.
For a better comparability, in Fig. 5.15b the nonlinear transmission curves for
259GHz, 263GHz and 267GHz are given. The results prove that the saturable
absorption effect takes place over a broad frequency band. A comparison
with the dispersion diagram in Fig. 5.13 shows an excellent agreement of the
bandwidth observed by interaction simulations and the bandwidth expected
from the dispersion diagram. In a band of 10GHz around the center frequency
of 263GHz the transmission curve has only a negligible frequency dependency
and the cyclotron absorber should be well suited for the shortening of ultra-
short pulses.
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Figure 5.15: Power and frequency dependence of the transmission coefficient for the cyclotron
absorber.

A comparison with the helical gyro-TWT absorber shows a slightly better
performance of the cyclotron absorber for lower frequencies while the helical
gyro-TWT absorber performs better for higher frequencies. In both absorber
devices, a good non-linear saturation of the absorption with the power is
observed.

Interaction Region with Up-Taper

In devices with helically corrugated interaction region, the beam-wave inter-
action abruptly stops at the end of the interaction region where the helical
waveguide turns into a circular one (by a tapering of the corrugation amplitude
down to zero). In the circular interaction region of a cyclotron absorber, the
electron-wave interaction takes place at the fundamental cyclotron harmonic
with the TE1,1 mode. Consequently, an abrupt termination of the beam-wave
interaction is difficult. However, an efficient cyclotron absorber is still possible.
To demonstrate that, a more complete interaction region including an up-taper
is designed as part of this work.
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Figure 5.16: Geometry of the cylindrical interaction region and magnetic field strength at the 𝑧-
axis for a realistic cyclotron absorber.

The best way to terminate the beam-wave interaction is an up-tapering of the
waveguide radius. In Fig. 5.16, the interaction region including an up-taper
is shown together with the magnetic field profile. The taper is designed in
order to abruptly terminate the beam-wave interaction and to minimize the
reflection at the same time. Mode conversion is not a problem for the shown
up-taper because the maximum waveguide radius of 0.5mm ensures that all
higher-order modes are still below cut-off at the desired frequencies.

In Fig. 5.17, the nonlinear transmission curves for the ideal cylindrical and
the realistic interaction region are compared. It can be seen that for both
interaction regions similar transmission curves are observed. The interaction
region with up-taper has a slightly higher absorption for low power signals and
saturates slightly faster. A comparison of Fig. 5.17 and Fig. 5.15 reveals that
the variations of the transmission curves caused by a change of the frequency
exceed the variations caused by the new geometry. It can be concluded that the
interaction region with up-taper still offers the required nonlinear absorption.
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Figure 5.17: Comparison of the transmission curves of the ideal and realistic cyclotron absorber
setups.

5.2.3 Ultra-Short Pulses in a Saturable Absorber

In the previous sections, CW input signals were used for an evaluation of
the staturable absorbers. However, in a passive mode-locked oscillator the
input signals are ultra-short pulses which are further shorten by the saturated
absorption. For an evaluation of the behavior of ultra-short pulses in the
designed absorber devices, simulations with input pulses of various pulse
length and power are performed. Selected results are shown in the following.

Helical Gyro-TWT Absorber

It is expected that the shortening effect for a pulse is correlated with the peak
power and length of the pulse. For a study of this correlation, the relative
shortening that a pulse undergoes is simulated for input pulses with different
pulse lengths and peak powers.

In Fig. 5.18, the results for the helical gyro-TWT absorber are plotted. As
it is expected from the transmission curve Fig. 5.12b, the shortening effect is
maximum for a power at which the change in the transmission curve is maximal
(0.5-1 kW). For higher power, the absorber is operated closer to the saturation
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Figure 5.18: Relative shortening of the pulse length 𝜏p in a helical gyro-TWT absorber for input
pulses of different power and pulse length.

limit and the shortening effect decreases. This appears because for a high-
power pulse only small parts at the pulse slopes experience a high attenuation
while the major part of the pulse is not attenuated.

From Fig. 5.18, it becomes clear that for pulse lengths above a specific limit
the relative shortening is almost independent from the pulse length. However,
if the pulse length becomes less than 0.06 ns, the shortening effect drastically
decreases. This is due to the limited bandwidth of the helical gyro-TWT
absorber. If the bandwidth of a pulse exceeds the bandwidth of the absorber
(255GHz - 275GHz, see Fig. 5.12), the absorption decreases and the pulse
cannot be further shorten.

The relationship between the absorber bandwidth and the shortening of pulses
is shown in Fig. 5.19. The pulse shapes and the corresponding frequency
spectra for two pulses of different length, before and after the passage through
the gyro-TWT absorber, are given.

In Fig. 5.19a and Fig. 5.19b, a pulse with a length of 0.075 ns is shown. From
Fig. 5.18, a pulse shortening of 15% is expected, which is actually observed.
An inspection of the frequency spectrum shows that all frequency components
are inside the absorber bandwidth and, consequently, all frequency components
are attenuated in the absorber. This leads to an efficient shortening effect of
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Figure 5.19: The shapes (a)+(c) and the spectra (b)+(d) of pulses before and after passing through
the helical gyro-TWT absorber. The dashed lines represent the bandwidth of the
absorber.

the pulse. A closer inspection of the frequency spectrum shows that the
unsymmetrical bandwidth of the helical gyro-TWT absorber (263 − 8GHz to
263 + 12GHz) results in a slightly unsymmetrical frequency spectrum of the
pulse after the passage through the absorber. This in turn results in a slightly
unsymmetrical pulse shape.

In Fig. 5.19c and Fig. 5.19d, a shorter pulse with a length of 0.05 ns is shown.
This pulse undergoes almost no shortening in the helical gyro-TWT absorber.
The frequency spectrum of the pulse explains this. Significant parts of the
frequency spectrum are outside the absorber bandwidth. The unsymmetrical
absorption bandwidth in combination with the waveguide dispersion leads to
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Figure 5.20: Relative shortening of the pulse length 𝜏p in a cyclotron absorber for input pulses of
different power and pulse length.

a ‘tail’ at the end of the pulse. In a passive mode-locked oscillator, such a tail
could lead to a splitting of the pulse into two pulses (see chapter 2.3.1) which
could compromise the stability of the oscillator.

Cyclotron Absorber

In Fig. 5.20, the dependence of the pulse shortening on the pulse length and
the pulse power is shown for the cyclotron absorber. The behavior is similar
to the helical gyro-TWT absorber. The highest shortening can be observed at
pulse powers where the derivative of the transmission coefficient is maximal
(see Fig. 5.15b). For increasing powers, the relative pulse shortening decreases
because the absorber is operated in saturation. If the pulse lengths falls below
0.06 ns, the shortening effect decreases abruptly. Above this limit, the relative
pulse shortening does only slightly depend on the pulse length.

In comparison to the helical gyro-TWT absorber, the relative pulse shortening
is noticeably higher for the cylcotron absorber while the pulse length limit has
the same value of 0.06 ns. This is consistent with the similar bandwidth of the
cyclotron absorber (263−8GHz to 263+9GHz, see Fig. 5.15a) and the helical
gyro-TWT absorber (263 − 8GHz to 263 + 12GHz).
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Figure 5.21: The shapes (a)+(c) and the spectra (b)+(d) of pulses before and after passing through
the cyclotron absorber. The dashed lines represent the bandwidth of the absorber.

In Fig. 5.21, the pulse shape and the corresponding frequency spectra of two
pulses, one above and one below the pulse length limit, are shown. As for
the helical gyro-TWT absorber, a pulse undergoes a strong shortening in the
absorber if the frequency spectrum does not exceed the bandwidth of the
absorber (Fig. 5.21a and Fig. 5.21b). If significant parts of the spectrum are
outside of the absorption bandwidth, the pulse cannot be shortened (Fig. 5.21c
and Fig. 5.21d). Since the bandwidth of the cyclotron absorber is almost
symmetrical around the center frequency of 263GHz, the pulse spectrum and
pulse shape remain more symmetrical after the passage through the absorber
than for the helical gyro-TWT absorber.
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Although the cyclotron absorber achieves a slightly stronger shortening effect
than the helical gyro-TWT absorber, it can be concluded that both absorber
concepts achieve a good shortening of pulses as long as the pulse length is
above 0.06 ns. The shortening is most effective for pulses with a peak power
below 3.5 kW. The general behavior of the absorbers can be summarized as
follows: longer pulse and lower power → stronger shortening.

5.3 Effects of Manufacturing Tolerances

The influence of manufacturing tolerances on the beam-wave interaction is
related to the operational frequency and, therefore, meeting these tolerances can
be challenging at sub-THz frequencies. Especially for the complex geometry
of a helically corrugated interaction region the production with high accuracy
is challenging. The diameter of the interaction space is in the order of the free-
space wavelength (for helical gyro-TWTs as well as for cyclotron absorbers)
and the amplitude of the corrugations are one order smaller. The free-space
wavelength at 263GHz is ≈ 1.14mm and consequently, for devices operating
at this frequency the mean radius is ≈ 500 μm and the corrugation amplitude
is ≈ 100 μm. To find the margin for the required manufacturing tolerances, the
dependence of the dispersion characteristics of the eigenwave on the geometry
is studied.

Usually, the optimum beam-wave interaction occurs for a detuning of the
cyclotron resonance frequency from the waveguides eigenwave of about 1%.
Consequently, a deviation of the eigenwave dispersion exceeding 1% could
drastically decrease the beam-wave interaction.

For the tolerance study of a helically corrugated waveguide, the mean radius 𝑅,
the corrugation amplitude 𝑟 and the axial corrugation period 𝑑 are individually
changed and the corresponding dispersions are calculated. The calculations
are performed with the method described in chapter 7.5, based on full-wave
simulations.

In Fig. 5.22, the resulting dispersion curves are plotted for an assumed wave-
guide. It is found that 𝑅 is most sensitive to deviations. A small variation of
±5 μm leads already to deviations of the dispersion of ±0.5% (see Fig. 5.22a).
The corrugation amplitude 𝑟 is also very sensitive to manufacturing tolerances.
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Figure 5.22: Simulated effects of geometrical variations on the dispersion of a helically corrugated
waveguide with mean radius 𝑅, the corrugation’s amplitude 𝑟 and the axial period 𝑑.
(a) variation of the mean waveguide radius; (b) variation of the corrugation amplitude;
(c) variation of the corrugation period.
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5.3 Effects of Manufacturing Tolerances

To stay within the limits, the deviation must be less than±5 μm (see Fig. 5.22b).
It is found that 𝑑 is the least critical parameter. A manufacturing tolerance of
up to ±30 μm is acceptable (see Fig. 5.22c).

The observed manufacturing tolerance limits are in good agreement with a
similar study by Donaldson et al. for a 370GHz helically corrugated waveguide
[44]. In addition to the tolerance study, Donaldson et al. have proven the
feasibility to manufacture the investigated helically corrugated waveguide for
sub-THz frequencies [44].

With a similar study, limits for manufacturing tolerances for the cylindrical
interaction region of a cyclotron absorber were found. With ±5 μm, a similar
limit for the waveguide radius 𝑅 is observed.

It must be noticed that the performed tolerance study is of a very superficial
nature. For example, it is not considered how deviations of the different param-
eters of a helically corrugated waveguide influence each other. Unsymmetrical
deviations (e.g. elliptical deviations in cylindrical waveguides) are neglected.
Nevertheless, it can be concluded from the analysis that an accuracy of at
least ±5 μm is required for the manufacturing process. However, modern CNC
milling machines are able to work with this high precision [44].
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6 System Design

In the previous chapter, alternative amplifier and absorber devices were de-
signed and studied. Nevertheless, it is still an open question whether these
devices can be successfully combined to a passive mode-locked oscillator and
what performance can be expected from these oscillators. To answer this
question, the passive mode-locked oscillator system is assembled from the pre-
viously developed devices and simulations of the coupled devices are carried
out. For all simulation, the developed interaction simulation tool, presented in
chapter 4, is used.

The designed helical gyro-TWT can be operated in two alternative operation
regimes. Together with the two alternative absorber devices, in total four
different passive mode-locked oscillators can be built up from the developed
devices. Simulations for all possible combinations are performed and analyzed.
The analysis will show that only the helical gyro-TWT operated in the slippage
regime offers a reliable generation of ultra-short pulses and that the helical
gyro-TWT absorber is preferable. For this passive mode-locked oscillator,
a detailed study of the generated pulses, the spectra, the transient behavior,
and the coherency is performed. At the end of the chapter, a novel method
is proposed that will enable the operation of a sub-THz passive mode-locked
oscillator in the hard excitation regime.

6.1 Simulation of a Passive Mode-Locked
Oscillator

In chapter 2, the HME was introduced for a first investigation of the general
properties of a passive mode-locked oscillator. The results were taken into
account in the design of the amplifier and absorber devices. Consequently,
the HME appears to be a good choice for the simulation of the final passive
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mode-locked oscillator. However, an important assumption which is made
in the HME is not fulfilled for a passive mode-locked oscillator based on
electron tubes: In the HME it is assumed that a pulse experiences only a slight
modification at every round trip. Only in this case, it is valid to average all
effects over the full length of the device. Haus [62] gives a value of < 20%
for this modification. While this assumption is typically fulfilled for lasers
operated in the saturation region, it was shown in the previous chapter that
a helical gyro-TWT has a higher gain and the assumption is not valid. As
a result, the HME cannot be used for the simulation of a sub-THz passive
mode-locked oscillator based on electron tubes.

As a solution, simulations based on the beam-wave interaction model developed
in chapter 4 are used. In order to simulate a passive mode-locked oscillator with
the developed program, the oscillator must be split into its single components,
namely the amplifier, the absorber, the time delay, and the decoupling of the
output signal. This is shown in Fig. 6.1.

As for the designed quasi-optical feedback system in chapter 8, the decoupling
of a fraction 𝐾 of the electromagnetic wave takes place after the absorber,
before the pulse is fed back to the amplifier. The power decoupled from the
feedback system calculates as:

𝑃out = 𝑃out,abs

(
2𝐾 − 𝐾2) , (6.1)

where 𝑃out,abs is the power of the signal after the transition though the saturable
absorber.

All components can be individually simulated. To couple them in a feedback
loop, the output signal of the amplifier simulation is used as an input for the
simulations of the absorber. The simulated output of the absorber is used as an
input for the simulation of a dispersion-free transmission line that represents
the time delay. Finally, the output of the transmission line is fed back into
the amplifier simulation. Although this procedure leads to the fact that the
individual simulations are delayed to each other by one time step, this does not
influence the final result due to the small time step used for the simulations
(Δ𝑡 < 0.1 ps).

The splitting of the passive mode-locked oscillator into individual simulations
requires a serial computation of the sub-simulations. However, the approach
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Figure 6.1: Schematic representation of a passive mode-locked oscillator used to subdivide the
simulation of the entire passive mode-locked oscillator into several simulations of its
components.

can be extended to enable a parallel computation of the sub-simulations. For
this, the delay between the sub-simulations is increased to two time steps (2Δ𝑡).
With this approach, the simulation of a following component can use the results
from the upstream component at the previous time step and, therefore, has not
to wait for the solution of the actual time step. Because of the small time step,
the additional delay has still no measurable effect on the simulation result, but
reduces the total simulation time by almost a factor of 3.

6.2 Different Passive Mode-Locked Oscillators

To find the most promising passive mode-locked oscillator, simulations of all
four oscillators are performed. For the simulations in this section, the passive
mode-locked oscillators are operated in the hard excitation regime. To realize
this regime, the oscillator must initially run in a zero-drive stable state. For
that, first the absorber and subsequently the amplifier is switched on. This
results in an output signal that is stable below 1W.

From the zero-drive operation, the pulsed operation regime is excited by the
injection of a powerful signal into the oscillator. Although this start-up scenario
seams to be unrealistic because of a lack of available high-power sources for
the generation of the excitation signal, it has advantages for the following
investigations: The results are reproducible and the start-up process is very
fast, which reduces the required computational effort. In section 6.4, more
realistic start-up scenarios of the passive mode-locked oscillator are discussed.
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Figure 6.2: Output signals of the four different passive mode-locked oscillators operated in the
hard excitation regime after a sufficiently long start-up time.
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6.2 Different Passive Mode-Locked Oscillators

In Fig. 6.2, the generated output signals of the four different passive mode-
locked oscillators after a sufficiently long start-up time are shown. In all cases,
the delay time is set to 2 ns and the optimal decoupling factor 𝐾 is chosen,
which was found by a parameter sweep.

It can be seen that only the oscillators using the helical gyro-TWT in the
slippage operation regime are able to generate the expected train of ultra-short
pulses ( Fig. 6.2a+c). In contrast, both oscillators with the helical gyro-TWT
in the synchronized operation regime generate significantly longer pulses or
an uncontrollable chaotic signal (Fig. 6.2b+d).

The reason for the longer pulses generated by the helical gyro-TWT operated in
the synchronized regime in combination with the helical gyro-TWT absorber
can be found in chapter 5.1.6 and chapter 5.2.3. For the amplification of
high-power ultra-short pulses (𝑃 = 1 kW, 𝜏p = 0.1 ns) a broadening of 18%
was observed (see Fig. 5.9a) while the relative shortening of such a pulse
in the helical gyro-TWT absorber was observed to be 15% (see Fig. 5.18).
Consequently, a broadening of the pulses arises and this oscillator cannot be
operated in the passive mode-locked regime.

An obvious solution would be the usage of the cyclotron absorber in combi-
nation with the synchronized helical gyro-TWT. The cyclotron absorber has
a stronger shortening effect (≈ 25%, see Fig. 5.20) and should be therefore
well suited for the realization of passive mode-locking in combination with the
synchronized helical gyro-TWT. However, as shown in Fig. 6.2d, this is not the
case. Although, the generated signal is somehow pulsed and periodic, it is not
stable and varies slowly over longer time scales (≈ 100 ns). The spectrum of
the generated signals reveals that the signal consist of frequency components in
the range of 270GHz to 285GHz, which is significantly above the designated
center frequency of 263GHz.

The reason for that can be found in the bandwidth of the cyclotron absorber
(see Fig. 5.15). Above 270GHz, the absorption effect drastically decreases.
On the other hand, the synchronized helical gyro-TWT still has a significant
gain at these frequencies. Therefore, the system corresponds to an amplifier
with delayed feedback at these frequencies. As shown in [145], this leads to
the generation of a chaotic signal. From this example, an important design
criteria for a passive mode-locked oscillator can be derived: The bandwidth of
the saturable absorber must exceed the bandwidth of the amplifier.
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Because the helical gyro-TWT operated in the slippage regime has a reduced
bandwidth that is completely covered from the cyclotron absorber, a feedback
loop of the slippage helical gyro-TWT and the cyclotron absorber promises a
stable passive mode-locked oscillator. As it can be seen in Fig. 6.2c, this is
truly the case. However, a stable operation is only possible for relatively low
values of the decoupling factor 𝐾 which results in a very high-power signal
oscillating in the feedback loop. This is necessary because the strong non-
linearity of the cyclotron absorber for signals of lower power results in a strong
shortening of these pulses. As a consequence, the pulses would fall below the
minimum pulse length that is supported by the amplifier and, therefore, would
not experience the necessary amplification.

The combination of the operation with pulses of highest power and the low-
power capabilities of the cyclotron absorber (see chapter 5.2.2) reduces the
maximal Pulse Repetition Frequency (PRF) to 250MHz for this passive mode-
locked oscillator. However, for the shown example with a delay time of 2 ns,
the resulting PRF of 400MHz already significantly exceeds this limit. While
in the hard excitation regime, with a single pulse oscillating in the feedback
system, the PRF can be controlled by the delay time, the PRF in the soft
excitation regime is always significantly higher and cannot be controlled (see
section 6.4). Consequently, the passive mode-locked oscillator consisting of
the slippage helical gyro-TWT and the cyclotron absorber is not recommended
and in the following a detailed analysis it is discarded.

It remains the oscillator that consists of the slippage helical gyro-TWT and
the helical gyro-TWT absorber. As shown in Fig. 6.2a, this oscillator can
be successfully operated in the passive mode-locking regime. Because of
the lower non-linearity of the helical gyro-TWT absorber, the passive mode-
locking regime can be realized at lower powers of the oscillating signals. As a
result, a maximal PRF of 1200MHz is possible which is sufficient even for an
operation in the soft excitation regime (see section 6.4).

In [59], it is noted that for the broad spectra of ultra-short pulses, a helical
gyro-TWT absorber could lead to undesirable amplification of frequency com-
ponents far away from the maximum of the spectrum. However, this statement
was given for a passive mode-locked oscillator in the Ka-band. The sub-THz
helical gyro-TWT absorber designed in this work has a very broad absorption
bandwidth that significantly exceeds the expected spectra. In addition, the
bandwidth of the absorber is further increased by the combination with the
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Figure 6.3: The gain for high power signals in the helical gyro-TWT operated in the slippage
regime and the helical gyro-TWT absorber.

helical gyro-TWT operated in the slippage regime. This is shown in Fig. 6.3,
where the gain for high power signals in the amplifier and the absorber are
plotted. For frequencies below 257GHz, also the helical gyro-TWT operated
in the slippage regime absorbs energy from the RF signal. Taking this into
account, the designed passive mode-locked oscillator based on the slippage
helical gyro-TWT and the helical gyro-TWT absorber has a wide region of
40GHz for a stable operation without the risk of undesirable amplification.

In conclusion, a feedback loop of a slippage helical gyro-TWT and a helical
gyro-TWT absorber is the most promising candidate for a realization of a
263GHz passive mode-locked oscillator. This finding differs from existing
considerations of passive mode-locking at lower microwave frequencies where
a cyclotron absorber is preferable and is therefore an important result of this
work.

6.3 Generated Output Signal

The properties of the passive mode-locked oscillator that consists of the helical
gyro-TWT operated in the slippage regime and the helical gyro-TWT absorber
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is investigated in more detail. First, the transient behavior of the generated
signal is investigated, then the characteristics of a single pulse are examined
and, finally, an analysis of the generated spectrum is performed.

6.3.1 Pulse Power and Length

For the selected passive mode-locked oscillator, the power and length of the
generated pulses mainly depend on the decoupling factor 𝐾 and the beam
current 𝐼amp of the amplifier.

Decoupling Factor

Simulations have shown that the oscillator is very sensitive to the decoupling
factor 𝐾 and that the regime of passive mode-locking is only possible for a
very narrow range around the ideal decoupling factor. This can be seen in
table 6.1, where the peak power and the length of the generated pulses are
given for different values of 𝐾 . A stable operation in the regime of passive
mode-locking is only possible for 𝐾 values in the range of 0.299 to 0.304.

For 𝐾 values smaller than 0.299, no shortening of the pulses arises and the
pulse length significantly increases. The reason is the increased power level
of the pulses that oscillate in the feedback loop. This results in a decreasing
nonlinear shortening effect in the saturable absorber. A further decrease of the
decoupling factor leads to the generation of a quasi CW signal with chaotically
distributed high-power peaks on top of it.

On the other hand, if the decoupling factor exceeds a specific limit (𝐾 = 0.304),
the power decoupled from the feedback loop exceeds the power gained in the
amplifier. The pulses degenerate, and the oscillator does not generate an output
signal.
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Table 6.1: Dependence of the output power and pulse length on the decoupling factor for the
passive mode-locked oscillator with slippage helical gyro-TWT amplifier and helical
gyro-TWT absorber.

𝐾 𝑃out (W) 𝜏p (ns)
0.298 880 0.17

0.300 750 0.072

0.302 710 0.072

0.304 620 0.070

0.306 < 1 −

Amplifier Current

In chapter 5.1, the helical gyro-TWT in the slippage regime was designed for a
default current of 0.2A. However, it can be also operated with higher currents
which is of particularly interest if the output power of the oscillator should be
increased.

The maximum energy that can be extracted from the feedback loop is limited
by the gain of the amplifier. Consequently, an increased amplifier beam current
and the correspondingly increased gain allows higher decoupling factors and
therefore higher output powers. This relationship can be seen in table 6.2.

Besides the increased output power, an increased amplifier current leads to an
increased pulse length. The reason is the increasing of the pulse-broadening
effect with the gain (for amplifiers that are operated in saturation).

In addition, the maximum PRF is given in table 6.2. The maximum PRF is
defined by the limited power capability of the helically corrugated interaction
region and is calculated with (5.1). Because the power level of the pulses
that oscillate in the feedback loop is similar for all beam currents (the narrow
region of optimal pulse shortening in the saturable absorber requires this), the
reduction of the PRF limit is caused by the increased pulse length. Neverthe-
less, the allowed PRF is above the maximal PRF that could be reached from
this passive mode-locked oscillator (see section 6.4.3) for all shown currents.
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Table 6.2: Dependence of the output power and pulse length on the beam current of the amplifier
for the passive mode-locked oscillator with slippage helical gyro-TWT amplifier and
helical gyro-TWT absorber.

𝐼amp (A) 𝑃out (W) 𝜏p (ns) max 𝑓r (GHz) optimal 𝐾
0.2 750 0.075 1.8 0.30

0.25 1100 0.090 1.3 0.44

0.3 1400 0.110 1.1 0.55

6.3.2 Pulse Shape

In a mode-locked laser, the temporal shape of the output pulse is mainly
determined by the dispersion of the system. A small dispersion leads to sech2

pulses, a moderate dispersion to Gaussian pulses, and for a large dispersion
the result is somehow unpredictable [146]. While the pulse shapes of passive
mode-locked lasers are known, the temporal shape of the generated pulses in
passive mode-locked oscillators at microwave frequencies is not addressed in
the existing literature.

In order to analyze the shape of the generated pulses, fits of expected pulse
shapes, namely Gaussian and sech2 pulses, to the simulated pulses are per-
formed. In Fig. 6.4, the results of the fits are shown. It can be seen that
both pulse shapes fit the generated pulse similarly well which results in al-
most equal root-mean-square errors (RMSEs) for both fits of 0.016 and 0.017,
respectively. Interpreting these results from the laser physics point of view,
the designed sub-THz passive mode-locked oscillator has a low to medium
dispersion, which is actually the case because of the used helically corrugated
interaction regions.

For a validation of the correlation of the pulse shape and the dispersion of
the system, in appendix A.4 the generated pulse shape of the passive mode-
locked oscillator consisting of the slippage helical gyro-TWT and the cyclotron
absorber is shown. Although this oscillator is inappropriate for realization, the
analysis helps to understand the basic principle of passive mode-locking at sub-
THz frequencies. Because of the higher dispersion of the cyclotron absorber
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Figure 6.4: Simulated pulse shape for the passive mode-locked oscillator with slippage helical
gyro-TWT amplifier and helical gyro-TWT absorber together with a fitted Gaussian
(a) and sech2 (b) pulse.

compared to the helical gyro-TWT absorber, the pulse shape is expected to
be almost Gaussian. As shown in Fig. A.8, this is actually observed which
confirms the parallels to laser physics.

6.3.3 Spectrum

Of particular interest for a possible application in spectroscopy is the spectrum
generated from the passive mode-locked oscillator. From the simulated time-
domain results, the spectrum can be calculated by a Fourier transformation.
The resulting spectrum of the passive mode-locked oscillator with slippage
helical gyro-TWT amplifier and helical gyro-TWT absorber for an amplifier
beam current of 0.2A and a decoupling factor of 0.3 is shown in Fig. 6.5.

The spectral centroid [147] of the shown spectrum is 262.92GHz and, there-
fore, in an excellent agreement with the designed value of 263GHz.

As discussed in chapter 1.3, the distance between the discrete frequency
lines corresponds to the PRF. The generated pulse train has a PRF of
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Figure 6.5: Generated spectrum of the passive mode-locked oscillator with slippage helical gyro-
TWT amplifier and helical gyro-TWT absorber.

370.4 ± 0.5MHz and the distance between the spectral lines is 371 ± 1MHz.
Both values are in a good agreement. For further discussion of the PRF see
section 6.4.

A remarkable point is the peak in the spectrum at 260GHz. The reason for
it can be found by an analysis of the low power CW background signal that
is generated between the high-power pulses. In Fig. 6.6, the spectrum of this
background signal is shown and it clearly corresponds to the peak in Fig. 6.5.
The CW background is generated at 260GHz and has a power of less than 10W.
A comparison with Fig. 5.2 shows that the background signal is an emission
of the gyrating electron beam at 𝑘 ∥ = 0mm−1.

A comparison of the spectrum with the bandwidth of the amplifier (see Fig. 6.3)
for high-power pulses shows that the spectrum is clearly limited by the amplifier.
Below 257GHz and above 275GHz, the gain of the helical gyro-TWT operated
in the slippage regime vanishes and consequently a minimum in the spectrum
is observed.

While the width of the spectrum is a result of the bandwidth and the distance of
the spectral lines corresponds to the PRF, the envelope of the spectrum should
correspond to the spectrum of a single pulse. The previous investigation
has shown that the pulses have almost a Gaussian pulse shape which should
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Figure 6.6: Spectrum of the CW background signal that is generated between the high power
pulses of the passive mode-locked oscillator with slippage helical gyro-TWT amplifier
and helical gyro-TWT absorber.

result in a Gaussian shaped spectrum. However, the observed envelope of the
spectrum significantly differs from a Gaussian normal distribution. A closer
study of this effect shows that the reason for the unexpected envelope of the
spectrum is the chirp of the generated pulses. This is illustrated in Fig. 6.7,
where the amplitude and the phase of a single simulated pulse and its spectrum
are given. As expected, the spectrum of the pulse corresponds exactly to the
envelope of the total signal and the chirp of the pulse is the reason for the
unsymmetrical spectrum which differs significantly from the spectrum of an
unchirped Gaussian pulse.

Because the observed phase distribution of the pulse (Fig. 6.7a) is not expected,
a comparison with analytically created chirped Gaussian pulses is performed.
The result that matches best has a trapezoidal distribution of the instant fre-
quency. As shown in Fig. 6.7c and Fig. 6.7d, this trapezoidal chirp results in a
similar phase distribution and spectrum.

In passive mode-locked lasers, a chirp of the generated pulses is typically
caused by the dispersion characteristics of the system. However, the observed
trapezoidal chirp cannot be explained by the dispersion of the system. This
can be seen in Fig. 6.8, where the group velocity in the helically corrugated
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Figure 6.7: (a)+(b) Amplitude and phase distribution and the corresponding spectrum of a single
pulse of the passive mode-locked oscillator with slippage helical gyro-TWT amplifier
and helical gyro-TWT absorber. (c)+(d) The best matching analytically created chirped
Gaussian pulse and its spectrum. The shown phase is relative to a harmonic 263GHz
signal.
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Figure 6.8: Frequency dependence of the group velocity in the cylindrical and helical interaction
regions of the both absorber devices.

interaction region is plotted over the frequency (blue line). While lower fre-
quency components have slightly higher group velocities, it is almost constant
around 263GHz and for higher frequencies. Consequently, the initial up-chirp
is in a good agreement with the dispersion. Also the constant frequency at the
center of the pulse, following the up-chirp, is expected because of the almost
constant group velocity for frequencies in the range of 263GHz to 270GHz.

However, the down-chirp at the falling edge of the pulse cannot be explained
by the dispersion. For an explanation of this effect, the influences of the beam-
wave interaction in the amplifier and absorber devices must be investigated.
For this, an ultra-short high-power pulse is fed into the oscillator, once with
activated amplifier but deactivated absorber and once with activated absorber
and deactivated amplifier. This allows the effect of the beam-wave interaction
to be studied separately for both components, without neglecting the dispersion
of the entire system. The results of these simulations are shown in Fig. 6.9.

For an activated absorber and an deactivated amplifier (Fig. 6.9a), the result-
ing phase distribution, and consequently the chirp, are as expected from the
dispersion. An up-chirp of the rising edge and an almost constant frequency
until the power of the pulse decreases to the noise level.
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Figure 6.9: Amplitude and phase of a pulse after a passage through the feedback loop: (a) with
deactivated amplifier and activated absorber; (b) with activated amplifier and deacti-
vated absorber. The shown phase is relative to a harmonic 263GHz signal.

The reason that the beam-wave interaction in the helical gyro-TWT absorber
has no effect on the chirp is the synchronized electron beam. The propagation
velocities of the beam and the wave are matched and, therefore, every fraction
of the pulse interacts with a constant fraction of the electron beam which allows
a broadband beam-wave interaction without favoring certain frequencies.

In contrast to the absorber, the amplifier is operated in the slippage regime
where the wave propagates faster than the electron beam. In Fig. 6.9b, the
resulting phase and amplitude distribution after one round tip of the pulse in
the feedback loop with deactivated absorber is shown. Now, the same phase
distribution as for the fully activated oscillator can be observed. This proves
that the interaction of the RF field with the electron beam in the slippage regime
causes the observed chirp.

In the slippage operation regime, the rising edge of the pulse interacts with
‘fresh’ electrons that have the full kinetic energy and the beam can efficiently
amplify the RF field at all frequencies of the designed bandwidth. However,
the falling edge of the pulse interacts with a spent fraction of the electron beam
which has already transferred a part of its kinetic energy to the front part of the
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pulse. As a result, the cyclotron frequency of the electrons is decreased and
higher frequency components in the RF field cannot be amplified anymore.
This leads to the preferred amplification of lower frequency components and,
therefore, to the observed down-chirp at the falling edge of the pulse.

If the observed trapezoidal chirp is unfavorable for a future application of the
passive mode-locked oscillator, it can be easily changed by adding a dispersive
component to the feedback system.

6.4 Transient Behavior of the Oscillator

In the preceding discussion, the signal generated by the passive mode-locked
oscillator was studied after it reached a quasi steady state. However, of par-
ticular interest are the transient behavior of the oscillator during the start-up
phase as well as the long-term stability.

6.4.1 Start-up in the Hard Excitation Region

As in the previous sections, the special case of a start-up in the hard excitation
is investigated first. In the hard excitation region, the passive mode-locked
operation regime is excited from an initial zero-drive stable operation by the
injection of a high-power RF pulse into the feedback loop.

In Fig. 6.10, such a start-up in the hard excitation is shown. Each point in the
plot corresponds to a high-power pulse in the output signal. For the excitation,
a Gaussian pulse with a center frequency of 263GHz, a power of 100W and a
length of 0.25 ns is used. During the first 50 ns, the pulse is strongly amplified
and at the same time strongly shortened at each turn in the feedback loop. After
the pulse length reached 0.1 ns, the shortening is slowed down. At the pulse
length of 0.1 ns, the pulse power has also reached its maximum and during the
following further shortening process, the pulse power again decreases slightly.
A quasi steady state is reached after 300 ns.

An excitation signal with a center frequency of 263GHz is used in the shown
simulations. However, an excitation signal with an arbitrary frequency in the
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Figure 6.10: Transient behavior of the passive mode-locked oscillator with slippage helical gyro-
TWT amplifier and helical gyro-TWT absorber in the hard excitation operation.

bandwidth of the amplifier is suitable. After a sufficiently long start-up time,
the passive mode-locked oscillator always stabilizes at the same spectrum.

It must be noted that even after reaching a stable operation point, the power
as well as the length of the pulses show a low-frequency harmonic oscillation.
The period of this oscillation is 50 ns (≡ 20MHz) and the amplitudes for
the oscillations of the pulse power and pulse length are 40W and 0.005 ns,
respectively. These fluctuations correspond to a relative variation of ±5% and
±6%.

Of particular interest is the offset between the oscillations of the power and the
pulse length of ≈ 13 ns. This corresponds to a phase offset of 𝜋

2 between the
pulse length and the pulse power. Consequently, the derivative of the pulse
length 𝜕𝜏p

𝜕𝑡
depends on the power.

This observation is consistent with the properties of the amplifier and absorber
devices. Depending on the power of the pulse, the non-linearity of the attenua-
tion in the absorber varies. High-power pulses experience a stronger shortening
than pulses of lower power. At the same time, the amplifier is operated close
to its maximum bandwidth which results in a dependence of the gain on the
pulse length. For a pulse length below 0.0725 ns, the power decreases, for
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Figure 6.11: Transient behavior of the output power and the pulse length of the passive mode-
locked oscillator in the hard excitation regime for different amplifier beam currents.

pulse lengths above, it increases. This is in a good agreement with the results
of chapter 5.1.6 where a decreasing gain for pulse lengths below 0.075 ns is
observed for the helical gyro-TWT in the slippage regime.

Consequently, the oscillations can be avoided if the amplifier is operated far
away from its maximal bandwidth. This is proven in Fig. 6.11 where the output
power and the pulse length is plotted for different amplifier beam currents. As
mentioned above, a higher beam current in the amplifier increases the output
power, but also the pulse length. Since the spectra of longer pulses have a
smaller bandwidth, the amplification becomes independent of the pulse length
and the oscillations disappear.

6.4.2 Start-up in the Soft Excitation Region

In the soft excitation, the oscillator is started from noise and the regime of
passive mode-locking is reached without the requirement of a powerful external
excitation signal. Therefore, this scenario is of particular interest for first
experiments.
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To reach the passive mode-locking regime in the soft excitation, an initial
noise level of significant power is required. To create this high-power RF
noise without an external source, a simple trick is used: First the amplifier
device is activated while the saturable absorber remains deactivated. The
feedback system ensures that the unavoidable noise generated by the amplifier
is amplified until the required power level is reached. In the simulations this
happens usually after 10-50 ns, depending on the delay time in the feedback
loop. Once the necessary power level is reached, the absorber is activated.

The transient behavior of a typical start-up in the soft excitation regime is
shown in Fig. 6.12. Every point in the plot represents a pulse in the output
signal.

A chaotic distribution of peaks can be observed in the initial high-power
noise (𝑡 < 50 ns). After the activation of the absorber, first pulses are created
(50 ns < 𝑡 < 400 ns). These pulses still have different power levels and pulse
lengths. In the following, the usual sharpening process occurs and the power
as well as the pulse length converge to a stable equilibrium of pulse power
and length (400 ns < 𝑡 < 1300 ns). The resulting power and pulse length are the
same as in the case of the start-up in the hard excitation regime.
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Figure 6.12: Transient behavior of the passive mode-locked oscillator with slippage helical gyro-
TWT amplifier and helical gyro-TWT absorber in the soft excitation operation.
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6.4.3 Achievable Repetition Rate

While the power and the pulse length of the generated signals are independent
from the excitation regime, the PRF differs for the cases of hard and soft
excitation. The reason is that only a single pulse oscillates in the feedback
loop if the passive mode-locking regime is excited in the hard excitation by
an initial powerful external signal. In contrast, several pulses are oscillating
in the feedback system for a soft excitation and, therefore, the PRF is higher
compared to the hard excitation case.

For an operation in the hard excitation regime, the PRF is mainly determined
by the delay time in the feedback system. The PRF is inverse proportional to
the total time that a pulse requires to propagate through the complete feedback
system. This time is a sum of the delay time 𝑇D introduced by the feedback
system and the times𝑇amp and𝑇abs that the pulse requires to propagate through
the amplifier and absorber devices, respectively. This is illustrated in Fig. 6.13,
where the PRFs for several passive mode-locked oscillators with different delay
time are plotted. A fit with the expected dependence on the delay time

𝑓r ∝
1

𝑇amp + 𝑇abs + 𝑇D
(6.2)

shows an excellent agreement between simulations and theory.

The maximal PRF for the passive mode-locked oscillator with a single pulse
oscillating in the system is reached for a vanishing delay time. For the shown
passive mode-locked oscillator this would be ≈ 1.4GHz.

In the soft excitation regime with several pulses oscillating in the system,
the maximal PRF is determined by the length of the oscillating pulses. For
the expected pulse length of 0.075 ns, this would be approximately 6.5GHz.
However, the simulations of the soft excitation regime have shown a maximal
PRF of only 1.11GHz.

The reason for the PRF limitation can be found in Fig. 6.14. Sections of the
generated signal of the passive mode-locked oscillator with a delay time of 2 ns
are shown in logarithmic scaling for the cases of hard and soft excitation. In the
hard excitation case (Fig. 6.14a), a strong suppression of the CW background
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Figure 6.13: PRF of the passive mode-locked oscillator with slippage helical gyro-TWT amplifier
and helical gyro-TWT absorber in the hard excitation operation for different delay
times.

signal directly after the generated pulses is noticeable. The reason for this dip
is the special characteristic of the amplifier.

As discussed in chapter 2.3.1, the helical gyro-TWT operated in the slippage
regime corresponds to a slow device which cannot recover its initial properties
on the timescale of an ultra-short pulse. This is a result of the different
propagation velocities of the electron beam and the electromagnetic wave.
In the previous discussion, this was identified as a reason for the observed
chirps in the generated pulses. However, the different propagation velocities
have a second important effect: the amplifier has a short dead time after the
amplification of a pulse. During this dead time, an amplification of signals is
not possible. This causes the drop of the CW background signal.

A comparison of the dead time of the amplifier with the distance between the
pulses generated in the soft excitation operation regime (Fig. 6.14b) shows that
both are in a great agreement. To clarify this, the hard and soft excitation cases
are plotted together in Fig. 6.14c. It can be concluded that the maximum PRF
for a passive mode-locked oscillator using the helical gyro-TWT operated in
the slippage regime is limited to 1.12GHz because of the dead time of the
amplifier.
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Figure 6.14: Normalized output signals in logarithmic scaling of the passive mode-locked os-
cillator with slippage helical gyro-TWT amplifier and helical gyro-TWT absorber
operated (a) in the hard and (b) soft excitation regimes; (c) superposition of the soft
and hard excitation regimes.
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In [57], a similar value of 1GHz for the PRF was observed by simulations of a
Ka-band passive mode-locked oscillator operated in the soft excitation regime.
However, no reason for this observed PRF is provided in the publication and
the author is not aware of any publication that discusses the issue of the PRF
limitation in passive mode-locked oscillators with electron tubes that have
characteristics of slow devices.

As a result of the upper PRF limit of 1.12GHz and the maximal tolerable
PRFs for different amplifier beam currents (see table 6.2), a maximal allowed
amplifier beam current with respect to the power capabilities of the devices
can be estimated. For the investigated passive mode-locked oscillator with the
slippage helical gyro-TWT and the helical gyro-TWT absorber an operation
with amplifier beam currents of up to 0.3A is possible in all operation regimes

6.4.4 Achievable Coherence

For future pulsed spectroscopy applications, pulses with a high temporal co-
herence are required. Therefore, the coherence of the generated pulses in the
soft and the hard excitation cases are investigated in this section.

The spectra of the generated signals give a first evidence of the coherence.
For a periodic signal with constant periodicity and constant shaped pulses, the
spacing of the spectral lines corresponds to the periodicity of the signal and
the envelope matches the spectrum of a single pulse.

This has proven to be true for the spectrum and the PRF generated by the
passive mode-locked oscillator operated in the hard excitation regime (see the
previous sections). However, for an operation in the soft excitation regime the
spectrum differs from the expectations. This can be seen in Fig. 6.15, where
the spectra for an operation in the hard and the soft excitation regimes are
shown. For a better comparability of the soft and hard excitation cases, a very
short delay time of 0.5 ns is used for the hard excitation case which results in
a PRF of 0.9GHz. Therefore, it is of the same order as the PRF of the soft
excitation case (1.11GHz).

A comparison of the spectra shows that the envelope of both spectra is sim-
ilar. However, the spectrum for the operation in the soft excitation regime
(Fig. 6.15b) appears to be a superposition of the spectra of two signals with
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Figure 6.15: Spectra of an operation in the (a) hard and the (b) soft excitation regimes.

different periodicities. One of the signals seams to have a periodicity of
1.11GHz, the other one of 0.37GHz. The 1.11GHz are clearly correlated to
the observed PRF. However, a second periodicity seams to arise in the signal
with a frequency of 0.37GHz. It should be noted, that 0.37GHz is exactly
1
3 · 1.11GHz.

To clarify this phenomenon and for a further investigation of the coherence, a
cross-correlation function can be used. In [67], a continuous cross-correlation
function was used for the evaluation of the pulse reproducibility of a Ka-band
passive mode-locked oscillator. However, such a continuous cross-correlation
function is not optimal for the investigation of a pulsed signal because it
results in a pulsed correlation coefficient that complicates the interpretation.
Therefore, the usage of a discrete cross-correlation function is proposed in this
work.

In the following, the discrete cross-correlation function

𝐶orr
𝑚,𝑛 =

∫ 𝑇𝑚+𝜏p
𝑇𝑚−𝜏p

𝐴(𝑡)𝐴∗ (𝑡 − (𝑇𝑚 − 𝑇𝑛)) d𝑡√︂∫ 𝑇𝑚+𝜏p
𝑇𝑚−𝜏p

��𝐴(𝑡)��2 d𝑡 ·
∫ 𝑇𝑛+𝜏p
𝑇𝑛−𝜏p

��𝐴(𝑡)��2 d𝑡 (6.3)
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is used. It describes the cross-correlation of two pulses 𝑚 and 𝑛 with a pulse
length of 𝜏p, located at 𝑇𝑚 and 𝑇𝑛.

In general, 𝐶orr
𝑚,𝑛 is a complex number. Its amplitude corresponds to the

correlation of the shapes of the pulses 𝑚 and 𝑛, while the phase of 𝐶orr
𝑚,𝑛

corresponds to a phase offset between the two pulses. For an evaluation of the
coherence, the cross-correlation function 𝐶orr

𝑚,𝑛 between an arbitrary reference
pulse 𝑚 and all other pulses 𝑛 is evaluated.

In Fig. 6.16, the resulting correlation coefficients for an operation in the hard
excitation regime is shown. After the oscillator has reached a quasi steady
state, the amplitude of the cross-correlation coefficient remains above 0.97
which proves a high reproducibility of the generated pulses. The remaining
slight variation is a result of the previously observed variation of the pulses
power.

In addition to the amplitude, the change of the phase offset from pulse to pulse

Δ𝐶orr
𝑚,𝑛 = arg

(
𝐶orr
𝑚,𝑛−1

)
− arg

(
𝐶orr
𝑚,𝑛

)
(6.4)

is plotted in Fig. 6.16. It can be seen that Δ𝐶orr
𝑚,𝑛 is almost constant in the

region of a quasi steady state operation. This implies that the phase of the
pulses changes by a constant value from pulse to pulse. The generated signal is
therefore equivalent to a single pulse that is repeated continuously at a constant
frequency and that has its phase shifted by a constant value with each repetition.

In Fig. 6.17, the same quantities are shown for the case of an operation in
the soft excitation regime. After the oscillator has reached a quasi steady state
(𝑡 > 1300 ns), the amplitude of the cross-correlation coefficient indicates again
a very good reproducibility of the generated pulses. However, it can be seen
that the final output signal is created by three different pulses that have been
formed during the start-up process. This origin of the total output signal from
three different pulses is also reflected in the pulse to pulse change of the phase
offset Δ𝐶orr

𝑚,𝑛.

The formation of the three discrete lines inΔ𝐶orr
𝑚,𝑛 implies that the output signal

consists of three pulses with similar pulse shapes and phase distributions but
with a different phase offset. The reason for this can be found in the start-up
scenario. In the soft excitation, the passive mode-locking regime is created

176



6.4 Transient Behavior of the Oscillator

0 200 400 600 800 1000 1200 1400 1600 1800 2000

time (ns)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
c
o
rr

e
la

ti
o
n
 a

m
p
lit

u
d
e

-4

-3

-2

-1

0

1

2

3

4

 c
o
rr

e
la

ti
o
n
 p

h
a
s
e
 (

ra
d
)

Figure 6.16: Amplitude of the cross-correlation coefficient𝐶orr
𝑚,𝑛 and the pulse to pulse change of

the phase offset for an operation in the hard excitation regime.

from noise and, therefore, the initial phases of all signals that contribute to the
steady state solution are arbitrary and not correlated with each other.

In the existing literature about the coherence of the signals generated from
passive mode-locked oscillators at microwave frequencies, the investigation of
phase offsets was neglected until now. Although in [54], [59], [67] the coher-
ence of the generated pulses was already investigated by a continuous version
of the cross-correlation function (6.3), all considerations were limited to the
amplitude of the cross-correlation coefficient while its phase was neglected.
As a consequence, the present work concludes with a different result than
previous investigations: While the shape of the generated pulses from passive
mode-locked oscillators are independent from the excitation regime, the phase
is sensitive to the excitation regime. Only in the hard excitation regime the
maximal coherency and reproducibility can be reached. In the soft excitation
regime, an arbitrary phase offset between the pulses occurs. This offset is
unpredictable and will change for every start-up of the oscillator because the
pulses are created from noise. In the shown case with a relatively short de-
lay time in the feedback system of 2 ns, only three different phase offsets are
observed. Nevertheless, the number of contributing pulses and consequently
phase offsets will increase for longer delay times.
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Figure 6.17: Amplitude of the cross-correlation coefficient𝐶orr
𝑚,𝑛 and the pulse to pulse change of

the phase offset for an operation in the soft excitation regime.

6.5 Realistic Start-Up Scenarios

The previous investigations have shown that an operation in the hard excitation
regime has advantages such as a controllable PRF and a high coherency of the
generated pulses. In addition, the hard excitation regime would allow novel
operation modes as the operation with well defined pulse sequences. For this,
the passive mode-locking regime could be excited by a special pulse sequences
instead of a single pulse. However, a very powerful external signal would be
required for a hard excitation of the passive mode-locking.

For the presented passive mode-locked oscillator consisting of the slippage
helical gyro-TWT and the helical gyro-TWT absorber, this excitation signal
must have a power of at least 100W. The only source that could provide
such a powerful signal at 263GHz in the medium run is an electron tube.
That is an issue because the requirement of a third electron tube (including
superconducting magnet, power supply, ...) would significantly increase the
costs and the complexity of the passive mode-locked oscillator.

In this work, an innovative solution for an operation in the hard excitation
regime is proposed which does not require a third high-power electron tube:
the helical gyro-TWT could be replaced by a so-called high-gain helical gyro-
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6.5 Realistic Start-Up Scenarios

TWT. With this special kind of helical gyro-TWT an excitation power of
100 − 250mW would be sufficient.

6.5.1 High-Gain Helical Gyro-TWT

A scheme of a high-gain helical gyro-TWT is shown in Fig. 6.18. The main
difference to a classical helical gyro-TWT is the interaction region that is
divided into two helically corrugated sections which are separated by a sub-
cutoff waveguide section. In the high-gain helical gyro-TWT, the idea of
gyrotron-type klystrons is utilized. While the helically corrugated sections are
relatively short, the high gain is provided by the long sub-cutoff waveguide
section that corresponds to a drift section. This idea for the realization of a
high-gain helical gyro-TWT was first proposed in [148] and a first prototype
for radar applications in the W-band was presented in [43].

Through an input coupler a low-power RF input signal is coupled into the first
helically corrugated waveguide section. In this first section, the wave interacts
with the electron beam which results in an energy modulation of the electron
beam. Because the power of the input signal is very low and the helically
corrugated waveguide section is short, only a minor amplification occurs and
the RF can be absorbed by a short section of dielectric material with high
losses immersed at the down-stream end of the section [148].

Figure 6.18: Scheme of a high-gain helical gyro-TWT with: (a) low-power input-port (b) pre-
buncher section; (c) sub-cutoff drift region; (d) high-power interaction region.
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In the long drift section, an effective phase bunching of the electron beam
occurs. To prevent parasitic beam-wave interactions in the drift section, it is
realized as a sub-cutoff waveguide.

In the second helically corrugated waveguide section, the bunched electron
beam resonantly interacts with the eigenmode of the waveguide and transmits
its energy to the wave. A high-power output signal is created that leaves the
tube in the usual way (see chapter 3.1).

Originally, this type of helical gyro-TWT was designed because it offers the
possibility of significantly increased gains (because of the long drift section)
while it reduces the occurrence of parasitic oscillations at the same time.
However, in this work an additional feature, which was never mentioned in
the literature before, is used: A high-gain helical gyro-TWT can be fed with
low-power signals through the low-power input-port or, it can be fed with
high-power input signals through the output window, similar to a usual helical
gyro-TWT in the single window operation (see chapter 3.1.8).

If the parameters of the second helical interaction section are matched with the
previously designed helical interaction region, the high-gain helical gyro-TWT
can replace the previously investigated helical gyro-TWT without the require-
ment of any other changes on the passive mode-locked oscillator. However, the
high-gain helical gyro-TWT allows the excitation of the passive mode-locking
regime by a low-power excitation signal.

To prove the suitability of the proposed high-gain helical gyro-TWT for a
passive mode-locked oscillator and to show its advantages for the excitation of
the passive mode-locking, in the following several simulations are performed.
For the simulations, a high-gain helical gyro-TWT with two identical helical
waveguide sections (𝑅 = 0.528mm, 𝑟 = 0.08mm, 𝑑 = 1.11mm and 𝐿 = 24𝑑)
and a sub-cutoff drift region with a length of 66.6mm is used.

The high-gain helical gyro-TWT is operated with the same electron beam
as the previous helical gyro-TWT: an electron beam in the slippage regime.
The usage of an electron beam in the slippage regime is novel for high-gain
helical gyro-TWTs. Usually, high-gain helical gyro-TWTs are operated with
an electron beam in the synchronized regime. To the knowledge of the author,
it is the first time that the operation of a high-gain helical gyro-TWT with a
slippage regime electron beam is shown. To increase the low-signal gain, the
operation point with a 0.3A amplifier electron beam is used in the following.
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6.5 Realistic Start-Up Scenarios

It must be mentioned that the used parameters (of the geometry as well as the
electron beam) are probably not the optimal parameters for a high-gain helical
gyro-TWT. Nevertheless, they are suitable for preliminary proof-of-concept
simulations and the high-gain helical gyro-TWT reaches a gain of ≈ 35 dB for
input signals with a power of 50mW to 500mW at 263GHz.

6.5.2 Hard Excitation with a High-Gain Helical Gyro-TWT

To prove the suitability of the high-gain helical gyro-TWT, a hard excitation
start-up of the passive mode-locked oscillator consisting of the slippage high-
gain helical gyro-TWT and the helical gyro-TWT absorber is simulated. For a
reduction of the required simulation time, a short delay time of 1.0 ns is used.
The amplifier is operated with a beam current of 0.3A. A 250mW sin2 pulse
with a pulse length of 0.5 ns and a center frequency of 263GHz is used for the
excitation of the passive mode-locking regime. The resulting output signal is
shown in Fig. 6.19.

As in the case of the ordinary helical gyro-TWT with a beam current of 0.3A,
a decoupling factor of 0.55 is found to be ideal. It can be seen that after a short
start-up phase the output power stabilizes around 1400W which is similar to
the generated output power of the oscillator with the usual helical gyro-TWT.
Also the obtained pulse length of ≈ 0.12 ns is similar. However, the observed
fluctuations of the output power are higher and of an almost chaotic distribution
while previously a periodic oscillation of the output power was observed (see
section 6.4). The reason is a parasitic self-modulation of the electron beam in
the first helical waveguide section of the high-gain helical gyro-TWT. While
such parasitic self-modulations are uncritical for the usual helical gyro-TWT
with a short interaction region, the effect is significantly amplified in the long
drift section of the helical gyro-TWT.

For a reduction of the parasitic self-modulation of the electron beam, the first
helical waveguide section or the drift section could be shortened. On the
other hand, this would reduce the gain of the amplifier. However, probably
a carefully optimized high-gain helical gyro-TWT could reduce the parasitic
self-modulation without a significant reduction of the gain. The design of such
an optimized high-gain helical gyro-TWT could be a task for a following-up
work.
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Figure 6.19: Output signal of the passive mode-locked oscillator consisting of the slippage high-
gain helical gyro-TWT and the helical gyro-TWT absorber. The passive mode-locking
regime is excited by an initial 250mW pulse.

It can be concluded that the proposed usage of a high-gain helical gyro-TWT as
amplifier for a passive mode-locked oscillator at sub-THz frequencies enables
the operation in the hard excitation regime. This allows the creation of pulses
with high coherency. Furthermore, it is a first step towards the development of
new operation modes, such as the generation of well-defined pulse sequences.
Such an operation could be especially of interest for novel pulsed DNP-NMR
methods where well-defined pulse sequences are required [7], [149].

6.6 Conclusion

In this chapter, four different feedback loops consisting of different amplifier
and absorber devices were investigated for their suitability to create a passive
mode-locked oscillator at sub-THz frequencies. It was shown that a helical
gyro-TWT operated in the slippage regime and a helical gyro-TWT absorber
coupled in a feedback loop can be successfully operated in the passive mode-
locking regime and this combination was found to be the most promising
candidate for a realization.
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6.6 Conclusion

An important finding is the requirement that the bandwidth of the absorber
must exceed the bandwidth of the amplifier to avoid parasitic oscillations.
Consequently, typical helical gyro-TWTs operated in the synchronized regime
are inappropriate for a passive mode-locked oscillator because of their very
high bandwidth and, in addition, because of the strong broadening of ultra-
short pulses in these amplifiers. However, it was shown that a helical gyro-
TWT operated in the slippage regime is well suited because of its efficient
amplification of ultra-short pulses and the low broadening of these pulses.
This finding is in good agreement with the observations made for passive
mode-locking of electron tubes in the Ka-band [67].

In contrast to passive mode-locking of electron tubes in the Ka-band [59], it was
shown that at sub-THz frequencies a helical gyro-TWT absorber is preferable
to a cyclotron absorber because of its higher bandwidth, lower dispersion and
the higher power capabilities.

A detailed study of the designed passive mode-locked oscillator was performed,
and important findings were obtained. For the first time, it was shown that
an excitation of the passive mode-locking in the soft excitation regime will
lead to arbitrary phase offsets in the generated pulses. To maintain the phase
coherency, the passive mode-locked oscillator should be operated in the hard
excitation regime.

Because of a lack of the required high-power sub-THz sources (> 100W) an
operation in the hard excitation was unrealistic up-to now. For the first time,
a solution for the operation in the hard excitation regime was proposed and
verified by simulations: The usage of a high-gain helical gyro-TWT will enable
the hard excitation of passive mode-locking with input signals of only several
hundred milliwatt.

The proposed hard excitation operation will further enable the development
of new operation modes, such as an operation with specific pulse sequences.
Such an operation could be especially of interest for novel pulsed DNP-NMR
methods where well-defined pulse sequences are required [7], [149].
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7 Simulation Model for Passive
Components

An important part of the passive mode-locked oscillator is a suitable feedback
system that couples the amplifier and the saturable absorber. To enable the
transmission of high-power signals with low losses, an appropriate technology
for the feedback system are oversized quasi-optical components (see chap-
ter 5). For the simulation of these components, specialized simulation tools
are required that are presented in this chapter.

The feedback system is a passive structure (electric conductors in the absence of
free charges) and its simulation can be well separated from the simulation of the
electron tubes. For the simulation of the oversized structures in the feedback
system, a simulation tool, named KarLESSS, has been developed which is
based on a previously developed in-house electric field integral equation (EFIE)
solver [150], [151]. With KarLESSS, the scattered electromagnetic fields of
arbitrary perfect electric conductors (PECs) in free space can be calculated.

The chosen simulation model is based on a numerical solution of the EFIE and
has a wide area of application. It allows an accurate simulation of structures
from sizes in the sub-wavelength range up to highly oversized structures with
dimensions of several hundreds of wavelengths. This wide range of applica-
tions is enabled by advanced approximation and numerical methods.

For the original EFIE solver, the method of moments (MOM) with higher order
basis functions is used in combination with the adaptive cross approximation
(ACA) for a compression of the resulting large system of linear equations. As
part of this work, advanced compression techniques, namely the adaptive cross
approximation with additional singular value decomposition (ACA-SVD) and
the sparsified adaptive cross approximation (SACA) algorithms [152], [153]
are implemented. To the knowledge of the author, it is the first time that the
ACA-SVD and the SACA algorithms are combined with higher order basis
functions and a higher order curved mesh.
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Furthermore, a novel preconditioner is developed that significantly accelerates
the iterative solution of the large systems of linear equations. In addition, the
possibility to simulate ohmic losses for good electric conductors within the
KarLESSS framework is implemented as part of this work.

In the following, a brief derivation of the EFIE and an overview of the numerical
methods used for the solution of the EFIE are given. Subsequently, the novel
preconditioner is presented in more detail. At the end of the chapter, a method
for the calculation of the dispersion of helically corrugated waveguides using
the EFIE is presented.

In the chapter 5, the developed tool KarLESSS is used for the design of the
first feedback system for a sub-THz passive mode-locked oscillator.

7.1 Surface Integral Equations

For the simulation of passive components, a scattering problem must be solved.
Such a scattering problem for quasi-optical components in free-space is effi-
ciently described by EFIE. In the following, the EFIE for PECs is derived.

All expressions in this chapter are considered for a time-harmonic electric field
at a single frequency 𝜔 with the corresponding harmonic current density:

E(𝒓, 𝑡) = Re
{
𝑬 (𝒓)e 𝑗𝜔𝑡

}
(7.1)

J(𝒓, 𝑡) = Re
{
𝑱(𝒓)e 𝑗𝜔𝑡

}
. (7.2)

This allows a suppression of the time-dependence e 𝑗𝜔𝑡 in the following.

Scattering problems can be seen as radiation problems, where the currents
are generated by the known incident field 𝑬𝑖 . The currents then radiate the
scattered field 𝑬𝑠 .

For a known current density 𝑱, the solution of the radiation problem is simple:
an integration over 𝑱 gives the radiated electric field [154]

𝑬𝑟 (𝒓) = − 𝑗𝜔𝜇
∭
𝑉

G(𝒓, 𝒓′)
[
𝑱(𝒓′) + 1

𝑘2
∇′∇′ · 𝑱(𝒓′)

]
d𝒓′ , (7.3)
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where G(𝒓, 𝒓′) is the free space Green’s function [154]

G(𝒓, 𝒓′) = e − 𝑗𝑘 |𝒓−𝒓 ′ |

4𝜋 |𝒓 − 𝒓′ | . (7.4)

Here, 𝑘 is the free space wave number

𝑘 = 𝜔
√
𝜖 𝜇 =

2𝜋

𝜆
, (7.5)

and 𝜆 denotes the wavelength.

However, in contrast to a radiation problem the current density is unknown
in a scattering problem. Therefore, (7.3) has to be solved for an unknown
current density 𝑱(𝑟), induced by the known incident field 𝑬𝑖 (𝑟). Afterwards,
the radiated electric field 𝑬𝑟 (𝑟) can be calculated by an integration over the
induced currents using (7.3) and the scattered field 𝑬𝑠 is given as

𝑬𝑠 (𝒓) = 𝑬𝑖 (𝒓) + 𝑬𝑟 (𝒓) . (7.6)

If PECs are assumed exclusively, the induced currents circulate on a surface
instead of a volume and (7.3) reduces to:

𝑬𝑟 (𝒓) = − 𝑗𝜔𝜇
∬
𝑆

G(𝒓, 𝒓′)
[
𝑱(𝒓′) + 1

𝑘2
∇′∇′ · 𝑱(𝒓′)

]
d𝒓′ (7.7)

Equation (7.7) can be solved by utilizing the boundary condition for the tan-
gential electric field on a PEC:

𝒏̂(𝒓) × 𝑬𝑠 (𝒓) = −𝒏̂(𝒓) × 𝑬𝑖 (𝒓) . (7.8)

Here, 𝒏̂ is the normal of the PEC surface. Applying (7.7) to (7.8) leads to the
so called electric field integral equation (EFIE) [154]:

− 𝑗

𝜔𝜇
𝒏̂(𝒓)×𝑬𝑖 (𝒓) = 𝒏̂(𝒓)×

∬
𝑆

G(𝒓, 𝒓′)
[
𝑱(𝒓′) + 1

𝑘2
∇′∇′ · 𝑱(𝒓′)

]
d𝒓′ (7.9)

Once solved for the current density 𝑱(𝒓), the scattered field at every point in
space can be obtained by applying (7.6).
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7.2 Numerical Solution

The most common numerical method for the solution of the EFIE is the MOM
[155]. In the MOM, the current density is expanded into a sum of 𝑁 weighted
basis functions f :

𝑱(𝒓) =
𝑁∑︁
𝑛=1

a𝑛f (𝒓) . (7.10)

Applying the expansion to (7.9), a residuum

𝑅res = ∥K(𝑱) −
𝑁∑︁
𝑛=1

a𝑛K(f )∥ (7.11)

can be defined, where K represents an arbitrary linear operator, which in
this case is the linear operator corresponding to the EFIE. By the method of
Galerkin [156], (7.11) is transformed into a system of linear equations that can
be solved afterwards for the unknowns a𝑛:

𝑽 = a𝑀 (7.12)

with (
𝑽
)
𝑚
=

〈
f𝑚, 𝑬

𝑖
〉
, (7.13)(

𝑀
)
𝑚,𝑛 = ⟨f𝑚,K(f 𝑛)⟩ . (7.14)

Here ⟨·, ·⟩ donates the inner product. In the following, the matrix 𝑀 is refer-
enced to as system matrix and the vector 𝑽 as the input vector.

In KarLESSS, two sets of basis functions are implemented: the Rao-Wilton-
Glisson basis functions (RWG) [157] and a particular set of higher-order basis
functions (HOBF) [158].

For a 3D problem, it is useful to approximate a surface by a series of triangles.
Accordingly, both sets of basis functions are defined for triangular patches.
While the RWG are basis functions of zeroth order, defined for planar triangles,
the HOBF are of first order and support curved triangles. For surfaces with
non-constant, slowly changing normal vectors, this approach results in a better
approximation of the original surface than with flat triangles of similar size.
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The complete formulas for the calculation of the system matrix and input vector
elements for the RWG as well as the HOBF can be found in [150].

7.2.1 Adaptive Cross Approximation

The non-local kernel of the EFIE, namely the Green’s function, causes a dense
system matrix. Consequently, the calculation and storage requirements are of
order 𝑂 (𝑁2), where 𝑁 denotes the number of unknowns. Even if the system
of linear equations is solved by an iterative solver, it would be impossible to
solve the EFIE for highly oversized scatterers. Additionally, the computation
costs for every matrix-vector product, required for the iterative solution of the
system of linear equations, are of 𝑂 (𝑁2) complexity as well.

To overcome this problem, the ACA algorithm [159] is used to reduce the
calculation time and storage overheads in the MOM. With the ACA algorithm,
the system matrix can be compressed in a purely algebraic manner. The
premise of the ACA algorithm is that interactions of well-separated parts of
the geometry result in rank-deficient system matrices. Therefore, the dense
system matrix 𝑀 consists of many numerically rank deficient sub-matrices
𝑀𝑚×𝑛.

The ACA uses this property to compresses the sub-matrices efficiently by a
rank-revealing lower-upper (LU) decomposition. Every𝑀𝑚×𝑛 is approximated
by a compressed sub-matrix 𝑀̃𝑚×𝑛 which can be written as an outer product
of two matrices

𝑀𝑚×𝑛 ≈ 𝑀̃𝑚×𝑛 = 𝑈𝑚×𝑟𝑉𝑟×𝑛 , (7.15)

where 𝑟 is the rank of the approximated matrix 𝑀̃ . If 𝑟 satisfies the condition

𝑟 <
𝑚 · 𝑛
𝑚 + 𝑛 , (7.16)

the approximated matrix 𝑀̃ requires a lower amount of memory and can be
calculated faster than the exact matrix 𝑀 .

An advantage of the ACA algorithm is its iterative calculation of 𝑀̃ (details
can be found in [159]). Because of this iterative calculation, the compressed
matrix can be calculated with only a partial knowledge of the original matrix
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which reduces the calculation time in the same order as the required amount
of memory.

7.2.2 Sparsified Adaptive Cross Approximation

The complexity of the ACA is in the order of 𝑂 (𝑁3/2 log(𝑁)) which is not
as good as other approximation methods, e.g. the multilevel fast multipole
method (MLFMM) [160]. Moreover, for electrical large problems with a size
of more then 50wavelength, the scaling of the ACA algorithm can even decline
[153]. To overcome this undesirable behavior, several optimizations have been
developed in the last years [153], [161].

In the frame of this work, the SACA [153] is implemented that can successfully
reduce the complexity, even for highly oversized problems. Because a basic
understanding of the SACA is required for the new developed preconditioner,
a short overview over the SACA is given in the following.

The SACA introduces a further compression of the ACA impedance matrices
𝑀̃𝑚,𝑛 which describe the interaction between two domains 𝐷𝑚 and 𝐷𝑛. In a
first step, the basis functions of the domains 𝐷𝑚 and 𝐷𝑛 are sampled, and a
new system matrix for these samples 𝑀̃𝑠𝑚,𝑠𝑛 is calculated.

In a second step, the domains 𝐷𝑚 and 𝐷𝑛 are subdivided into smaller subdo-
mains 𝑑𝑚,𝑘 and 𝑑𝑛,𝑙 . In the developed implementation, an octree is used to
create the domains and subdomains.

Next, a system matrix 𝑀̃𝑠𝑚,𝑑𝑛,𝑙 for the interaction of the samples in 𝐷𝑚 and
every individual subdomain 𝑑𝑛,𝑙 of 𝐷𝑛 is calculated. For the calculation of
𝑀̃𝑠𝑚,𝑑𝑛,𝑙 , the ACA-SVD [162] is used instead of the ordinary ACA algorithm.

In the ACA-SVD, the matrices 𝑈 and 𝑉T of the usual ACA (see (7.15)) are
recompressed by a singular value decomposition (SVD). This is possible, since
𝑈 and 𝑉T are not orthogonal to each other. To further compress 𝑈 and 𝑉T,
first a QR decomposition of both matrices is computed:

𝑈 = 𝑄U𝑅U , (7.17)

𝑉T = 𝑅T
V𝑄

T
V . (7.18)
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The outer product of the two upper triangular matrices 𝑅U and 𝑅T
V is then

decomposed using a threshold SVD:

𝑅U𝑅
T
V = 𝑈̂Σ̂𝑉

T
. (7.19)

In the threshold SVD, all singular values below a threshold are removed from
Σ̂ and 𝑀̃𝑠𝑚,𝑑𝑛,𝑙 is given by

𝑀̃𝑠𝑚,𝑑𝑛,𝑙 = 𝑈𝑉
T = 𝑄U𝑈̂Σ̂

(
𝑄V𝑉

)T
= 𝑈𝑠𝑚,𝑑𝑛,𝑙 Σ̂𝑠𝑚,𝑑𝑛,𝑙

𝑉T
𝑠𝑚,𝑑𝑛,𝑙

. (7.20)

In a similar manner, the interaction 𝑀̃𝑑𝑚,𝑘 ,𝑠𝑛 of the samples in 𝐷𝑛 and all
subdomains of 𝐷𝑚 are calculated.

From the matrices 𝑀̃𝑠𝑚,𝑑𝑛,𝑙 and 𝑀̃𝑑𝑚,𝑘 ,𝑠𝑛 , the interaction of the subdomains
𝑑𝑚,𝑘 and 𝑑𝑛,𝑙 can be reconstructed:

𝑀̃𝑑𝑚,𝑘 ,𝑑𝑛,𝑙 = 𝑀̃𝑠𝑚,𝑑𝑛,𝑙 𝑀̃
−1
𝑠𝑚,𝑠𝑛

𝑀̃𝑑𝑚,𝑘 ,𝑠𝑛

= 𝑈𝑠𝑚,𝑑𝑛,𝑙

(
Σ̂𝑠𝑚,𝑑𝑛,𝑙

𝑉T
𝑠𝑚,𝑑𝑛,𝑙

𝑀̃−1
𝑠𝑚,𝑠𝑛

𝑈𝑑𝑚,𝑘 ,𝑠𝑛 Σ̂𝑑𝑚,𝑘 ,𝑠𝑛

)
𝑉T
𝑑𝑚,𝑘 ,𝑠𝑛

= 𝑈𝑠𝑚,𝑑𝑛,𝑙𝐾𝑑𝑛,𝑙 ,𝑑𝑚,𝑘
𝑉T
𝑑𝑚,𝑘 ,𝑠𝑛

. (7.21)

Here, the dimension of the inner matrix 𝐾𝑑𝑛,𝑙 ,𝑑𝑚,𝑘
corresponds to the ranks of

𝑀̃𝑠𝑚,𝑑𝑛,𝑙 and 𝑀̃𝑑𝑚,𝑘 ,𝑠𝑛 , which are usually small.

In a last step, the impedance matrices for all the subdomains can be combined
into one sparse sequence approximation

𝑀̃𝑚,𝑛 = 𝑈
𝑠
𝑚,𝑛𝐾𝑚,𝑛

(
𝑉 𝑠𝑚,𝑛

)T
, (7.22)

where 𝑈𝑠𝑚,𝑛 and 𝑉 𝑠𝑚,𝑛 are block-diagonal matrices and 𝐾𝑚,𝑛 is a dense ma-
trix. To further reduce the memory requirements, an additional ACA-SVD
compression of 𝐾𝑚,𝑛 can be performed.

In the original publication [153], the SACA is used together with the RWG
basis functions. In the new developed implementation, the SACA is combined
with HOBF and a higher order curved mesh. To the knowledge of the author,
it is the first time that the ACA-SVD and SACA algorithms are combined with
higher order basis functions and a higher order curved mesh.
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7.3 New Zero-Cost Preconditioner

After the calculation of the compressed system matrix via the ACA, ACA-
SVD or SACA algorithms, the system of linear equations (7.12) must be
solved. Since the number of equations rapidly increases for large geometries
(𝑂 (𝑛2)), it is not suitable to solve it with a Gaussian elimination or an other
direct method. Therefore, an iterative solution method, namely the generalized
minimal residual method (GMRES), is used.

7.3.1 GMRES with Preconditioner

The GMRES is a Krylov subspace method and was original proposed by Yousef
Saad and Martin H. Schultz in 1986 [163]. In the GMRES, the solution is
approximated by forming a vector with minimal residual in a Krylov subspace,
which is found by an Arnoldi process [164].

For the iterative solution of the system of linear equations resulting from the
discretization of the EFIE, it is a well-known problem that the convergence
property of Krylov subspace methods gets worse as the problem size increases.
The condition number of the system matrix increases and, hence, the number
of required iterations needed to solve the matrix equation increases [165].

A preconditioner can be used to reduce the condition number of the system
matrix and, therefore, to reduce the number of iterations required for a solution
of the system of linear equations. In a so-called right preconditioned system,
the following modified system of linear equations is solved:

𝑀𝑃−1 (
𝑃a

)
= 𝑽 . (7.23)

Several different candidates for suitable preconditioner matrices 𝑃 for the EFIE
were investigated in the past such as LU decomposition-based preconditioner
[166] or analytical preconditioner [167].

In [168], an alternative preconditioning approach is presented: It is proposed
to including a second, inner iterative solver to the GMRES that is executed
during every iteration step of the outer solver. The underlying idea is that the
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matrix 𝑀𝑃−1 in (7.23) does not need to be formed explicitly. Instead, only the
equation

𝑃y = b (7.24)

for an arbitrary vector b, can be solved whenever such an operation is required
during the iterative solution of (7.23) by the GMRES.

For the solution of the inner system of linear equations (7.24), again the
GMRES can be used (or every other iterative solver). The extension of the
ordinary GMRES to an inner-outer solver is often called flexible general-
ized minimal residual method (FGMRES). The FGMRES algorithm with two
nested GMRES solvers is well suited for the solution of large, preconditioned
systems of linear equations.

7.3.2 FGMRES with Zero-Cost Preconditioner

The approach of nested iterative solvers is applied to the EFIE for example in
[169]. They used the fast multipole method (FMM) to approximate the EFIE
and decided to nest a second FMM approximation with low accuracy as pre-
conditioner in an inner-outer FGMRES solver. In other words, a low accuracy
approximation of the system matrix is used as preconditioner. Depending on
the problem and the number of unknowns, an acceleration of the calculations
by a factor of 2 − 3 was observed in [169].

In [170], this idea is transferred to the MLFMM. They observed a speed-up
of a factor of 2 compared to the nested FMM by the usage of a low accuracy
MLFMM for the inner solver. This corresponds to an acceleration of the
calculations by the factor 4-5 compared to a solver without preconditioner.

The idea of using a coarse approximation of the system matrix as a precon-
ditioner is transferred to the ACA algorithm in [171]. It was shown that this
approach is more advantageous for the ACA than for the previous investigated
FMM based methods. In the cases of an inner FMM [169] as well as an inner
MLFMM [170], an additional low accuracy approximation of the system ma-
trix must be calculated which requires additional calculation time and memory.
This is not the case for an inner ACA solver. A low accuracy approximation
ACA solver can be implemented without the need to calculate an additional
system matrix and therefore without any additional memory requirements or
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additional calculation-steps. Therefore, this preconditioner is referenced as a
‘zero-cost preconditioner’ in the following.

In the ACA based algorithms, the system matrix is approximated by many
low-rank submatrices. As lower the rank of the submatrices, as coarser the
approximation of the original system matrix. Consequently, if a low accuracy
approximation of the system matrix should be used as preconditioner, the rank
of the ACA submatrices must be further decreased. Fortunately, this is simple.

Assumed, a submatrix is compressed by the ACA according to (7.15)

𝑀𝑚×𝑛 ≈ 𝑀̃𝑚×𝑛 = 𝑈𝑚×𝑟𝑉𝑟×𝑛 , (7.25)

then the rank of the matrix 𝑀̃ is determined by the dimension 𝑟 of the matrices
𝑈 and 𝑉 . To further decrease the rank, it is sufficient to remove a correspond-
ing number of rows/columns from the matrices 𝑈 and 𝑉 . This results in a
significant speed up of the solution process since the cost of a matrix-vector
product decreases with the rank of the submatrices. It should be noted that
no additional memory is required because the lower rank system matrix is a
subset of the original system matrix.

In this work, the zero-cost preconditioner is extended for the advanced ACA-
SVD and SACA methods. The basic idea remains the same. For the ACA-SVD,
the approach of removing rows/columns from the matrices 𝑈 and 𝑉 can be
kept, if the matrices Σ̂ and 𝑉T in (7.20) are multiplied first to derive a new 𝑉 ′.
This allows to reduce the rank of the system matrix by removing rows/columns
from the matrices𝑈 and 𝑉 ′.

For the SACA, the approach has to be changed: The compressed system matrix
in the SACA is a product of 5 matrices:

𝑀̃𝑚×𝑛 = 𝑈𝑚×𝑟
𝑆 𝑈𝑟×𝑘𝑇 Σ𝑘×𝑘𝑇

(
𝑉𝑟×𝑘𝑇

)T (
𝑉𝑛×𝑟𝑆

)T
. (7.26)

The diagonal matrix Σ𝑇 with the singular values of the SVD can be included
into 𝑉𝑇 to derive a new 𝑉 ′

𝑇
. Now, the rank 𝑟 of the system matrix can be

reduced 𝑟 → 𝑟 ′ by removing rows/columns from the matrices𝑈𝑆 ,𝑈𝑇 , 𝑉 ′
𝑇

and
𝑉𝑆 .
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In the following it is shown that the new zero-cost preconditioner for the ACA-
SVD and SACA methods has a great performance and can clearly out-perform
the original zero-cost preconditioner presented in [171].

7.3.3 Performance of the Zero-Cost Preconditioner

The advantages of the new zero-cost preconditioner are proven by numer-
ical experiments with two different simulation setups, one of medium-size
with 250 000 unknowns and one of large-size with 1 500 000 unknowns (see
Fig. 7.1). The numerical experiments are carried out for problems of differ-
ent size, since the condition number of the system matrix increases with the
problem size and as a result, the convergence behavior of the solving algo-
rithms becomes worse. However, a good preconditioner should compensate
this effect.
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Figure 7.1: Test cases used for the evaluation of the zero-cost preconditioner. (a) Mirror system
consisting of two parabolic and one sinusoidal graded mirror, designed for an incident
Gaussian beam at 263GHz; (b) Quasi-optical system of a 2MW gyrotron [172],
operated at 170GHz, consisting of a waveguide antenna with a helical cut and three
parabolic mirrors.
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As medium size simulation case, a mirror system consisting of two parabolic
and one sinusoidal graded mirror, designed for an incident Gaussian beam at
263GHz (see Fig. 7.1a), is used. For the large-size problem, the quasi-optical
system of a 2MW gyrotron [172], operated with a TE34,19 cavity mode at
170GHz, is used. The quasi-optical system consists of a waveguide antenna
with a helical cut (the launcher) and three parabolic mirrors (see Fig. 7.1b).

Simulations are performed for both setups, all three ACA algorithms (ACA,
ACA-SVD and SACA), with and once without preconditioner, respectively.
In all cases, bi-cubic curved surfaces and first order basis functions are used.
For the preconditioner, the rank for the submatrices is restricted to 𝑟 ′ = 3
and the inner GMRES is terminated after 8 iterations. The simulations are
performed on a dual-socked server with AMD EPYC 7452 Processors and
1TB of available RAM.

Medium-Size Test-Case

In table 7.1, the results for the simulated mirror system (medium-size problem)
are given. As expected, the memory required to store the compressed system
matrix decreases from ACA over ACA-SVD to the SACA.

The time required to calculate the compressed impedance matrices 𝑀̃ is sim-
ilar for the ACA and ACA-SVD algorithm. This is not surprising because
both algorithms are almost identical, the only difference is an additional SVD
compression in the ACA-SVD. Since this compression is not computationally
intensive, the required calculation times hardly differ. The SACA algorithm
is slightly faster, since a lower number of interaction terms must be evaluated.
The reason is the introduced sampling of the domains.

For all three ACA algorithms, the preconditioned solver for the system of linear
equations clearly outperforms the ordinary GMRES without preconditioner.
A significant speed-up by a factor of 3 is observed. While the number of
iterations required to solve the system of linear equations is similar for all ACA
algorithms, the required time decreases, from the ACA over ACA-SVD to the
SACA. This is due to the fact that matrix-vector multiplications for large dense
matrices are data-movement bandwidth bounded processes [173]. If less data
has to be transferred from the RAM to the processors, the multiplication can
be performed faster.
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Table 7.1: Required time to solve a medium-size system of linear equations with 250 000 un-
knowns for the different ACA algorithms with (FGMRES) and without (GMRES)
zero-cost preconditioner. The number of required iterations is given in brackets. For
the FGMRES, only the number of outer iterations is given. In addition, the time and
memory required to calculate and store the compressed impedance matrices is given.

ACA SVD-ACA SACA
Memory 18.0GB 12.0GB 11.5GB
𝑀̃-calc. 3:40min 3:41min 3:15min
GMRES 33:38min (1198) 31:31min (1211) 30:12min (1210)
FGMRES 11:09min (199) 10:33min (199) 9:05min (202)

Large-Size Test-Case

The results for the quasi-optical system (large-size problem) are given in ta-
ble 7.2. Compared to the previous medium-size case, the memory saving is
more significant for the ACA-SVD and the SACA. This is an expected be-
havior. A known problem of the classical ACA is the decreased performance
for highly oversized problems. The degrees of freedom grow for increasing
problem sizes and this leads to inferior compression rates [153], [159]. This
explains how the additional SVD compression can almost halve the memory
required for the large-size case, while only small savings were possible for the
medium-size case.

There are no surprises regarding the computing time needed to construct the
system matrix. The behavior is similar to the previous example. However,
there are significant differences in the performance when solving the linear
systems of equations. First of all, it is noticeable that the GMRES solver
requires more time for the ordinary ACA algorithm than for the ACA-SVD
and SACA. This is again due to the larger system matrix which slows down
the calculation of a single iteration. It must be noted that the FGMRES for the
ordinary ACA takes three times longer than for the other two ACA algorithms.

In order to understand this, it is helpful to reconsider how the zero-cost precon-
ditioner works. In the preconditioning step, the same physical problem as in the
overall solver is solved. The difference is that the problem is strongly simplified
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Table 7.2: Required time to solve a large-size system of linear equations with 1 500 000 unknowns
for the different ACA algorithms with (FGMRES) and without (GMRES) zero-cost pre-
conditioner. The number of required iterations is given in brackets. For the FGMRES,
only the number of outer iterations is given. In addition, the time and memory required
to calculate and store the compressed impedance matrices is given.

ACA SVD-ACA SACA
Memory 403GB 210GB 109GB
𝑀̃-calc. 2:19 h 2:20 h 2:08 h
GMRES 4:09 h (860) 3:18 h (843) 3:26 h (936)
FGMRES 2:49 h (334) 0:48 h (93) 0:45 h (103)

in order to solve it with less computing effort. This approach accelerates the
solution process if the computing effort required to solve the reduced problem
is significantly decreased and, at the same time, the information encoded in the
reduced problem remains high.

This is fulfilled for the compressed impedance matrices created by the ACA
algorithm. In the ACA algorithm, the low-rank approximation of the full
matrix is constructed in an iterative matter: In every iteration, the remaining
strongest interacting parts of the full matrix are extracted and the rank of the
compressed matrix is increased by one. Usually, the gain on information in
ever iteration decreases with increasing rank. Exactly this fact is exploited by
the preconditioner.

For a highly approximated system matrix with very low rank, the saving of com-
puting time needed to solve the resulting system of equations is much higher
than the loss of information. However, as the size of the simulated problem
increases, this advantage decreases, because the compression loses efficiency.
Thus, a matrix of very low-rank does not contain enough information to de-
scribe the original physical problem sufficiently well and the preconditioner
loses efficiency.

This problem is solved by the ACA-SVD. The SVD compression has the
property of sorting the columns and rows of the compressed matrix according
to their information content. As a result, a matrix with a very low rank
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contains disproportionately much information. The result of this can be seen
in table 7.2, the extended zero-cost preconditioner achieves a speed-up of the
factor 4.5 compared to the case without preconditioner.

Comparison with Other Preconditioners

A comparison with other preconditioner algorithms is difficult. For a reliable
comparison, the following conditions must be met: (1) an implementation in the
same framework of all preconditioners under investigation is necessary; (2) all
simulations must be performed on the same hardware; (3) all simulations must
be performed with the same simulation cases. If one of these conditions is not
met, unpredictable effects may occur. Nevertheless, a qualitative comparison
to other preconditioners is given in the following.

First, a comparison of the developed ACA preconditioner with the originally
proposed ACA preconditioner [171] is performed. For the developed im-
plementation a speed-up of 1.6 compared to the case without preconditioner
is observed for a simulation with 1 500 000 unknowns. This is in a good
agreement with the speed-up given in [171], where a speed-up of 1.5 for a
comparable simulation setup is observed. For the medium-size problem of
250 000 unknowns, a speed-up of 2.8 is observed in this work while in [171]
a speed-up of 2.2 for a simulation case with 110 000 unknowns is observed.
The results are in a good agreement. The overall tendency of a decreasing
efficiency for an increasing number of unknowns is clearly observed in both
implementations.

As shown, the performance of the ACA preconditioner can be significantly
improved if it is transferred to the ACA-SVD and SACA algorithms. For a
classification of the results, a comparison is made with other preconditioner
algorithms. A good candidate for a comparison is the preconditioner presented
in [169]. It also uses a FGMRES solver with an inner GMRES and a low
accuracy approximation FMM as preconditioner. For a simulation case with
more than 1 000 000 unknowns, the FMM based preconditioner achieves an
acceleration of ≈ 2.

A second candidate for a comparison is the preconditioner presented in [170].
It is again based on an inner-outer FGMRES solver, but in combination with the
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MLFMM. For a similar simulation setup with more than 1 000 000 unknowns,
the MLFMM based preconditioner in [170] achieves an acceleration of ≈ 4.

For the SACA zero-cost preconditioner, also a speed-up of ≈ 4 is observed
for a comparable simulation case. Therefore, it can be concluded that the
new zero-cost preconditioner for advanced ACA algorithms has a similar or
even better performance as comparable preconditioners. However, a great
advantage of the zero-cost preconditioner compared to other preconditioners is
its simplicity. The implementation of the preconditioner should be possible in
every implementation of the ACA algorithm or its derivatives. Furthermore,
its zero-cost nature is a unique advantage compared to other preconditioner
techniques. Based on the results an additional SVD compression of the ACA
sub-matrices can be highly recommended. The additional compression has
almost no computational overhead, reduces significantly the required memory
and improves the efficiency of the zero-cost preconditioner.

7.4 Implementation and Verification

The presented methods for solving the EFIE are implemented in the program
KarLESSS, which is written in an object-oriented manner in the programming
language C++. For algebraic operations the library Armadillo [174] is used.

An advantage of the ACA based algorithms is the easy implementation for
parallel computing. The developed implementation supports parallelized cal-
culations on multiple cores of shared memory systems as well as on several
devices in distributed memory systems. For a further speed-up, the post-
processing calculations can be accelerated via a GPU. The parallelization is
implemented via OpenMP [175] on shared memory systems and MPI [176]
on distributed memory systems. The GPU routines are implemented in the
CUDA language [177].

In addition, an interface for further post-processing and evaluation operations in
MATLAB, with a large selection of helpful scripts, is provided. The implemen-
tation provides a high flexibility and the possibility for further developments
and optimizations.

In Fig. 7.2, a flowchart for a simulation with KarLESSS is given. A simulation
can be divided into the four major steps: mesh generation, calculation of the
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surface currents by solving of the EFIE, calculation of the physical fields in a
post-processing step and evaluation of the simulation results.

In the first step, the geometry for the object under investigation is defined and
a triangular mesh representing the geometry is generated. In KarLESSS, an
own mesh generator is available. In addition, an interface for external mesh
generators (e.g. NETGEN [178]) is provided.

A special feature of KarLESSS is the support of curved surfaces of arbitrary
order. The internal mesh generator (SurfaceCreator) is especially useful for the
generation of meshes for surfaces which are provided as analytical functions or
as point clouds (point clouds are often the result of synthesis processes). The
SurfaceCreator generates curved meshes of second order with 𝐶1 continuity
over the complete surface (if the surface itself is of 𝐶1 continuity). This is a
very special feature, since state-of-the-art high order mesh generators ensure
𝐶1 continuity only inside a mesh element while 𝐶0 continuity between the
elements is provided.

In the second step, the system matrix for the previously generated meshes is
calculated. The system matrix can be calculated via several different ACA
algorithms (ACA, ACA-SVD, SACA) and for basis functions of different or-
ders. The matrix calculation is very computational intensive and therefore,
implemented in a parallized form and highly optimized. The computation-
ally most intensive step is the evaluation of the Green’s function in the EFIE.
To speed-up this calculation intensive step, a special implementation using
the AVX2 Single Instruction-Multiple-Data (SIMD) instructions [179] for the
exponential function is developed.

In the third step, the system of linear equations is solved. Three different
solving algorithms are implemented in KarLESSS. For small problems up to
several thousands of unknowns, the system of linear equations can be solved by
a direct solver based on the Gaussian elimination. For larger problems (up to
several millions of unknowns), two iterative solvers are available, the GMRES
and the FGMRES. Because neither additional processor capacity nor additional
memory is required for the previously presented ‘zero-cost preconditioner’, the
FGMRES solver with zero-cost preconditioner should be always preferred to
the ordinary GMRES solver.

The surface currents on the investigated geometry are the solution of the EFIE.
From the surface currents, all physical values of interest can be calculated. In
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Figure 7.2: Flowchart of the simulation process with the KarLESSS framework.
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7.5 Dispersion of Helically Corrugated Waveguides

the post processing step, the electromagnetic fields are calculated with equation
(7.3). Since (7.3) can be solved independently for every point of interest, the
post-processing step is a perfect candidate for an acceleration via GPUs, which
are optimized for the parallel execution of many independent calculations.

An important step in the development of simulation programs is the verification
of the developed methods and implementations. In appendix A.3, the electric
fields as well as the ohmic losses simulated with KarLESSS are verified by a
comparison with measurements.

7.5 Dispersion of Helically Corrugated
Waveguides

As presented in chapter 3.1.1, the dispersion of a helically corrugated wave-
guide can be described analytically with the method of perturbation and cou-
pled modes. For example a threefold, right-handed, helical corrugation couples
the right-handed TE2,1 mode with the left-handed TE−1,1 mode. However,
this method provides reasonable accuracy only if the corrugation depth is small
compared to the operating wavelength. For cases that do not fulfill this restric-
tions or for the calculation of the dispersions of higher order modes, alternative
methods based on finite-element eigenmode solvers can be used (see [180] and
[181]).

In [182], the author proposed that the dispersion of a helically corrugated
waveguide can be also efficiently calculated with EFIE based simulation tools
such as KarLESSS. The possibility, provided by KarLESSS, to model the
geometry of the waveguide with high order, curved, triangular patches, allows
a particularly accurate modeling of helically corrugated waveguides without
the requirement of extremely fine meshes. In addition, the benefit of methods
based on the MOM and the EFIE compared to finite-element methods is that
they are devoid of numerical dispersion and dissipation effects.

To calculate the dispersion of a waveguide structure (in general, an arbitrary,
straight waveguide can be investigated) with KarLESSS, simulations of the
waveguide under investigation are performed at different frequencies and the
radial electric field distribution along a line parallel to the 𝑧 axis is taken. With
a spatial Fourier transformation of the field distribution, the axial wavenumber
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7 Simulation Model for Passive Components

𝑘 ∥ is determined. A similar approach is used in [180], however, in combination
with a finite-element solver instead of a EFIE solver.

The accuracy of the simulated 𝑘 ∥ values is mainly influenced by the length
of the simulated waveguide section. A convergence study and comparisons
with finite-element eigenmode solvers have shown that a length of ≈ 100 𝑑 is
sufficient for helically corrugated waveguides at sub-THz frequencies.

On a modern workstation, the simulation of a single frequency point can be
performed in less than 1 minute with the tool KarLESSS. Depending on the
desired resolution, 20-50 frequency points are typically sufficient.

As an example, the dispersion relation for a threefold helically corrugated
waveguide with 𝑅 = 0.534mm, 𝑟 = 0.085mm and 𝑑 = 1.6mm, designed for a
263GHz helical gyro-TWT, is shown in Fig. 7.3. The blue points correspond
to the dispersion simulated with KarLESSS. For a comparison, the dispersion
calculated with a 2D finite-element eigenmode solver [181] is shown in purple.
Both results are in a good agreement.
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Figure 7.3: Dispersion of a threefold helically corrugated waveguide (𝑅 = 0.534mm,
𝑟 = 0.085mm and 𝑑 = 1.6mm), calculated with KarLESSS (blue) and a 2D finite-
element eigenmode solver [181] (purple).
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8 Design of the Feedback System

The amplifier and absorber devices are realized in two separate electron tubes
and, therefore, a feedback system is required to couple them in a feedback
loop. The feedback system has to fulfill several requirements: it must provide
a high bandwidth, low losses and must be suitable for high-power signals.
Because the previous investigation in chapter 6 has shown that a very specific
decoupling factor is required to enable the passive mode-locking regime, a
variable decoupling coefficient is essential. Low back-reflections are also
required (𝑆11 < −30 dB) to prevent the transition from the mode-locked regime
to the generation of chaotic signals.

Due to a lack of available feedback systems, two novel concepts are developed
for the realization of feedback systems for a 263GHz passive mode-locked
oscillator as part of this work (see [183] and [184]).

The initially proposed feedback system, published in [183], is based on a quasi-
optical transmission via a mirror system. While the overall performance of
this mirror based feedback system is sufficient, it has a few disadvantages. The
positioning of the mirrors is quite complicated and the performance is sensitive
to misalignment. All mirrors are located very close together and to increase
the total length of the feedback system, additional mirrors must be added to the
system which further increases the complexity of the system. Furthermore, the
dispersion of the mirrors with sinusoidal grading, that are used as polarization
spitters, limits the bandwidth to ≈ 10GHz.

Therefore, an improved feedback system was designed where all components
are oriented orthogonal to each other (published in [184]). This allows a
realization of the feedback system with corrugated waveguides instead of a
mirror system in free space. A further advantage is the higher bandwidth of
20GHz. In addition, the waveguide-based system can be easily extended to
allow the operation of the coupled devices in alternative regimes of operation
(published in [185]). For example it will be possible to operate the two
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coupled gyro-devices as a two stage amplifier instead of a passive mode-locked
oscillator.

In the first part of this chapter, the requirements that the feedback system has
to fulfill are discussed and the favorable feedback system based on overmoded
waveguides is presented. In the second part, a further advantage of the devel-
oped feedback system is presented: a simple extension allows new regimes of
operation for coupled gyro-devices beyond the passive mode-locking.

8.1 Requirements

The feedback system has to fulfill several requirements to guarantee an opti-
mal performance of the passive mode-locked oscillator. As the output signal
consists of ultra-short pulses (≈ 0.1 ns) of high power (up to 5 kW) at a center
frequency of 263GHz, the feedback system must provide a high bandwidth, a
low dispersion and low ohmic losses. Especially the low dispersion and the
high bandwidth are important requirements, as shown by the investigations in
chapter 2 and chapter 6. Low ohmic losses prevent a reduction of the generated
power (see chapter 2.2.6) and ensure a low thermal loading of the components.
Based on the estimation of the maximal power capabilities of the designed he-
lical gyro-TWTs in chapter 5.1.2, a maximal CW power of 300W is expected.
However, all components should resist a 1 kW CW signal to be safe.

To provide as much flexibility as possible for future experiments, a variable
decoupling coefficient is a prerequisite and an additional tunable delay time
would be favorable. Low back-reflections from the feedback system into the
amplifier (<−30 dB) are essential to prevent the transition from the mode-
locked regime to the generation of chaotic signals [145].

In addition to the previously defined requirements (high bandwidth, low ohmic
losses, low back-reflections, variable decoupling, and tunable delay time) an-
other requirement is essential for a stable operation of the passive mode-locked
microwave oscillator: the decoupling of the output signal should take place
only at the signal path from the absorber to the amplifier. This is important be-
cause a decoupling of a fraction of signal before the saturable absorber would
decrease the saturation effect and therefore increase the total losses in the sys-
tem. For a realization of this requirement, a separation of the signal paths
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8.1 Requirements

Amplifier AbsorberPolarization
Splitter 1

Polarizer

Polarization
Splitter 2

Output
Signal

Feedback-System

(Device 1) (Device 2)

Figure 8.1: Schematic of a feedback system to couple two helical gyro-TWTs with a single input-
output window. The encircled arrows symbolize the polarization of the wave oscillating
in the feedback system.

‘amplifier-to-absorber’ and ‘absorber-to-amplifier’ is required. For this pur-
pose, the polarization characteristic of a helical gyro-TWT in single-window
operation can be utilized. As shown in chapter 3.1.8, the output wave is cross-
polarized to the input wave and therefore, a polarization splitter can be used to
separate the input and output signals. For the actual decoupling of a fraction
of the signal oscillating in the feedback loop the polarization splitter is used in
combination with a tunable polarizer in one of the signal trails. This is shown
in Fig. 8.1.

In the following, the previously introduced Jones calculus (see chapter 3.4.1)
is extensively used to describe the functionality of the feedback system. For
the symbolization of the polarization states from the propagating HE1,1 modes
respectively the Gaussian beams, the following symbols are used for linearly
polarized modes:

=

(
1

0

)
, (8.1)

=

(
0

1

)
. (8.2)
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Right- and left-handed, elliptically polarized modes are given by:

=

(
− 𝑗 cos(Θ)
sin(Θ)

)
, (8.3)

=

(
𝑗 sin(Θ)
cos(Θ)

)
. (8.4)

For Θ = 45◦, a right- respectively left-handed, circular polarization is given.

With the Jones calculus also a very general description of the feedback system
can be given. For this, every element in Fig. 8.1 is replaced by its corresponding
Jones matrix. Starting from the output of the amplifier 𝑒dev1out , the output signal
of the passive mode-locked pulsed oscillator is given by

𝑒out (𝑒dev1out ) = 𝑆1T 𝑃Θ 𝑆2R 𝐷2 𝑆2T 𝑆
1
T 𝑒

dev1
out (8.5)

and the back-coupled signal reads as

𝑒dev1in (𝑒dev1out ) = 𝑆1R 𝑃Θ 𝑆2R 𝐷2 𝑆2T 𝑆
1
T 𝑒

dev1
out . (8.6)

Since the two equations above differ only in whether the signal is transmitted
or reflected at the polarization splitter 1, the polarizer determines the fraction
𝐾out
Θ

of the power which is decoupled from the oscillator. The following
relation holds:

𝐾out
Θ (𝑒dev2out ) = ∥𝑆1T 𝑃Θ 𝑆2R 𝑒dev2out ∥2 . (8.7)

8.2 Feedback System via Overmoded Waveguides

In the following, a waveguide based feedback system is presented (first pub-
lished in [184]) that fulfills all previously discussed requirements. All compo-
nents in the feedback system are oriented orthogonal to each other which allows
a simplified alignment and handling. In addition, the orthogonality allows a
tunable delay time which is difficult in alternative, mirror-based feedback sys-
tems, e.g. [183]. A schematic of the designed feedback system is shown in
Fig. 8.2.
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Device 1 Device 2

Port 1

Output

Amplifier Absorber

Miter BendPolarizing Miter Bend 1
(orientation �)

Polarizing
Beam Splitter 1 + 2Corrugated

Circular Waveguide

Waveguide Gap

Figure 8.2: Amplifier and absorber devices working with single input-output window coupled by
corrugated, overmoded waveguides. The encircled arrows symbolize the polarization
of the HE1,1 mode.

A key feature of the developed feedback system is its realization within a
waveguide transmission line. The output signals of the electron tubes are
directly fed into the overmoded, corrugated, cylindrical waveguides. In the
waveguides, the wave propagates as a linearly polarized HE1,1 mode. The
output polarization of the amplifier is chosen such that it is transmitted by both
polarizing beam splitters, while the cross-polarized output from the absorber is
reflected. As polarizing beam splitters, wire-grid splitters (see chapter 3.4.2)
are used.

To decouple a fraction of the signal oscillating in the feedback loop, one of
the polarizing beam splitters is used in combination with a tunable polarizing
miter bend. In a polarizing miter-bend, the flat mirror of a ordinary miter bend
is replaced with a polarizing phase grid (see chapter 3.4.3). In the developed
design, a reflective phase grid with rectilinear grating is used. The polarizer
creates an elliptically polarized HE1,1 mode from the incident linearly polar-
ized one. The elliptically polarized HE1,1 mode can be seen as a superposition
of two cross-polarized, linearly polarized modes with a phase shift. Conse-
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quently, the polarizing beam splitter separates the linearly polarized modes and
a fraction of the signal, depending on the polarization, can be decoupled from
the feedback loop.

Starting from the output of the amplifier, the Jones calculus for the output
signal of the passive mode-locked oscillator is given by

𝑒out (𝑒dev1out ) = 𝑆1T 𝑃1
Θ 𝑃

2
0◦ 𝑆

2
R 𝐷

2 𝑆2T 𝑆
1
T 𝑒

dev1
out (8.8)

and the back-coupled signal reads as

𝑒dev1in (𝑒dev1out ) = 𝑆1R 𝑃1
Θ 𝑃

2
0◦ 𝑆

2
R 𝐷

2 𝑆2T 𝑆
1
T 𝑒

dev1
out . (8.9)

As it can be seen from (8.8), the fraction of power that is decoupled from the
feedback loop depends on the orientation Θ of the polarizing phase grid. By
an adjustment of Θ, the power decoupling can be precisely adjusted which is a
basic requirement for the feedback system.

8.2.1 Waveguide

For the transmission line, an overmoded, circular waveguide with a rectan-
gular corrugation is used (Fig. 8.3). For the expected signal with a center
frequency around 263GHz and a maximum CW power of 1 kW, a waveguide
with a diameter of 22mm and a rectangular corrugation with 𝜆/4 = 0.285mm
corrugation depth, 0.38mm corrugation period and 0.15mm tooth width is
sufficient. Such a waveguide allows a low-loss transmission of the expected
broadband, high-power signal. A similar waveguide, made of copper, is used in
[186] as a transmission line in a DNP-NMR experiment to guide the microwave
radiation from a gyrotron to the spectrometer. They measured an upper limit
for the attenuation of −24 dB/m.

As shown in chapter 6, the pulse repetition frequency for a passive mode-locked
oscillator operated in the hard excitation regime it determined by the delay time.
Consequently, a tunable delay time would be a preferable feature for a passive
mode-locked microwave oscillator. Since the delay time is determined by the
time a signal requires for a single pass through the complete feedback loop, a
tunable delay time can be realized over a variable length of the transmission
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R

w1 w2

h

Figure 8.3: Schemata of a corrugated, cylindrical waveguide, with radius 𝑅, corrugation depth ℎ,
corrugation period 𝑤1 and corrugation width 𝑤2.

line. As the group velocity of a HE1,1 mode in an oversized waveguide
is approximately the speed of light, an increase of the delay time of 1 ns
corresponds to an increase of the signal path of 30 cm. Due to the known
fact that the HE1,1 mode can be transmitted very effectively over small gaps
in overmoded waveguides, the simplest approach is to cut the waveguides to
create a gap between them. The transmission parameter of a HE1,1 mode over
a gap can be approximated with the following equation [187]:

𝑆21 ≈ −1.7
(
𝐿𝜆

2𝑅2

) 3
2

dB . (8.10)

Here, 𝐿 is the length of the gap, 𝜆 the wavelength of the wave and 𝑅 the
waveguide radius.

Since the amplifier and absorber devices are large and complex structures (the
electron tube + cooling system + superconducting magnet + voltage supply),
they cannot be moved in a simple way. Therefore, the only possible position for
a tunable waveguide gap is in the signal path ’absorber-to-amplifier’, between
the miter bends and the polarisation splitters (see Fig. 8.2). The gap can be
varied by moving the two miter bends.

Eq. (8.10) is plotted for a frequency of 263GHz and varying lengths of the
gap in Fig. 8.4. It can be clearly seen that for an increase of the delay time by

211



8 Design of the Feedback System

1 ns (two gaps of 15 cm), the attenuation would be unacceptable high. Only a
small tunable delay of up to 0.25 ns is realizable with this concept. If a higher
tunability is required, a more complex solution would be necessary.
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Figure 8.4: Transmission of a HE1,1 mode at 263GHz over a gap in a corrugated waveguide with
diameter 22mm (based on [184]).

8.2.2 Broadband Polarization Splitter

For the separation of two linearly, cross-polarized HE1,1 modes, several ap-
proaches are possible (see chapter 3.4.2). While in the mirror based feedback-
system [182] the signal paths are separated by sinusoidal grated mirrors, the
favorable technology for a waveguide based feedback system is a wire-grid
splitter. The main advantage of the wire-grid splitter compared to the sinu-
soidal mirrors is that it can be directly used in a 4-port configuration as required
in the proposed design (see Fig. 8.5). In contrast to wire-grid splitters in optical
applications, an all-metal design can be used at sub-THz frequencies.

For the optimization of the polarization splitter, 3D full-wave simulations of
the complete polarization spitter, including the corrugated waveguides, are
performed with KarLESSS. As the waveguide diameter is given (22mm) the
remaining parameters for the optimization are the radius 𝑑r and the spacing
𝑑 of the wires. The main focus in the optimization procedure is paid to a
high transmission because the high-power output signal of the amplifier has
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Wire-Grid

Corrugated Waveguide

3

21

4

Figure 8.5: Wire-grid polarizing beam splitter in a 4-port configuration. In red the signal path
’amplifier-to-absorber’; in blue the signal path ’absorber-to-amplifier’ (adapted from
[184]).

to be transmitted through two splitters before it is injected into the saturable
absorber. An optimal signal separation is less important in this setup. Only at
the signal path ‘absorber-to-amplifer’, a good signal separation is important to
prevent a parasitic feedback. However, since two polarization splitters are on
the ‘parasitic’ signal path, even a low signal separation of for example −15 dB
would result in a total suppression of −30 dB.

The transmission increases with a decreasing diameter of the wires. As the
wire diameter is mainly limited by the thermal loading caused by ohmic losses,
it is set to a value of 0.1mm which should be safe for the maximum estimated
signal power of 1 kW.

In Fig. 8.6, the 𝑆-parameters for an input signal at port 1 (port-numbering as in
Fig. 8.5) are plotted for different wire distances. As expected, the transmission
increases with an increasing distance between the wires. This applies until 𝑑
exceeds a certain limit and the grid becomes a diffraction grid. Based on the
shown parameter sweep over the wire spacing and an additional sweep over the
frequency (263± 5GHz) a wire distance of 𝑑 = 0.15mm is chosen as optimal.

The optimized polarization splitter achieves a high transmission of −0.04 dB
in the transmission path and of −0.08 dB in the reflection path. The back

213



8 Design of the Feedback System

0.1 0.15 0.2 0.25 0.3
d (mm)

-0.5

-0.4

-0.3

-0.2

-0.1

0

S
3
1
 (

d
B

)

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

S
 (

d
B

)

S
31

S
11

S
21

S
41

(a)

0.1 0.15 0.2 0.25 0.3
d (mm)

-0.1

-0.08

-0.06

-0.04

-0.02

0

S
2
1
 (

d
B

)

-60

-50

-40

-30

-20

-10

0

S
 (

d
B

)

S
21

S
11

S
31

S
41

(b)

Figure 8.6: Simulated 𝑆-parameter for a wire-grid polarization splitter in a corrugated waveguide
with diameter of 22mm for different wire distances 𝑑 and a wire diameter of 0.1mm.
(a) for the reflection path; (b) for the transmission path.

reflections are below −30 dB. The parasitic power leak to the other ports is
below −20 dB in the transmission path and below −17 dB in the reflection path
which is sufficient for our propose.

To avoid breakdowns, the maximal field strength occurring at the polarization
splitter is controlled in a final step. In Fig. 8.7, the simulated electric fields for
the reflection and transmission paths are shown. It is clear that in the reflection
path the field strength is increased due to the interference of the incident and
reflected beams. The simulation gives a maximum value of 0.225 kV/m for a
1W input signal which corresponds to 10.1 kV/m at an input power of 2 kW.
This electric field strength is uncritical.

For miter bends it is well known that the lowest ohmic losses occur for an
incident H-plane polarized wave [188]. Since the wire grid polarization splitter
in the reflection path behaves similar to a miter bend, the ohmic losses can
be reduced by a clever choice of the polarization: The wire grid polarization
splitters are chosen such that an E-plane polarized wave is transmitted and a
H-plane polarized wave is reflected. This choice not only reduces the ohmic
losses at the polarization spitters but also at the miter bend and the polarizing
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miter bend. The calculated ohmic losses for an incident H-plane polarized
wave at the polarization splitter is −30 dB.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 (a.u.)

Figure 8.7: Electric field in the designed wire-grid polarizing beam splitter for a 263GHz input
signal: transmission path (left); reflection path (right). Simulations performed with
KarLESSS.

8.2.3 Broadband Polarizer

To decouple a fraction of the signal oscillating in the feedback loop, the polar-
ization splitter is used in combination with a tunable polarizer in the signal trail
‘abosorber-to-amplifier’. The polarizer creates an elliptically polarized HE1,1

mode from the incident linearly polarized one. Since the elliptically polarized
HE1,1 mode is equivalent to a superposition of two linearly, cross-polarized
modes with an additional phase shift, the previously described polarization
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splitter separates these linearly polarized modes and a fraction of the beam is
decoupled from the feedback loop while the remaining fraction is fed back into
the amplifier.

The polarizer is realized as a polarizing miter-bend. In a polarizing miter bend,
the flat mirror of an ordinary miter bend is replaced with a polarizing phase
grid. In the developed design, a reflective phase grid with rectilinear grating
is used (see chapter 3.4.3). The grating can be characterized by the width 𝑤2,
height ℎ and period 𝑤1 of the grid (Fig. 3.18).

A requested property of the feedback system is a tunable decoupling of the
output signal. Consequently, a tunable polarizer is required. In the proposed
polarizing miter bend the generated polarization can be adapted if a rotatable
grid is installed. By a variation of the angle Φ between the phase grid and
the polarization plane of the incident wave, the fraction of power in the cross-
polarized linear components can be controlled. In the used coordinate system,
an angle of Φ = 90◦ does not change the polarization of an incident wave with
𝑃𝑥 = 1 and 𝑃𝑦 = 0 or 𝑃𝑥 = 0 and 𝑃𝑦 = 1. Although the preliminary investiga-
tions of passive mode-locked oscillators based on the HME (see chapter 2) and
a comparison with mode-locked lasers suggest that only a small fraction of the
oscillating signal can be decoupled at every round-trip, a tunable decoupling
factor from at least 0-0.6 is demanded. This is motivated by the possibility to
reach high gains in helical gyro-TWTs which could probably allow a higher
decoupling than in lasers.

To minimize effects of the polarizer on the ultra-short pulses, a bandwidth
of at least 10GHz is demanded. As the optimal parameters for a reflective
phase grid with high bandwidth are not available from analytical formulas,
the numerical optimization routine described in chapter 3.4.3 is used to find a
grid with a suitable broadband behavior. As result of the optimization process,
the following parameters for a broadband reflective phase grid are obtained:
𝑤1 = 0.5mm, 𝑤2 = 0.2mm and ℎ = 0.28mm.

To verify the developed design, 3D full-wave simulations of the final polarizing
miter bend are performed with KarLESSS. In Fig. 8.8, selected examples of
these simulations are shown. The fraction of power 𝑃x,y in the 𝑥- and 𝑦-
polarized HE1,1 modes for various orientations Φ of the tunable polarizing
miter bend is shown in Fig. 8.8a. The designed polarizing miter bend provides
a high flexibility to tune the power decoupling in a wide range from 0 up to
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Figure 8.8: Full-wave simulation results of the optimized polarizing miter bend for different ori-
entations Φ of the reflective phase grid. (a) power in 𝑥- and 𝑦-polarized fractions (𝑃x
and 𝑃y); (b) ohmic losses.

0.7. The previous interaction simulations in chapter 6 have shown that for the
designed helical gyro-TWT amplifier and absorber a power decoupling factor
in the range of 0.26 to 0.64 is sufficient.

In Fig. 8.8a, the results for three frequencies are shown: 258GHz, 263GHz
and 268GHz. It can be seen that the polarizer has a good broadband behavior.
In particular for angles smaller than 40◦, the frequency dependence is low.
For higher angles, the frequency dependence slightly increases. This is an
expected behavior. For Φ = 0◦, the incident wave is reflected at the ‘top’ of
the reflective grid. Consequently, the reflective grid just acts as an ordinary
flat mirror and no dispersive effects occur. For an increasing Φ, an increasing
fraction of the power is reflected on the ‘bottom’ of the reflective grid and
as a consequence a phase difference Δ𝜙 between the components reflected at
the top and the bottom of the grid are introduced (that is the basic principal
of the polarizer). Since the introduced phase difference Δ𝜙 depends on the
wavelength, it is strongly dispersive. As a result, the strongest dispersive effects
occur for angles Φ where the fraction of ‘top-reflected’ and ‘bottem-reflected’
field is approximately equal.
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It should be noted that the maximum/minimum of the curves in Fig. 8.8a are
not exactly at Φ = 45◦. The reason for this is that instead of an incident plane
wave and an ideal polarizer of infinite size, a HE1,1 mode in a miter bend
is investigated. Therefore, low field components deviating from the axis of
polarization exist which causes the observed shift (even a frequency dependent
shift) in Φ.

The calculated ohmic losses on the polarizer are shown in Fig. 8.8b. As
expected, they depend on the orientationΦ of the polarizer. A comparison with
measurements of ohmic losses at polarizers in [188] shows a good agreement
of the observed Φ dependency. For the important orientations (Φ ∈ [0◦, 40◦]),
the ohmic losses are in an acceptable range, below −25 dB. The calculated
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Figure 8.9: Electric field in the designed polarizing miter bend for a 263GHz input signal. Simu-
lation performed with KarLESSS.
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back-reflections are consistently low (≈ −40 dB) for a wide frequency band of
20GHz around the center frequency of 263GHz.

To avoid breakdowns, the maximal field strength occurring at the polarizer
is controlled in a final step of the design process. In Fig. 8.9, the simulated
electric field for Φ = 30◦ (𝑃𝑥 = 𝑃𝑦 = 0.5) is shown. The simulation gives a
maximum value of 2 kV/m for a 1W input signal which corresponds to 90 kV/m
at a power of 2 kW.

8.2.4 Performance of the Complete Feedback System

In order to obtain information about the mode content, the complete system
must be simulated. Therefore, a complete feedback system is assembled by
the previously presented components. To reduce the computational effort of
this challenging simulation, the simulated feedback system is reduced to a
minimum-size version where the straight waveguide sections are as short as
possible. However, even the minimum-size version results in a simulation with
2 · 106 unknowns. On a dual-socked server with AMD EPYC 7452 Processors
such a simulation with KarlESSS required 5 h. A HE1,1 mode content of
98.5% is obtained for the signal path ‘amplifier-to-absorber’ and of about
96% for signal path ‘absorber-to-amplifier’ (for the signal at the amplifier port
as well as at the output port).

To verify the simulated values of the HE1,1 mode content, the approximation
formula (8.10) can be used [187]. Although the equation describes a gap in a
waveguide, it can be also used to calculate the power lost in the HE1,1 mode
caused by mode coupling to other modes and refraction in the miter bends.
This is possible because the mode losses in a miter bend can be described by
an equivalent gap with the length of 2𝑅 in the waveguide [189]. Since there are
two waveguide gaps in the signal path ‘amplifier-to-absorber’, and four miter
bends in the signal path ‘absorber-to-amplifier’, the expected mode contents
based on (8.10) are 97.4% respectively 95.0%. These values are in a good
agreement with the simulated values.
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Figure 8.10: Full-wave simulations of a complete, minimum-size feedback system for a 263GHz
input signal. (a) Signal path ‘amplifier-to-absorber’; (b) signal path ‘absorber-to-
amplifier’.

8.3 Additional Operation Modes

During the studies of the previously designed passive mode-locked oscillator,
the author recognized that a simple extension to the developed, waveguide
based feedback system would provide a range of new operating scenarios
for the two coupled electron tubes. Therefore, in [185], an extension of the
previously designed feedback system was proposed. This extension allows the
input of an external signal into the feedback system.

First of all, this allows the operation of the passive mode locked oscillator in
the hard excitation regime. In the hard excitation regime, the passive mode
locked oscillator is started by an external signal rather than from noise. As
shown in the chapter 6, the hard excitation guaranties the highest coherence
of the generated pulses. However, the interaction simulations have shown that
a very high excitation power is required that is not available up to now. An
alternative method for the hard excitation was therefore presented in chapter 6.5
that uses an high-gain helical gyro-TWT. Nevertheless, the possibility to inject
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external signals into a passive mode-locked oscillator, provided by the extended
feedback system, will be briefly discussed in the following.

In addition to the operation as passive mode-locked oscillator, the extended
feedback system will allow completely new scenarios for coupled gyro-devices.
First of all, the coupled electron tubes could be operation as a two-stage
amplifier. Here, two different configurations are possible: On the one hand,
the original functionality of the components can be retained, the amplifier is
operated as amplifier and the saturable absorber as saturable absorber. In this
case, a low power input signal is first amplified while the absorber can be used
either as a pulse compressor or to reduce low power noise. On the other hand,
the helical gyro-TWT absorber can be operated as an amplifier. This allows
a two-stage high-power amplifier, similar to the systems in [148]. However,
the system presented in this work has a significant advantage: While in [148]
the input signal is fed into the first amplifier stage by an state-of-the-art input
coupler (see schemata of a helical gyro-TWT in Fig. 3.1), in the proposed
system the input signal is inject via an overmoded waveguide which could
reduce losses.

Furthermore, the system can be operated as a high-power sub-THz CW oscil-
lator. For this, at least one of the electron tubes must be operated as BWO.
In order to achieve higher frequency stability, the extended feedback system
provides the possibility of injecting a locking signal for a phase locking of the
oscillator.

In Fig. 8.11, the extended feedback system is shown. Two extensions to the orig-
inal feedback system (see Fig. 8.2), are made: (1) The waveguide T-junction
at the second polarizing beam splitter is replaced by a crossover, similar to the
existing one at the first polarizing beam splitter. This adds an additional wave-
guide port which can be used either as an input or an additional output port,
depending on the operation regime. (2) The ordinary miter bend is replaced
by a polarizing miter bend, identical in construction to the existing polarizing
miter bend. These two extensions enable a variety of new operating regimes
for the system of two coupled gyro-devices. In the following they are discussed
in detail.
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Device 1 Device 2

Port 1

Output

Amplifier Absorber

Polarizing Miter Bend 1
(Orientation �1)

Polarizing
Beam Splitter 1 + 2Corrugated

Circular Waveguide

Waveguide Gap

Port 2

Input

Polarizing Miter Bend 2
(Orientation �2)

Figure 8.11: An extended version of the feedback system proposed in chapter 8.2 with an additional
input/output port and a second polarizing miter bend (highlighted in red).

8.3.1 Operation in the Hard Excitation Region

As discussed previously, the passive mode-locked oscillator can be operated in
both soft and hard excitation. For the operation in hard excitation, at the start-
up of the oscillator, an initial pulse has to be injected into the oscillator. In the
extended feedback system, this can be done through the new waveguide port 2.
This is shown in Fig. 8.12. The initial pulse must be horizontally polarized
(𝑒x) so that it is transmitted by the polarization splitter 2. The polarizing miter
bend 2 is adjusted at Θ2 = 0◦ so that the incident wave does not change its
polarization at the polarizing miter bend 2 and therefore, it behaves as a usual
miter bend.

However, it is not possible to feed the complete power of an excitation signal
into the oscillator. While in the soft excitation regime the polarizing miter
bend 1 only determines the fraction 𝐾out

Θ
of the oscillating signal which is

decoupled from the oscillator, in the hard excitation it also determines the
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Device 1 Device 2

Port 1

Output

Amplifier Absorber

Polarizing Miter Bend 1
(Orientation �1)

Polarizing
Beam Splitter 1 + 2Corrugated

Circular Waveguide

Waveguide Gap

Port 2

Input

Polarizing Miter Bend 2
(Orientation �2=0°)

Figure 8.12: Amplifier and saturable absorber coupled as passive mode-locked oscillator. The
extended design allows the input of a start-up signal to operate the passive mode
locked oscillator in the hard excitation regime. Based on [185].

fraction 𝐾 in
Θ

of the excitation signal that could be coupled into the oscillator.
Utilizing the Jones calculus, expressions for 𝐾 in

Θ
and 𝐾out

Θ
can be given:

𝐾 in
Θ (𝑒p2in ) = ∥𝑆1R 𝑃1

Θ 𝑃
2
0◦ 𝑆

2
T 𝑒

p2
in ∥2 , (8.11)

𝐾out
Θ = 1 − 𝐾 in

Θ . (8.12)

It would be conceivable to choose Θ1 such that for the start-up phase of the
oscillator no output signal is decoupled of the feedback loop. This would allow
to feed the complete excitation signal into the amplifier. Nevertheless, only
sub-THz sources with very low power are available and the excitation of passive
mode-locking by an external signal seams to be unrealistic. A more realistic
method for the hard excitation was therefore presented in chapter 6.5 that uses
a high-gain helical gyro-TWT. However, future research could maybe identify
scenarios where the injection of an external signal into a passive mode-locked
oscillator could be of interest.
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8.3.2 New Type of Two-Stage Amplifier

In addition to the original purpose as a passive mode-locked oscillator, the
operation as a two-stage amplifier is enabled by the possibility to feed an
external signal into the extended feedback system. A schemata of the two-
stage amplifier operation is shown in Fig. 8.13.

Two possible configurations exist for the two-stage amplifier. First, the orig-
inal purpose of the electron tubes can be retained. In a two-stage amplifier
consisting of an amplifier and a saturable absorber, the absorber reduces low
power noise and works as a pulse compressor. In an alternative configuration,
the absorber could be operated as an amplifier instead of an absorber. If the
absorber is realized as a helical gyro-TWT this is particularly simple since a
helical gyro-TWT absorber is just a detuned amplifier [55]. In the case of a
cyclotron absorber this depends on the used electron gun. If a CUSP-gun is
used, the cyclotron absorber could be also operated as a conventional gyro-
TWT with a gyrating, halo electron beam. In this way, a two-stage, high-power
amplifier, similar to the system presented in [148] could be realized.

Device 1 Device 2

Port 1

Output

Amplifier Amplifier

Polarizing Miter Bend 1
(Orientation �1=45°)

Polarizing
Beam Splitter 1 + 2Corrugated

Circular Waveguide

Waveguide Gap

Port 2

Input

Polarizing Miter Bend 2
(Orientation �2=45°)

(High Power)

Figure 8.13: Two coupled gyro-devices with single input-output window, operated as a two-stage
amplifier system to achieve a higher gain and output power. Based on [185].
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A considerable advantage of the proposed two-stage amplifier system compared
to the system in [148] is the inject of the input signal via an overmoded wave-
guide. The manufacturing of a classical input coupler (e.g. [190]) with typical
dimensions below the vacuum wavelength of the signal, can be a challenging
problem for sub-THz frequencies. This is eliminated by the input through
overmoded waveguides. A further problem of conventional input couplers are
the high losses. Typical input couplers offer only a transmission in the order
of −1 dB [190]. Furthermore, a second broadband vacuum window is neces-
sary for classical input couplers which leads to additional losses (transmission
on the order of −0.5 dB [191]). Feeding via overmoded waveguides has the
potential of achieving lower losses. Existing high-power gyrotron amplifiers
for sub-THz frequencies are mostly limited by the available power of the input
signal (e.g. [192]). Therefore, a reduction of the input losses could directly
lead to a higher output power.

For the operation as an amplifier system, the additional polarizing miter bend
(see Fig. 8.11) becomes necessary. The low power input signal is injected
through the new waveguide port 2, similar as for the passive mode-locked
oscillator in the hard excitation. The Jones calculus for the input path is:

𝑒dev1in (𝑒p2in ) = 𝑆
1
R 𝑃

1
45◦ 𝑃

2
45◦ 𝑆

2
T 𝑒

p2
in . (8.13)

The input signal 𝑒p2in must be horizontally polarized so that the wave is trans-
mitted by the polarizing beam splitter 2. The two polarizing miter bends must
be oriented in such a way that the polarization of an incident linearly polarized
wave is rotated by 90◦ after the transmission through both polarizing miter
bends. Then the wave is reflected at the polarizing beam splitter 1 and a hor-
izontally polarized input signal is completely fed into the amplifier (device 1
in Fig. 8.13). The output of device 1 is transmitted through both polarization
splitters in the usual way and is fed into device 2.

For device 2, there are two possible operation modes: It can still be operated
as a saturable absorber or, it can be operated as a second amplifier. Regardless
of the operation regime, its output signal is first reflected by the polarizing
beam splitter 2 and subsequently its polarization is rotated by 90◦ by the two
polarizing miter bends. Thus, the signal is now transmitted by the polarization
splitter 1. The Jones calculus for the complete signal path is:

𝑒
p1
out (𝑒

p2
in ) = 𝑆

1
T 𝑃

1
45◦ 𝑃

2
45◦ 𝑆

2
R 𝐷

2 𝑆2T 𝑆
1
T 𝐷

1 𝑒dev1in (𝑒p2in ) . (8.14)
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8.3.3 Operation as a CW Source

In state-of-the-art DNP-NMR experiments, gyrotrons are used as high power
CW sources [3], [37]. Gyrotrons are oscillators and provide a high-power CW
signal without the requirement of an external source. It would be advanta-
geous if the passive mode-locked oscillator could be operated in an alternative
regime where it serves as a frequency tunable CW source for CW DNP-NMR
applications. For this purpose, the fact that a helical gyro-TWT can be oper-
ated as an electronically tunable gyro-BWO [41], [193] is used. Due to the
helical symmetry of the waveguide and the used large-orbit electron beam, the
excitation of a wave with a negative group velocity (with respect to the motion
of the electron beam) is possible.

For the gyro-BWO configuration, a helical gyro-TWT is operated with a static
magnetic field of the inverse direction compared to the amplifier/absorber
configuration [193]. By an adjustment of the magnetic field magnitude, the
oscillation frequency can be varied smoothly. A broad frequency tuning band,
on the order of the bandwidth of the amplifier operation [194], will be possible
for a helical gyro-BWO. Because of this high frequency tunability, a CW
source based on a helical gyro-BWO could be advantageous for DNP-NMR
experiments compared to a gyrotron with a tunable frequency of only several
hundred MHz [39].

As shown in chapter 5, the helical gyro-TWTs of a passive mode-locked oscil-
lator have usually a shorter interaction space than ordinary helical gyro-TWTs
for radar applications. This favors the additional operation of the devices as a
BWO [193].

In Fig. 8.14, the configuration for BWO operation of device 1 is shown. In this
case device 2 remains switched off. Special attention should be paid to the
fact that the input and output ports of the feedback system have been swapped,
compared to the amplifier and passive mode-locked oscillator configurations.
This results from the fact that in the BWO operation the generated output
mode of a helical gyro-TWT is cross polarized to the usual output mode in the
amplifier/absorber operation. The corresponding Jones calculus for a BWO
operation of device 1 is:

𝑒
p2
out (𝑒

dev1
out ) = 𝑆2T 𝑃2

45◦ 𝑃
1
45◦ 𝑆

1
R 𝑒

dev1
out . (8.15)
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Device 1 Device 2

Port 1

Off

BWO Off

Polarizing Miter Bend 1
(Orientation �1=45°)

Polarizing
Beam Splitter 1 + 2Corrugated

Circular Waveguide

Waveguide Gap

Port 2

Output

Polarizing Miter Bend 2
(Orientation �2=45°)

Figure 8.14: Device 1 is operated as a free running BWO. In a similar manner, device 2 can be
operated as a BWO. Based on [185].

In the configuration shown in Fig. 8.14, device 1 is operated as gyro-BWO.
However, it is also possible to operate device 2 as a BWO. In this case device 1
remains switched off. Since device 2 is designed in such a way that input
and output signals are cross-polarized to the input/output signals of device 1,
the generated RF power is first transmitted by the two polarization splitters
and coupled into device 1. The polarization of the wave is rotated by 90◦ by
device 1 and the wave leaves the system via port 2 as shown in Fig. 8.14. The
Jones calculus for the operation of device 2 as a BWO is given by:

𝑒
p2
out (𝑒

dev2
out ) = 𝑆2T 𝑃2

45◦ 𝑃
1
45◦ 𝑆

1
R 𝐷

1 𝑆1T 𝑆
2
T 𝑒

dev2
out . (8.16)

Aside from the operation as a simple BWO, the proposed system offers the
possibility to feed in a locking signal. This makes it possible to operate a
phase-locked oscillator instead of a free-running oscillator [195]–[197]. Due
to the high frequency stability requirements of many spectroscopy applications,
this could be an important feature. In Fig. 8.15, it is shown how a locking signal
is fed into the BWOs. Regardless of which device (device 1 or 2) is used as
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a BWO, the input of a locking system is possible with the proposed feedback
system.

The interested reader will have noticed that in Fig. 8.15 both devices are active
and operated as BWOs. This is a special case: both components are operated as
BWOs at the same time. Due to a lack of powerful RF sources in the sub-THz
range, the generation of a locking signal could be challenging. Therefore, it is
proposed to operate device 2 as a BWO-based amplifier [198], to pre-amplify
the locking signal so that device 1 can be operated as an injection-locked BWO.
It must be underlined that it is not possible to use device 2 as a normal amplifier
operating with a forward traveling mode, because of the inverted requirements
for the polarization of the input/locking signal in the BWO operation of device 1.
The Jones calculus for the complete signal path from the input of the locking
signal until the output is given by:

𝑒dev2in (𝑒p1in ) = 𝑆
2
R 𝑃

2
45◦ 𝑃

1
45◦ 𝑆

1
T 𝑒

p1
in , (8.17)

𝑒dev1in (𝑒p1in ) = 𝑆
1
T 𝑆

2
T 𝐷

2 𝑒dev2in (𝑒p1in ) , (8.18)
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T 𝑃
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45◦ 𝑃

1
45◦ 𝑆

1
R 𝐷

1 𝑒dev1in (𝑒p1in ) . (8.19)

Last but not least, it should be mentioned that an operation of both devices
as BWOs without an external locking signal could also be of interest (see for
example [199]). In such a configuration, the output of device 2 is always fed
completely into device 1, while an arbitrary fraction of the output from device 1
can be coupled back into device 2. This fraction can be easily controlled via the
adjustable polarizing miter bend 2 (𝑃2

Θ
). Such a system of coupled, carefully

adjusted oscillators could probably offer higher frequency stability compared
to a free running BWO without the requirement of an external locking signal.
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Device 1 Device 2
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Input
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Polarizing Miter Bend 1
(Orientation �1=45°)
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Polarizing Miter Bend 2
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Figure 8.15: Device 1 is operated as a locked BWO while device 2 is operated as a backward-wave
amplifier to pre-amplify the locking signal. Based on [185].

8.4 Conclusion

It can be concluded that the developed feedback system fulfills all the require-
ments to realize a passive mode-locked oscillator at 263GHz. The presented
concept is simple to implement and flexible. In addition, it offers a wide range
of additional operation regimes for two coupled gyro-devices, far beyond the
operation of a passive mode-locked oscillator. These new possibilities could
make such a system of coupled gyro-devices a very interesting, new high-power
RF source for spectroscopy applications.

Whether it is possible to realize all previously described operation regimes
with identical gyro-devices is still an open question. For the realization of
the additional operation regimes it would be advantageous if the absorber is
realized as a helical gyro-TWT. The cylindrical interaction space of a cyclotron
absorber would offer only very rudimentary possibilities of an additional op-
eration as amplifier or BWO while the helical interaction space of a helical
gyro-TWT is better suited for additional operation regimes.

229



8 Design of the Feedback System

In any case, the desired additional modes of operation should be considered
during the design phase of the tubes. Then it is quite likely that a tube design
can be found that supports the operation of the coupled devices in multiple
operation regimes.
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In this work, a novel source of coherent ultra-short high-power pulses is in-
vestigated for the first time at sub-THz frequencies. The proposed source will
enable new pulsed spectroscopy methods such as pulsed DNP-NMR for which
powerful sub-THz pulses with highest coherency are required.

The developed pulsed source is based on the principle of passive mode-locking
of two electron tubes [4]. As part of this work, an extended passive mode-
locked oscillator is proposed that allows an operation in the hard excitation for
the first time. As shown in this work, the operation in the hard excitation regime
is of particular importance to reach the highest coherency of the generated
pulses. In addition, the extended passive mode-locked oscillator will enable
the generation of specific pulse sequences in addition to the generation of
pulses with constant repetition frequency. This could be of particular interest
for novel pulsed DNP-NMR methods where well-defined pulse sequences are
required [7], [149].

Further benefits for future spectroscopy applications are provided by a novel
feedback system [184]. The developed feedback system enables alternative
operation regimes for the two coupled helical gyro-TWTs of the passive mode-
locked oscillator. Besides the original purpose, the developed feedback system
allows the realization of a two-stage amplifier and the possibility of operating
the devices as frequency tunable, phase-locked BWOs. These new possibilities
could make such a system of coupled helical gyro-TWTs a very promising new
high-power RF source for spectroscopy applications.

The investigated frequency of 263GHz, an established figure for CW DNP-
NMR applications, will allow an easy integration of the new source into existing
setups to enable novel spectroscopy experiments [1]–[3].

For a general investigation of the passive mode-locking mechanism and a
derivation of the basic parameters for a passive mode-locked oscillator at sub-
THz frequencies, the Haus Master Equation (HME) was used which is a well
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known method from laser physics. The studies based on the HME have shown
that the high gains of typical electron tube amplifiers, such as used in radar
applications, are obstructive for passive mode-locked oscillators. Therefore, an
atypically short helically corrugated interaction region was designed and two
different operation points were identified. While one of the operation points,
the so called synchronized operation regime, is a typical operation point for
helical gyro-TWTs in radar applications, the second operation point, the so
called slippage operation regime, is optimal for the amplification of sub-ns
pulses.

Prior to this work, all investigations of passive mode-locking in electron tubes
were limited to frequencies up to the Ka-band. At these frequencies, the
slippage operation regime was already identified as a preferable operation
point [67] for a passive mode-locked oscillator based on a helical gyro-TWT
as an amplifier device. The simulations performed as part of this work have
shown that this also applies to the sub-THz frequency range. To facilitate a
later verification of these theoretical results by experiments, the interaction
region as well as the two operation points were chosen such that both operation
regimes can be realized by the same helical gyro-TWT.

As saturable absorber, two options were designed: (1) a so called cyclotron
absorber with circular interaction region and rectilinear electron beam; (2) a
helical gyro-TWT which is operated in the so called Kompfner dip regime.
Observations of Ginzburg et al. [59] have suggested possible instabilities when
using the latter. However, the performed simulations have shown that at sub-
THz frequencies the helical gyro-TWT absorber can be successfully used and
therefore is a preferred choice because of the reduced requirements for the
magnetic field and due to the versatile possibilities that two coupled helical
gyro-TWTs offer in combination with the proposed feedback system.

In a systematic study, it was shown that a feedback loop of the designed helical
gyro-TWT operated in the slippage regime and the helical gyro-TWT absorber
is a good candidate for the realization of passive mode-locking at 263GHz.
While previously performed studies of passive mode-locking at microwave
frequencies are on a very fundamental level, in this work also limiting factors
such as the power capability of the interaction region, were taken into account.

The performance and properties of the designed passive mode-locked oscillator
were systematically investigated and important findings were obtained. The
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generation of coherent pulses at 263GHz with a power up to 1.4 kW, pulse
lengths below 0.075 ns and pulse repetition frequencies up to 1.1GHz could
be possible with the proposed passive mode-locked oscillator.

For the first time, it was shown that an excitation of the passive mode-locking
in the soft excitation regime will lead to arbitrary phase offsets in the generated
pulses. Therefore, the passive mode-locked oscillator should be operated in
the hard excitation regime to maintain the phase coherency.

However, an operation in the hard excitation was unrealistic up-to now due
to a lack of the high-power sub-THz sources required for the generation of
the excitation signal (> 100W). In this work, for the first time a solution
for the operation in the hard excitation regime was proposed and verified
by simulations: The usage of a high-gain helical gyro-TWT will enable the
hard excitation of passive mode-locking with signals of only several hundred
milliwatt.

The proposed hard excitation operation will further enable the development
of new operation modes, such as an operation with specific pulse sequences.
Such an operation could be especially of interest for novel pulsed DNP-NMR
methods where well-defined pulse sequences are required, e.g. [7], [149].

For the design and detailed analysis of the passive mode-locked oscillator, a
large number of electron-wave interaction simulations were performed, which
were made possible by a newly developed time-domain simulation program.
The model used is based on a fixed transversal field approach combined with a
3D particle beam, and supports the simulation of the electron-wave interaction
in helically corrugated interaction regions and in cylindrical interaction regions
with a slowly varying radius.

In the literature, only one other time-domain simulation model for helical gyro-
TWTs is published by Ginzburg [68]. The main difference between the models
concerns the different derivation of the high-frequency electric current density.
In this work, the electron beam is modeled as a beam of macro-particles with
equations of motion solved by a 3D particle pusher, and the electric current
density is derived in a PIC-like manner from the particles. In Ginzburg’s
model, the electric current density is derived from a differential equation for
the electrons’ slowly varying transverse momentum which is an averaged value
over one or several cyclotron periods. Consequently, only effects with time
scales significantly above the cyclotron period can be investigated with this
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approach. In contrast, the cyclotron period is sampled by roughly 100 time-
steps in the chosen PIC approach. This allows the investigation of very fast
effects such as high-frequency fluctuation of the acceleration voltage due to
high-frequency noise of the power supply. In addition, relativistic effects
are neglected in the derivation of the slowly varying transverse momentum
equation, whereas they are included in the 3D PIC model.

Further advantages of the 3D PIC approach include the more natural handling
of spreads in the beam parameter and the investigation of additional beam
parameters which is not at all possible with the slowly varying momentum
method. For instance, the effect of an off-axis beam guiding center and a
non-symmetric guiding magnetic field can be studied. Also the inclusion of
additional physical effects such as space-charge is not possible in the model of
slow transversal momentum.

An advantage of the PIC method regarding the simulation speed is that the
equations of motion can be easily implemented in a parallel algorithm. This
was used to develop a highly parallelized implementation of the particle pusher
which supports the acceleration by GPUs. For a verification of the developed
simulation program, simulations of the first sub-THz helical gyro-TWT, devel-
oped by He et al., were performed and compared with the experimental results
published in [42].

A basic requirement for the proposed approach of passive mode-locking is a
suitable system to couple the two helical gyro-TWTs in a feedback loop. The
feedback system developed as part of this work is the first of its kind especially
for a 263GHz passive mode-locked oscillator and in general the first feedback
system for passive mode-locking at microwave frequencies that can be realized
in a closed waveguide environment.

The feedback system is an important step towards the realization of the passive
mode-locked oscillator and was developed under the aspects of simplicity and
robustness combined with excellent performance. Furthermore, it was shown
that the feedback system can be easily extended to allow the operation of the
coupled helical gyro-TWTs not only as a passive mode-locked oscillator but
also in alternative operation regimes, such as a two stage amplifier or as coupled
BWOs. This innovative approach of a multi-purpose source with several
alternative operation regimes makes the proposed sub-THz source significantly
more attractive for future applications. If the multi-purpose source is operated
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as a passive mode-locked oscillator, trains of high-power ultra-short coherent
pulses are generated. A CW signals is generated if it is operated in a BWO
configuration and if it is operated as a two-stage amplifier, the amplification of
arbitrary signals is possible.

A key prerequisite for the design of the feedback system and the determination
of its properties was the development of the appropriate simulation methods.
The chosen simulation model is based on a numerical solution of the EFIE
and has a wide area of application. With the developed simulation program,
the scattered electromagnetic fields of arbitrary PECs in free space can be
calculated. It allows an accurate simulation of structures from sizes in the
sub-wavelength range up to highly oversized structures with dimensions of
several hundreds of wavelengths. To enable this wide range of applications,
several optimized approximation techniques are used: higher-order basis func-
tions are used for the representation of the surface currents; the surface is
approximated with a higher-order curved mesh and the impedance matrix is
approximated with the ACA, ACA-SVD and SACA algorithms respectively.
To the knowledge of the author, it is the first time that the ACA-SVD and SACA
algorithms are combined with higher-order basis functions and a higher order
curved mesh.

In addition, a new preconditioner for the iterative solution of the resulting sys-
tem of linear equations was developed, which can be seen as an advancement
and transfer of the ACA preconditioner presented in [171] to the ACA-SVD
and SACA. It was shown that the basic ACA preconditioner [171] can be sig-
nificantly improved if the low-rank approximations are built from a SVD. The
additional compression has almost no computational overhead, significantly
reduces the required memory and improves the efficiency. A particularly
unique feature is the zero-cost nature of the preconditioner. For a setup of the
preconditioner, no additional computing time or memory is required. With nu-
merical experiments it was shown that the developed zero-cost preconditioner
for advanced ACA algorithms has a similar or even better performance than
state-of-the-art preconditioners. A great advantage of the developed algorithm
compared to other preconditioners is its simplicity. The implementation of
the preconditioner should be possible with most of the ACA algorithms or its
derivatives.

This work is the initial step towards the realization of a first passive mode-
locked oscillator at sub-THz frequencies. Additional studies of the effects
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as they occur in a real-world setup will need to be performed to further this
goal. In particular, the following points should be validated in the future with
theoretical and experimental studies:

• Non-perfect feedback system
A coupling of the electron tubes with a real feedback system will always
lead to a non-perfect isolation of the signal paths ‘amplifier-to-absorber’
and ‘absorber-to-amplifier’. For example, the isolation between the sig-
nal paths is ≈ −40 dB for the designed feedback system. The influences
of this parasitic crosstalk on a passive mode-locked oscillator is com-
pletely unknown up to now. Based on the Jones calculus, as introduced
in this work to describe the performance of a feedback system, it should
be possible to extend the electron-wave interaction simulations with a
realistic crosstalk between the signal paths. In addition to the crosstalk,
back reflections of the microwave window and influences of non-perfect
polarizers should be included in the simulation model and studied in
detail.

• Manufacturing tolerances of the helically corrugated interaction re-
gion
While first limits for the manufacturing tolerances of the helically cor-
rugated interaction region were derived based on the dispersion relation
and a comparison with typical spreads in the electron beam, a detailed
study of such tolerances should be performed based on interaction sim-
ulations. In particular, periodic manufacturing defects could lead to
unwanted mode coupling and parasitic oscillations. Furthermore, the
search of efficient manufacturing methods for the helically corrugated
interaction regions is still ongoing. While the University of Strathclyde
has shown first prototypes of sub-THz interaction regions [44], they
where never tested in hot experiments.

• Realistic electron distributions in the electron beam
In this work, ideal electron beams were studied exclusively. A non-ideal
electron beam will mainly reduce the efficiency and the bandwidth of the
designed helical gyro-TWTs. Especially the reduced bandwidth could
become problematic for a passive mode-locked oscillator and could result
in the generation of longer pulses. However, for a detailed study of the
effects of non-ideal electron beams, first a design of the electron gun
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must be developed. Simulations of such a gun will allow an estimation
of realistic kinetic energy and velocity distributions in the electron beam.

This work prepared the way for the realization of the first high-power 263GHz
passive mode-locked oscillator. The new developed simulation tools in combi-
nation with existing simulation capabilities cover the complete design process
of a sub-THz passive mode-locked oscillator. This includes the previously
mentioned topics of further research. If the passive mode-locked oscillator
will be realized in the frame of the proposed multi-purpose source, this has the
potential to revolutionize future sub-THz spectroscopy methods.
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A.1 Split-Step Fourier Method

A common method to solve the HME is the split-step Fourier method (SSFM)
[200], [201]. In the SSFM, the operatorO representing the differential equation
under investigation, is split into a linear operator K and a non-linear operator
N :

𝜕𝐴

𝜕𝑇
= O𝐴 = (K + N) 𝐴 . (A.1)

It is assumed that the linear and non-linear parts can be applied separately
and therefore, can be solved in two separate steps. If a small time interval
[𝑇0,𝑇0 + Δ𝑇] is considered and the influence of the non-linear operator N is
negligible in a first step, then (A.1) reduces to

𝜕𝐴

𝜕𝑇
= K𝐴 . (A.2)

The solution to this differential equation can be found in the frequency space:

𝜕 𝐴̃

𝜕𝑇
= F

(
K𝐴

)
. (A.3)

For this ordinary differential equation (ODE), an analytical solution is given
by

𝐴 = e 𝑗Δ𝑇K (A.4)

In a similar manner, the non-linear part of the original partial differential
equation is reduced to an ODE:

d𝐴

d𝑇
= N𝐴 . (A.5)
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While the linear part could be solved analytically in the frequency domain, it
is difficult to find analytical solutions for a non-linear operator. A common
approach is to use a numerical solution method for the non-linear ODE. In the
implementation of the SSFM used in this work, the non-linear parts are solved
numerically in the time domain with a Runge-Kutta method (RK).

If the HME is solved with the SSFM, the numerical stability can be improved
by an asymmetric splitting as presented in [202]. In the asymmetric splitting
procedure, first the linear effects are calculated analytically for a half time step.
Then the non-linear effects are applied and solved with a RK solver, followed
by the second, linear half step.

A great advantage of the SSFM is its simplicity. In a mathematical environment
such as MATLAB, the algorithm can be implemented in a few lines.

A.2 Verification of Electron-Wave Interaction
Simulations

An important step in the development of simulation programs is the verification
of the developed models and implementations. In this section, the previously
presented model and its implementation is evaluated by comparisons with
experimental data.

For a validation of the electron-wave interaction in a cylindrical interaction
region, the electron-wave interaction model is compared with measurements of
the SP-ITER Gyrotron [140]. The SP-ITER Gyrotron is developed, produced
and tested at the IHM and therefore sufficient setup data and experimental
results are available. Because of the similar interaction space, a successful
verification based on the SP-ITER Gyrotron can be directly transferred to a
cyclotron absorber. Furthermore, the SP-ITER Gyrotron operates in the sub-
THz region at 170GHz and therefore in a similar frequency range as the devices
under investigation in this work.

Since no experimental results for helical gyro-TWTs are available at the IHM,
for a verification of the electron-wave interaction in helically corrugated inter-
action regions, a comparisons with published experimental results of the first
W-Band helical gyro-TWT [42] are performed.
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A.2.1 Short-Pulse ITER Gyrotron

For the plasma heating and current drive in future fusion plants, high-power
microwave sources are required. The SP-ITER Gyrotron is a prototype of
such a high-power microwave source for the high-power electron cyclotron
resonance heating (ECRH) heating system of the ITER fusion plant [203].
It operates at a frequency of 170GHz and is designed to deliver an output
power of 1MW. While the final ITER gyrotron will deliver the power in CW,
the prototype SP-ITER Gyrotron is designed for short pulses up to several
milliseconds. The SP-ITER Gyrotron is developed, built and tested at the IHM
[140].

For a validation of the derived electron-wave interaction model and the de-
veloped implementation, the switch-on process at several operation points is
simulated and compared with measurement results as well as with simulations
performed with Euridice [121]. In the following, the results for a specific
operation point are presented in detail.

A suitable operation point for a validation with sufficient experimental data
available is the so-called low-voltage operation point with an electron beam
at a guiding center radius of 9.55mm, a magnetic field strength of 6.9T at
the cavity and a magnetic field angle at the electron emitter of −2◦. During
the start-up of a gyrotron, the acceleration voltage 𝑈acc in the electron gun
is ramped up. In Fig. A.1, the evolution of the beam parameters during the
acceleration voltage ramp-up are shown. The shown beam parameters are
simulated with the trajectory solver Ariadne [81].

In the experiment, the voltage ramp-up is applied over a time of several mil-
liseconds. For the interaction simulations, this period is shortened by several
magnitudes to 1500 ns. This is necessary to reduce the required simulation
time. A real time simulation would require a computational time in the order of
one year while the shortened voltage ramp-up can be simulated in a few hours.
The simulations are performed for the cavity region including the down- and
up-taper sections. A realistic magnetic field profile and ohmic losses are taken
into account in all simulations.

In Fig. A.2, the output power in the different modes at the end of the up-taper is
shown. The cavity is designed for an operation with the TE32,9 mode. During
the ramp up, the cavity mode is excited by the electron beam and the output
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Figure A.1: Start-up electron beam parameters for the low voltage operation point with guiding
center radius of 9.55mm, magnetic field of 6.9T and a magnetic-field angle at
the electron emitter of −2◦. The beam parameters are simulated with the Ariadne
simulation tool.

power increases with an increasing transversal energy of the electrons. At a
certain limit, the main mode is lost and the power drops. While the experiments
are stopped at this point, the simulations are continued and a parasitic mode is
excited after the loss of the main mode.

As it can be seen from Fig. A.2, a good agreement between the simulated and
measured output power is observed. It must be emphasized that the obtained
results are even more consistent with the measured values than the simulation
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Figure A.2: Output power of the SP-ITER Gyrotron over the electron acceleration voltage for the
low voltage operation point with guiding center radius of 9.55mm and a magnetic-
field angle at the electron gun’s emitter of −2◦. Thick lines are results of the developed
interaction code (simpleRick), thin lines are results of the simulation tool Euridice
and dots are measurement results. Only modes with non-zero power are shown.

results of the established tool Euridice. The position of the mode loss is
correctly simulated as well as the expected output power. Furthermore, the
excitation of the main mode (TE32,9) corresponds very well to the experiment,
whereas in Euridice the parasitic mode TE33,9 is excited initially, which is not
observed in the experiment.

The frequency of the generated RF signal is shown in Fig. A.3. In a first
simulation run using the designed contour of the cavity, a significant shift
in the frequency is observed (blue line in Fig. A.3). Therefore, an offset of
+16 μm is added to the contour of the cavity. As a result, the frequency is shifted
towards the measured data and the simulation results are in excellent agreement
with the measured data. Since the manufacturing tolerances for this prototype
cavity are ±20 μm, the introduced offset is reasonable. The overall evolution
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Figure A.3: Frequency of the generated RF signal of the SP-ITER Gyrotron over the electron
acceleration voltage for the low voltage operation point with guiding center radius of
9.55mm and a magnetic-field angle at the electron gun’s emitter of −2◦. In black the
measured frequency, in blue the simulated frequency for the designed cavity and in
red the simulated frequency for a cavity with a radius increased by 16 𝜇m.

of the frequency over the acceleration voltage is in a good agreement between
simulation and measurement. The simulated frequencies are determined by a
Fourier transformation of the time dependent, slowly changing amplitude. The
uncertainties at the simulated frequencies are caused by the limited time span
of the Fourier transform (50 ns for every shown frequency point).

It can be concluded that the performed simulations of the SP-ITER Gyrotron
cavity are in agreement with the experimental results and prove the correctness
of the developed implementation. It should be highlighted that the derived
model with a 3D PIC electron beam and a full source term, without any form
of averaging, seams to model the electron-wave interaction in a gyrotron better
than the established models. The new model is able to simulate the correct
switch-on behavior without the excitation of parasitic modes which is in an
excellent agreement with the experiments.

244



A.2 Verification of Electron-Wave Interaction Simulations

A.2.2 W-Band Helical Gyro-TWT

Since no helical gyro-TWT was available for experiments during this thesis,
for a verification of the electron wave interaction in a helically corrugated
waveguide, comparisons with published experimental results are performed.
In the past, most helical gyro-TWTs have been realized in the X, Ku and Ka
bands for radar applications. So far, only two different groups have published
experimental results of helical gyro-TWTs operating in the low sub-THz region
(W-band). In 2017, the group of He et al. at the University of Strathclyde
(Glasgow, UK) has demonstrated the first W-band helical gyro-TWT [42] and in
2020, the group of Samsonov et al. at the IAP-RAS (Nizhny Novgorod, Russia)
has demonstrated a W-band, high-gain helical gyro-TWT consisting of two
helically corrugated waveguide sections [43]. Because the high-gain helical
gyro-TWT with its two-section interaction region is significantly more complex
than a usual helical gyro-TWT, the W-band helical gyro-TWT presented by
He et al. in [42] is used in the following for the validation of the developed
simulation program.

The interaction region of the helical gyro-TWT consist of a helically corrugated
waveguide with a mean radius of 𝑅 = 1.45mm, a corrugation amplitude of
𝑟 = 0.23mm, a corrugation period of 𝑑 = 3.20mm and a length of 𝐿 = 40 𝑑 1.

The guiding magnetic field is given with B0 ≈ 1.82T. Since no profile of the
magnetic field is provided in the publication, a constant profile is assumed for
the simulations.

The electron beam has a kinetic energy of 𝐸kin = 55 keV and a pitch factor of
𝛼 ≈ 1. In [42], the spread for the pitch factor is given with 10%. The definition
of spreads used in the publication is different from the definition used in this
thesis2 (see (3.25)). The 10% refers to the FWHM relative to the mean of
the distribution while in (3.25) the spread of a value is defined as the standard
deviation relative to the mean value of the distribution. Consequently, the
spread of the pitch factor is 𝛿𝛼 = 4.2%. The width of the electron beam is given
with 0.1mm. This corresponds to a guiding center radius of 𝑟g = 0.05mm.

1 The length of the interaction region is not explicitly given in the publication, but a request to
the research group of He et al. revealed a length of 𝐿 = 40 𝑑.

2 A request for clarification to the research group of He et al. revealed the exact definition of
spreads.
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Figure A.4: Simulated and measured output power of the W-band helical gyro-TWT at different
frequencies. The measured values are taken from [42]. For a comparison, also
simulated data from [42] are shown.

For the performed simulations a time discretization step of Δ𝑡 = 0.1 ps, a space
discretization step of Δ𝑧 = 15 μm and a particle macro factor of 104 are used.
This results in two systems of 10000 linear equations for the amplitudes and 1
million equations of motion for the particles which have to be solved at every
time step. On a workstation with an AMD Ryzen 5900x CPU and a Nvidia
GTX 1070 Ti GPU the simulation of 1 ns requires approximately 1:30minutes.
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In Fig. A.4, the measured and simulated output powers for different frequencies
of the input signal are shown. The measurement results are taken from [42].
For a better evaluation of the performed simulations, simulation results from
the original publication are shown additionally. The simulations in [42] are
performed with the 3D PIC program Magic [117]. From Fig. A.4 it can be seen
that both simulations are in agreement. The total power level as well as the
frequency dependency are similar for both simulation models. Only a slightly
higher output power in the edge regions of the investigated frequency band is
observed.

In [42], the guiding magnetic field B0 is given with approximately 1.82T.
For the performed simulations, a slightly higher value of 1.827T is used.
Since the magnetic field profile is unknown, a constant field is assumed. It
must be mentioned that the simulated output power is strongly dependent
on the magnetic field. A variation of ±0.002T results in a variation of the
peak output power of ±1 kW. However, the observed frequency dependence is
hardly dependent on the magnetic field. This is in great agreement with the
expectations.

In comparison with the measurements, both simulations show a good agree-
ment of the maximal output power but a shift of the frequency dependence of
1GHz towards higher frequencies. A possible reason could be manufacturing
tolerances of the helical interaction region. A slightly increased waveguide
radius 𝑅 of +25 μm would result in the observed frequency shift. However,
the original publication does not discuss the frequency shift and, therefore, the
reason cannot be determined with certainty.

In Fig. A.5, the spectrum of the simulated output signals for input signals of
90GHz, 93GHz and 96GHz is shown. For all three input frequencies, a clear
peak at the corresponding frequency can be observed in the spectrum. This
proves that the amplifier is operated in a zero-drive stable amplification regime
and no parasitic oscillations occur. The noise background in the spectra
indicates a maximal bandwidth of 90 to 100GHz of the helical gyro-TWT
operated with the previously given parameters.

Finally, it can be concluded that the developed simulation model as well as
the developed implementation have shown an accurate prediction of the output
power of a sub-THz helical gyro-TWT. Thus, it can be assumed that the sim-
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Figure A.5: Spectrum of simulated output signals of the W-band helical gyro-TWT in [42] for
input signals of 90GHz, 93GHz and 96GHz.

ulations in the following chapters of helical gyro-TWTs operated at 263GHz
also provide reliable predictions for the real tubes.
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A.3 Verification of EFIE Solver

For the verification of the developed EFIE solver KarLESSS, the simulated field
distributions and the simulated ohmic losses are compared with measurements.

A.3.1 Verification of Simulated Field Distribution

For a verification of the simulated field distributions, the well proven quasi-
optical system of the 1MW gyrotron developed for the Wendelstein 7-X stel-
larator (W7-X) [204] is simulated and compared with measurements. The
W7-X 1MW gyrotron is designed to deliver a CW microwave radiation of
1MW at a frequency of 140GHz and is successfully used at the W7-X stel-
larator since several years [205].

The quasi-optical system of the W7-X 1MW gyrotron is chosen as verification
case, because it fulfills the following requirements: (1) the quasi-optical system
has a size in the order of 100𝜆 and fits therefore perfectly into the scope of
KarLESSS and the expected dimensions of a quasi-optical feedback system for
a passive mode-locked sub-THz oscillator; (2) the required geometry files are
available at the IHM-KIT; (3) it was possible to perform high-precision cold
measurements [206].

The quasi-optical system consists of a waveguide antenna with helical cut
(the so-called launcher) and three parabolic mirrors. The quasi-optical system
is designed to transform a TE28,8 circular waveguide mode at a frequency
of 140GHz into a Gaussian beam. This Gaussian beam exits the gyrotron
horizontally through a disc window, usually made of chemical vapor deposition
diamond (CVD).

For a verification, the electric field distribution in the plane of the disc window
is simulated and compared with measurements. In Fig. A.6, the simulated field
and phase distributions are shown on the left and the measured distributions
[206], shown on the right. A qualitative comparison of the simulated and
measured distributions shows a good agreement. The shape and phase of
the main lobe has a high agreement between measurement and simulation.
Also, the side lobes are in agreement. In both, simulation and measurement,
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diffraction effects caused by the helical cut of the launcher are visible at the
side lobe on the left of the main lobe.

For a more objective comparison of the simulated electric fields Esim and the
measured fields Emeas, a correlation coefficient 𝐶orr can be determined by:

𝐶orr =

���∫ EmeasE
†
sim d𝐴

���2���∫ EmeasE
†
meas d𝐴

��� · ���∫ EsimE
†
sim d𝐴

��� . (A.6)

The correlation coefficient 𝐶orr considers amplitude and phase of the field and
is sometimes also referred as vector correlation coefficient. Note, that in the
literature regarding quasi-optical mode converters for gyrotrons often a so-
called scalar correlation coefficient is used. The scalar correlation coefficient
neglects the phase information and is therefore always higher than the vector
correlation coefficient.

In table A.1, several correlation coefficients for the data in Fig. A.6 are calcu-
lated. First, it is noticeable that the correlation coefficient 𝐶orr

full for the data
as shown in Fig. A.6 is only 92.4%. This is mainly caused by the high back-
ground noise level of the measured data. On the basis of Fig. A.6b, it can
be estimated that the background noise level is about −25 dB. To verify this
estimation, signals below −30 dB, −25 dB and −20 dB are filtered out and the
correlation coefficients are recalculated.

From 𝐶orr
30dB and 𝐶orr

25dB it can be seen that the signals in the range of −30 dB to
−25 dB strongly influence the correlation coefficient. If even higher signals are
filtered out, the correlation coefficient decreases again since significant parts
of the relevant signal are filtered out (compare 𝐶orr

25dB and 𝐶orr
20dB). Therefore,

a background noise level of −25 dB can be assumed.

For high-power measurements at a gyrotron, only the field pattern in the area of
the CVD diamond window is accessible. Therefore, the correlation coefficient
of the field in the area of the window (radius 44mm) is additionally given in
table A.1. Here, the correlation coefficient is as high as 97.0%.

To classify the results, the measurements should be briefly discussed. For mea-
suring the quasi-optical mode generator, the high-order cavity mode (TE28,8 in
this case) is required. In the gyrotron, it is generated in the cavity by a resonant
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Figure A.6: Comparison of simulated (a+c) and measured (b+d) amplitude (a+b) and phase (c+d)
distributions of the electric fields in the plane of the gyrotron’s output window. A
good agreement between simulation and measurement is observed. Measured data
publicized in [206].
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Table A.1: Vectorial correlation coefficients between the simulated and measured data (see
Fig. A.6) of the W7-X gyrotron’s quasi-optical system.

Correlation coeff. Description
𝐶orr
full 92.4% full data as shown in Fig. A.6
𝐶orr
30dB 92.8% filter values below −30 dB in the measurement
𝐶orr
25dB 95.4% filter values below −25 dB in the measurement
𝐶orr
20dB 94.5% filter values below −20 dB in the measurement
𝐶orr
window 97.0% area of the CDV diamond window (𝑟 = 44mm)

interaction of the gyrating electron beam. However, the measurements are not
performed in a gyrotron at high power. The TE28,8 mode is generated at very
low power by means of a special mode generator [206]. In the mode generator,
the required high-order cavity mode is excited by irradiating a low power mi-
crowave signal into a resonant cavity [207]. Thereby, the scalar purity of the
generated TE28,8 mode is ≈ 95% [206]. Since the exact composition of the
generated mode is unknown, a perfectTE28,8 mode is used for the simulations.
Consequently, a 100% match between measurements and simulations is not
expected.

It can be concluded that a good agreement between simulation and measure-
ment is observed, particularly if the uncertainties of the generatedTE28,8 mode
are taken into account. If the background noise is filtered out, the correlation
between simulation and measurement is higher than 95%. In the area of the
gyrotron output window, the correlation approaches even 97%.

A.3.2 Verification of Simulated Ohmic-Loss

In [188], Wagner et al. measured the ohmic losses in miter bends of a high-
power transmission line for future ECRH systems. For a verification of the
ohmic losses calculated by KarLESSS, such a 90◦ miter bend is used as a test
case.
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The measurements in [188] are performed with high-power (375 kW) mi-
crowave radiation at 140GHz from a gyrotron of the ASDEX Upgrade ECRH
system [208]. Wagner et al. measured the ohmic losses in a 90◦ miter bend of
a corrugated waveguide with an inner diameter of 87mm for a HE1,1 mode at
140GHz. The mirror of the miter bend is realized as a 5mm thick stainless
steel (VA 1.4311) plate with a diameter of 140mm.

For a simple comparability of measurement and simulation, a normalization
is introduced in [188]. The measured and simulated absorption coefficients 𝜛
are normalized to the absorption coefficient at perpendicular incidence Θ = 0◦,
on a plane mirror:

𝜛norm =
𝜛

𝜛⊥
, (A.7)

𝜛⊥ = 4
𝑅surf

𝑍0
. (A.8)

Here, 𝑅surf is the surface resistance and 𝑍0 is the free space wave impedance.
With this normalization, all material effects and also effects such as the surface
roughness are removed.

In [188], measurements for different angles 𝜙 of the polarization plane of the
incident, linear polarized HE1,1 mode relative to the miter bend’s mirror are
performed. Only for the angles 𝜙 = 0◦ and 𝜙 = 90◦ (E-plane and H-plane),
analytical expressions for the expected losses are available [209]:

𝜛𝜙=0◦ =
𝜛⊥

cos(Θ) ,

𝜛𝜙=90◦ = 𝜛⊥ cos(Θ) ,
(A.9)

where Θ is the angle of the mirror, relative to the propagation direction of the
incident wave. For a 90◦ miter bend, Θ is 45◦.

In Fig. A.7, the measured absorptions from [188], the analytical vales for 𝜙 = 0◦

and 𝜙 = 90◦, and the absorptions simulated with KarLESSS are shown. All
values are normalized according to (A.7).

A high agreement between the measured and the simulated data is observed.
The simulated values also agree well with the theory for E-plane and H-plane
incidence, respectively. From the theory, a normalized absorption of 1.414
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Figure A.7: Comparison of simulated and measured ohmic losses of a HE1,1 mode on the plat
mirror in a 45◦ miter bend. The ohmic losses are normalized to (A.8). Measured data
is taken from [188].

and 0.707 for the E-plane and H-plane incidence are expected, respectively.
The corresponding simulated normalized absorption coefficients are 1.429 and
0.715. Both values are only 1.1% above the theoretical values.

In comparison with the measured absorption coefficients, the simulated values
are again slightly higher, in average ≈ 3%. Unfortunately, no error limits
are given for the measured values in [188]. Apart from the minor offset,
the evolution of the absorption coefficients is in a good agreement between
simulation and measurement.

It can be concluded that a good agreement between the simulations, the theory
and the measurements is observed.

A.4 Passive Mode-locked Oscillator with
Cyclotron Absorber

For a validation of the correlation of the pulse shape and the dispersion of
the system, the generated pulse shape of the passive mode-locked oscillator
consisting of the slippage helical gyro-TWT and the cyclotron absorber is ana-
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Figure A.8: Simulated pulse shape for the passive mode-locked oscillator with slippage helical
gyro-TWT amplifier and cyclotron absorber together with a fitted Gaussian (a) and
sech2 (b) pulse.

lyzed in addition to the mode-locked oscillator consisting of the slippage helical
gyro-TWT and the helical gyro-TWT absorber (see chapter 6.3). Although this
oscillator is inappropriate for realization, the analysis helps to understand the
basic principle of passive mode-locking at sub-THz frequencies. Because of
the higher dispersion of the cyclotron absorber compared to the helical gyro-
TWT absorber, a Gaussian-like pulse shape is expected for this oscillator than
for the one analyzed in chapter 6.3. As shown in Fig. A.8, this is actually
observed which confirms the parallels to laser physics.
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