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A B S T R A C T

Numerical investigations of mechanical stresses for phase transforming battery electrode materials on the
particle scale are computationally highly demanding. The limitations are mainly induced by the strongly
varying spatial and temporal scales of the underlying phase field model, which require an ultra fine mesh and
time resolution, however, solely at specific stages in space and time. To overcome these numerical difficulties
we present a general-purpose space and time adaptive solution algorithm based on an ℎ𝑝-adaptive finite
element method and a variable-step, variable-order time integrator. At the example of a chemo-mechanical
electrode particle model we demonstrate the computational savings gained by the ℎ𝑝-adaptivity. In particular,
we compare the results to an ℎ-adaptive finite element method and show the reduction of computational
complexity.
. Introduction

In the last decades battery research has become a key competence
or a sustainable energy management in the civil and industrial society.
urrently, lithium-ion batteries are the state-of-the-art technology and
re used in many kinds of mobile power devices [1]. Thus, optimiz-
ng the performance and lifetime is an important issue for the next
eneration batteries [2].

On our end, we are therefore interested in the mechanical degra-
ation of electrode materials. In particular, the coupling of chemistry,
hase separation and large deformations in single particles of battery
lectrodes implies high stresses, which can lead to particle fracture and
hus capacity loss [3]. In this context the mathematical modeling and
umerical simulation are powerful tools to identify hotspots of stress
eneration.

In literature, Cahn–Hilliard-type phase-field models are commonly
sed to describe phase transformation and the mechanical coupling,
ee [4–7] and others. Based on these models, a wide variety of numeri-
al investigations can be carried out. As an example, the dependence of
he maximum arising stresses on the particle shape [4,5] or the material
arameters [6,7] can be investigated.

However, numerical simulations of the underlying phase-field mod-
ls in crucial parameter regimes and on realistic geometries are compu-
ationally expensive, compare [7,8]. Motivated by the lack of efficient
imulations in the field of battery research, we started in [7–10] the sys-
ematic development of a general-purpose adaptive solution algorithm.

∗ Corresponding author.
E-mail addresses: fabian.castelli@kit.edu (G.F. Castelli), willy.doerfler@kit.edu (W. Dörfler).

This is based on an ℎ-adaptive finite element method and a variable-
step, variable-order time integration scheme, see [8] and the references
cited therein. In particular, we found superior efficiency for the phase
field models compared to solvers with constant time step size and fixed
mesh, see [7,8].

For the classical Cahn–Hilliard equation, ℎ-adaptive finite element
solvers are widely used. However, the influence of the uniform varia-
tion [11,12] as well as the adaptive variation [13] of the polynomial
degree of the finite element method on the accuracy of the solution has
been studied only in a few cases [13]. Moreover, we have not found
any established work on ℎ𝑝-adaptive finite element methods for the
Cahn–Hilliard equation. This is despite the fact that ℎ𝑝-adaptive finite
element methods and ℎ𝑝-adaptive algorithms are already established
for stationary problems [14–17]. Furthermore, in these cases they are
known for the possibility to achieve exponential convergence [17].

We therefore extended our existing solver for the time-dependent
Cahn–Hilliard-type phase-field model to an ℎ𝑝-adaptive finite element
method, which we present in this article. In order to obtain a general-
purpose solution algorithm for time-dependent problems we adapted
the ℎ𝑝-refinement algorithm from [15]. Using a concrete application
example, a chemo-mechanical electrode particle model, we show the
functionality of our ℎ𝑝-adaptive algorithm and compare the computa-
tional savings to our previous ℎ-adaptive finite element solver.

The rest of this article is organized as follows: In Section 2 we recall
the model equations for a chemo-mechanical particle model. Then in
Section 3 we describe the discretization and explain the ℎ𝑝-adaptive
ttps://doi.org/10.1016/j.exco.2022.100083
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solution algorithm. Afterwards, in Section 4 we present the numerical
experiments and discuss the results. Finally, we conclude this article in
Section 5 by pointing out our findings.

2. Model equations

In the following section, we give the dimensionless model equa-
tions for the chemo-mechanical particle model for chemistry, phase
separation and large deformations that we developed in our previous
work [7]. Therefore, we first explain the deformation and afterwards
introduce the phase-field model. Since we are primarily interested in
the numerical treatment of the model equations, we repeat the meaning
of individual parts only briefly. Further details of the modeling and
normalization can be found in [7,8] and the references cited therein.

2.1. Deformation

In the following let 𝛺 ⊂ R3 be a bounded domain representing
n electrode particle in the stress-free reference configuration and let
end > 0 be a final simulation time.

With the displacement 𝒖∶ [0, 𝑇end] × 𝛺 → R3 we describe the
eformation of a particle by the deformation gradient

(∇𝒖) = 𝐈𝐝 + ∇𝒖, (1)

here 𝐈𝐝 ∈ R3,3 is the three-dimensional unit tensor. In order to
eparate the chemical and the elastic contribution to the deformation,
e multiplicatively decompose the deformation gradient into an elastic
nd a chemical part 𝐅 = 𝐅el𝐅ch. Especially the chemical deformation is
ue to species insertion and given by

ch(𝑐) = 𝜆ch(𝑐)𝐈𝐝 = 3
√

1 + 𝑉 𝑐 𝐈𝐝, (2)

here 𝑉 > 0 is the partial molar volume and 𝑐 ∶ [0, 𝑇end] × 𝛺 → R the
normalized concentration we are looking for.

For the rest of this article we assume all equations to be stated in
the reference configuration.

2.2. Phase-field model

A free energy density 𝜓 ∶ [0, 1] × R3 × R3,3 → R forms the basis of
the chemo-mechanical phase-field model. It consists of three compo-
nents: A part for the chemistry 𝜓ch ∶ [0, 1] → R, an interfacial energy
term 𝜓int ∶R3 → R and a mechanical coupling 𝜓el ∶ [0, 1] × R3,3 → R.
These parts are given as

𝜓(𝑐,∇𝑐,∇𝒖) = 𝜓ch(𝑐) + 𝜓int(∇𝑐) + 𝜓el(𝑐,∇𝒖), (3)

𝜓ch(𝑐) = 𝛼1𝑐 +
𝛼2
2
𝑐2 + 𝑐 log(𝑐) + (1 − 𝑐) log(1 − 𝑐), (4)

𝜓int(∇𝑐) =
1
2
𝜅|∇𝑐|2, (5)

𝜓el(𝑐,∇𝒖) =
1
2
𝐄el(𝑐,∇𝒖) ∶ C𝐄el(𝑐,∇𝒖). (6)

For the chemical part (4), the parameters 𝛼1, 𝛼2 ∈ R control the
hape of the double-well and thus the equilibrium concentrations of
he bulk phases. In the interfacial energy contribution (5) the parameter
> 0 determines the thickness of the phase transition zone. Finally, we

escribe the mechanical coupling (6) with an elastic approach through
he symmetric fourth-order elasticity tensor C defined by

𝐄el = 𝜆 tr(𝐄el)𝐈𝐝 + 2𝐺𝐄el, (7)

ith 𝜆 = 2𝐺𝜈∕(1 − 2𝜈) and 𝐺 = 𝙴H∕
(

2(1 + 𝜈)
)

the first and second Lamé
onstants depending on the elastic modulus 𝙴H > 0 and the Poisson’s
atio 𝜈 ∈ (0, 1∕2). The elastic strain tensor is defined as

(𝑐,∇𝒖) = 1 (

𝐅𝖳𝐅 − 𝐅𝖳 𝐅
)

. (8)
el 2 ch ch

2

To arrive at the final set of equations, we introduce the chemical
potential 𝜇∶ [0, 𝑇end]×𝛺 → R. This additional variable is defined as the
variational derivative of the free energy

𝜇 = 𝜕𝑐𝜓(𝑐,∇𝑐,∇𝒖) − ∇⋅𝜕∇𝑐𝜓(𝑐,∇𝑐,∇𝒖). (9)

n particular, the mass flux is driven by a gradient in the chemical
otential

(𝑐,∇𝜇) = −𝑚(𝑐)∇𝜇, (10)

ith the nonlinear mobility 𝑚(𝑐) = 𝐷𝑐(1 − 𝑐) and the diffusion coeffi-
ient 𝐷 > 0.

Finally, we formulate the momentum balance of the first Piola–
irchhoff stress tensor as

(𝑐,∇𝒖) = 𝜕𝐅𝜓(𝑐,∇𝑐,∇𝒖) = 𝐅C𝐄el. (11)

The resulting dimensionless Cahn–Hilliard-type phase-field model
escribes the normalized concentration 𝑐 ∶ [0, 𝑇end] × 𝛺 → [0, 1], the
hemical potential 𝜇∶ [0, 𝑇end] × 𝛺 → R and the displacement
𝒖∶ [0, 𝑇end] ×𝛺 → R3, up to rigid body motions, satisfying

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜕𝑡𝑐 = ∇⋅𝑵(𝑐,∇𝜇) in (0, 𝑇end) ×𝛺,

𝜇 = 𝜕𝑐𝜓(𝑐,∇𝑐,∇𝒖)

− ∇⋅𝜕∇𝑐𝜓(𝑐,∇𝑐,∇𝒖)

in (0, 𝑇end) ×𝛺,

𝟎 = ∇⋅𝐏(𝑐,∇𝒖) in (0, 𝑇end) ×𝛺.

(12)

These equations come along with the following boundary conditions
n (0, 𝑇end)×𝜕𝛺: a vanishing normal derivative of the concentration ∇𝑐 ⋅

𝒏 = 0, a given particle surface flux 𝑁ext ∈ R modeling insertion or
extraction 𝑵 ⋅ 𝒏 = 𝑁ext and a stress-free condition 𝐏 ⋅ 𝒏 = 𝟎. At initial
ime we prescribe a constant concentration profile 𝑐(0, ⋅ ) = 𝑐0 ∈ (0, 1),
hich we assume to be consistent with the boundary conditions.

Note that from a mathematical point of view, the model equations
re also valid in arbitrary spatial dimensions. However, in the modeling
f the mechanical theory, the assumption of a three-dimensional parti-
le entered. Furthermore, we did not specify the material at all, because
he general model framework can be used for arbitrary phase trans-
orming materials, as for example lithium iron phosphate or sodium
ron phosphate, see [18] for a similar model used for both materials.

. The 𝒉𝒑-adaptive finite element solver

After stating the model equations, we next describe the discretiza-
ion in space and time with finite elements and multistep methods as
n [7, Sect. 3.2.1]. Then, for the fully discrete problem, we explain
ur ℎ𝑝-adaptive solution algorithm. Again, further details on the dis-
retization and the core solution algorithm can be found in [7,8] and
he references cited therein.

.1. Discretization

In the modeling, we have already introduced the chemical poten-
ial 𝜇 as an additional variable. Therefore, we consider the mixed
ormulation of the Cahn–Hilliard-type model and thus avoid the 𝐶1-
egularity requirement on the finite element discretization due to the
ourth-order derivative [7,8]. Furthermore, we solve the PDEs (12) for
he concentration 𝑐, the chemical potential 𝜇 and the displacement 𝒖
nd recover the stress in a postprocessing step if necessary.

For fixed 𝑡 ∈ (0, 𝑇end] let 𝑐, 𝜇 ∈ 𝑉 , 𝒖 ∈ 𝑊 be the solutions of the
odel Eqs. (12) in appropriate function spaces [19]. Here we assume

hat the space 𝑊 includes already the correct constraints to neglect
igid body motions. Then, we multiply the PDEs (12) with smooth
unctions 𝜑, 𝜒 ∈ 𝑉 , 𝜉 ∈ 𝑊 and integrate over the domain 𝛺. We arrive
t the weak formulation
⎧

⎪

⎪

⎨

⎪

⎪

(

𝜑, 𝜕𝑡𝑐
)

= −
(

∇𝜑,𝑚(𝑐)∇𝜇
)

−
(

𝜑,𝑁ext
)

𝜕𝛺 ,

0 = −
(

𝜒, 𝜇
)

+
(

𝜒, 𝜕𝑐𝜓ch(𝑐) + 𝜕𝑐𝜓el(𝑐,∇𝒖)
)

+ 𝜅
(

∇𝜒,∇𝑐
)

,
( )

(13)
⎩
0 = − ∇𝝃,𝐏(𝑐,∇𝒖) .
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Here, (𝑓, 𝑔) = ∫𝛺 𝑓 𝑔 d𝑥 denotes the 𝐿2-inner product of two functions
𝑓 , 𝑔 and analogously for two vectors or tensors. The boundary integral
we indicate with the subscript 𝜕𝛺.

We discretize the domain 𝛺 with an admissible mesh  and employ
the isoparametric Lagrangian finite element method [19]. Then, we
replace the continuous functions by spatial approximations 𝑐ℎ, 𝜇ℎ ∈ 𝑉ℎ,
𝒖ℎ ∈ 𝑊ℎ in the finite dimensional subspaces 𝑉ℎ ⊂ 𝑉 , 𝑊ℎ ⊂ 𝑊 .

In view of the discretization in time, we gather the time-dependent
coefficients of a basis representation of the finite element functions in
a vector-valued function

𝒚(𝑡) =
[

(

𝑐𝑖(𝑡)
)

𝑖,
(

𝜇𝑖(𝑡)
)

𝑖,
(

𝑢𝑖(𝑡)
)

𝑖

]𝖳
. (14)

Finally, we employ the NDF family of linear multistep methods [20–
22] for the time integration and obtain the fully discrete problem as
in [7,8]. For advancing one time step from time 𝑡𝑛 to 𝑡𝑛+1 = 𝑡𝑛 + 𝜏𝑛
with the time step size 𝜏𝑛 > 0 find the discrete solution 𝒚𝑛+1 ≈ 𝒚(𝑡𝑛+1)
satisfying

𝐌(𝒚𝑛+1 −𝜱𝑛
𝑘) = 𝜉𝑘𝒇 (𝑡𝑛+1, 𝒚𝑛+1), (15)

with the 𝜱𝑛
𝑘 depending on the solutions at previous time steps 𝒚𝑛,

. . . , 𝒚𝑛−𝑘 and a generalized time step size 𝜉𝑘 > 0 depending on the
chosen order 𝑘, see also [8, Sect. 4.1.2]. The singular mass matrix 𝐌
and the right hand side function 𝒇 are defined according to the weak
formulation (13) and can be looked up also in [7,8].

3.2. Adaptive algorithm

Functions in 𝑉ℎ are polynomials of a degree 𝑝𝐾 on 𝐾 ∈ . The
approximation properties of 𝑉ℎ depend on the diameter of 𝐾 and the
degree 𝑝𝐾 and can be improved by either refining 𝐾 (ℎ-method) or
increasing the local polynomial degree (𝑝-method). A combination of
both is called ℎ𝑝-method. Instead of an a priori selection of 𝑉ℎ we can
use methods that improve the approximation properties in either ways
by evaluation of local error indicators 𝜂𝐾 , that depend on data and the
actual discrete solution, and modification of 𝑉ℎ. Such a method is called
adaptive and it produces a sequence of spaces and approximate solutions
until certain criteria are met.

Here, we present an ℎ𝑝-adaptive method for (15). An ℎ-adaptive
version was previously proposed in our works [7–9]. For 𝜂𝐾 we used the
gradient recovery estimator. The ℎ𝑝-adaptivity is an extension of our
adaptive solution algorithm presented in [7,9] and optimized in [8].
More details on the single steps are described in [8]. Our extension for
ℎ𝑝-adaptivity is based on the work by Melenk and Wohlmuth [15]. In
the following we discuss only the adapted steps and refer to [7,8] for
further details.

Our ℎ𝑝-marking strategy is explained in Algorithm 1. Besides 𝜂𝐾 we
also need a field of predicted errors 𝜂𝐾,pred for all 𝐾 ∈ . A set of four
parameters 𝜃r, 𝛾ℎ, 𝛾𝑝, 𝛾𝑛 is needed for fine-tuning the algorithm.

As outcome we obtain a new finite element space based on a modi-
fied mesh and with modified local polynomial degrees. We finalize this
by performing a smoothing step, where we try to avoid oscillations in
the level difference in ℎ- as well as 𝑝-refinement by marking additional
cells, when all neighbors are already marked.

We took [15, Alg. 4.4] as a base for our method, however, we
deviate from it as follows:

(a) [15] selected a cell 𝐾 ∈  for ℎ- or 𝑝-refinement if 𝜂2𝐾 >
𝜃r𝜂2𝐾 ∶= 1

||

∑

𝐾∈ 𝜂
2
𝐾 . We instead used the comparison with the

aximal indicator, i.e., we select all cells 𝐾 ∈  for ℎ- or 𝑝-refinement
f 𝜂𝐾 > 𝜃r𝜂max with 𝜃r = 0.5, which seems to work best in our numerical
xperiments.

(b) [15] initialized the predicted error estimates by 𝜂𝐾,pred ∶=
0, so they start with a ℎ-refinement step. We instead initialize the
predicted error estimates as 𝜂𝐾,pred ∶= 𝚒𝚗𝚏, so that we start with a 𝑝-
refinement step. In our time-dependent problem, we reset the predicted
error estimates to 𝜂𝐾,pred ∶= 𝚒𝚗𝚏 in each time step, so that always
𝑝-refinement is enforced as first adaptive refinement step.
3

Algorithm 1 Marking algorithm for ℎ𝑝-refinement.

1: Let 𝜃r = 0.5, 𝛾ℎ = 2, 𝛾𝑝 =
√

0.4, 𝛾𝑛 = 1.0;
2: Given 𝜂𝐾 , 𝜂𝐾,pred for all 𝐾 ∈ ;
3: Compute maximal estimate 𝜂max ∶= max𝐾∈ 𝜂𝐾 ;
4: for all 𝐾 ∈  do
5: if 𝜂𝐾 ≥ 𝜃r𝜂max then
6: if 𝜂𝐾 > 𝜂𝐾,pred then
7: % ℎ-refine element 𝐾;
8: Subdivide 𝐾 into 𝐾𝑠 children, 𝑠 = 1,… , 2𝑑 ;
9: Set 𝜂𝐾𝑠 ,pred ∶= 1∕2𝛾ℎ(0.5)𝑝𝐾 𝜂𝐾
0: for all children 𝐾𝑠, 𝑠 = 1,… , 2𝑑 ;
1: else
2: if 𝑝𝐾 < 𝑝max then
3: % 𝑝-refine element 𝐾;
4: 𝑝𝐾 ∶= 𝑝𝐾 + 1;
5: Set 𝜂𝐾,pred ∶= 𝛾𝑝𝜂𝐾 ;
6: else
7: % ℎ-refine element 𝐾;
8: Subdivide 𝐾 into 𝐾𝑠 children, 𝑠 = 1,… , 2𝑑 ;

19: Set 𝜂𝐾𝑠 ,pred ∶= 1∕2𝛾ℎ(0.5)𝑝𝐾 𝜂𝐾
20: for all children 𝐾𝑠, 𝑠 = 1,… , 2𝑑 ;
21: end if
22: end if
23: else
24: % No refinement of element 𝐾;
25: Set 𝜂𝐾,pred ∶= 𝛾𝑛𝜂𝐾,pred;
6: end if
7: end for

(c) We choose 𝛾ℎ = 2, 𝛾𝑝 =
√

0.4 and 𝛾𝑛 = 1 for the parameters
controlling the marking algorithm for ℎ𝑝-refinement, see [15]. The
influence of these parameters are as follows:

𝛾ℎ: After a ℎ-step, a larger value of this parameter makes 𝑝-refinemen
ore likely.
𝛾𝑝: After a 𝑝-step, a larger value of this parameter makes ℎ-refinement

ore likely.
𝛾𝑛: If a cell was not marked for refinement, scale the predicted

rror estimate with this factor. A larger value makes 𝑝-refinement more
ikely, a smaller one makes ℎ-refinement more likely.

(d) As previously, we split coarsening and refinement. We checked
or coarsening after each step using

𝐾 ≤ 𝜃c𝜂max, (16)

ith 𝜃c = 0.05, a strategy also used by Baňas and Nürnberg [23]. If
e marked elements for local coarsening, we performed both a ℎ- and

-coarsening step.
(e) We allow 𝑝-adaption in a given range 𝑝 ∈ {𝑝min,… , 𝑝max}. If the

maximum polynomial degree is reached, we do ℎ-refinements instead.
(f) We solve the nonlinear problem in each time step with the

Newton method.
(g) We assemble one big system matrix which takes all equations

into account and solve the system as a whole.
(h) The necessary interpolation between the different ℎ𝑝-adapted

inite element spaces is done within the deal.II library1.
The algorithm is simple, quite general and can be applied to a wide

range of application problems, beyond this exemplary problem. No
additional decision markers for 𝑝-refinement need to be computed. An
overview on some other ℎ𝑝-adaptive strategies are given in [17]. The
algorithm from [15] is also among those compared algorithms and is
said to be a cheap alternative.

1 See the SolutionTransfer class
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4. Numerical experiments

In this section we present and discuss the results of our numeri-
cal experiments. At the beginning we give details on the application
problem and the implementation.

4.1. Application example

We analyze our ℎ𝑝-adaptive solution algorithm in case of a spher-
ical electrode particle. Hereby, the chemo-mechanical particle model
from [7], which we recalled in Section 2, describes the chemistry,
phase separation and mechanical coupling during species insertion or
extraction. In the scope of this article, we assume a spherical symmet-
ric solution, like in [7]. Hence, we obtain the one-dimensional unit
interval 𝛺 = (0, 1) as computational domain representing the radial
line form the particle center 𝛤0 = {0} to the surface 𝛤ext = {1}. With
a modified integration weight d𝑥 = 4𝜋𝑟2 d𝑟 we encode the original
three-dimensional geometry in the one-dimensional simulation.

As in [7], we choose the values for the material parameters cor-
responding to lithium iron phosphate. The dimensionless parameters
are 𝐷 = 1.6 × 102 for the diffusion coefficient, 𝛼1 = 4.5, 𝛼2 = −9,
𝜅 = 3.91 × 10−4 for the chemical and the interfacial free energy density
and the Young’s modulus 𝙴H = 2.19 × 103, the Poisson ratio 𝜈 = 0.26,
the partial molar volume 𝑉 = 6.64 × 10−2 for the mechanical coupling.
We model the lithium insertion over the particle surface 𝛤ext with the
boundary condition 𝑁ext = −1∕3. In the particle center 𝛤0 we preserve
the symmetry with no-flux conditions ∇𝑐 ⋅ 𝒏 = 𝑵 ⋅ 𝒏 = 0 and fix the
displacement 𝒖 = 𝟎. Finally, we assume a constant concentration 𝑐0 =
0.01 at the initial time.

4.2. Implementation details

We implemented the ℎ𝑝-adaptive algorithm from Section 3 as a
new feature of our C++-code that relies on the functionalities of the
open-source finite element library deal.II [24] and the direct LU-
decomposition from [25]. Thus, for further details on the solver we
refer to our previous works [7–9]. The simulations for this article were
performed on a laptop pc with 16GB RAM and an Intel i7-7500U CPU
with 2.70GHz.

4.3. Refinement profile

In a first experiment we demonstrate the functionality of our pro-
posed ℎ𝑝-adaptive solution algorithm. Therefore we solve the model
equations of our application example, where we allow an adaptively
chosen local degree 𝑝 ∈ {2,… , 6}. The simulation starts from a uniform
spatial discretization with ℎ0 = 2−7, 𝑝0 = 6 and the initial time step size
is set to 𝜏0 = 10−6. As tolerances for the adaptive algorithm were set
AbsTol = 10−4 and RelTol = 10−6 for both, space and time estimates.

Finally, in Fig. 1 we visualize the solution for the concentration
at time 𝑡 = 0.5. In addition, we depict the ℎ-refinement level 𝑛,
which is related to the mesh width by ℎ = 2−𝑛, as well as the local
degree 𝑝 for each mesh element. The whole solution over time is in
excellent qualitative accordance with the results from our previous
work [7] without 𝑝-adaptivity. In particular, as one would expect,
we observe a primarily ℎ𝑝-refinement in the phase transition zone,
whereas away from the transition zone the mesh and the local degrees
are coarsened. Note, that the refinement indicators are computed with
respect to all solution variables (𝑐, 𝜇, 𝒖), which influences the overall
local refinement and coarsening profile.

4.4. Computational complexity

Next, we study the dependency of the computational complexity.
The computational complecity is measured in the number of degrees of
freedom (DOFs) in the ℎ𝑝-adapted mesh. In all following simulations
we use the same tolerances and initial time step size as above. For the
initial spatial discretization we use the maximal allowed global degree
and a mesh width such that the phase transition is resolved with at least
ten DOFs.
 r

4

Fig. 1. Concentration profile at time 𝑡 = 0.5 with refinement level and local polynomial
degree of the finite element method per element.

Fig. 2. Number of DOFs over time for different fixed polynomial degrees.

Fig. 3. Number of DOFs over time for different fully ℎ𝑝-adapted cases.

ℎ-FEM with fixed 𝑝. We will first have a look on the computational
complexity for methods with fixed global degree. In Fig. 2 we plotted
the number of DOFs over the time for fixed 𝑝 ∈ {1,… , 6}. We find
the expected improved properties for higher order methods, especially
when we switch from linear (𝑝 = 1) to quadratic (𝑝 = 2) elements.

𝑝-FEM. We analyze the computational complexity of the full ℎ𝑝-
daptivity. As a reference we use ℎ-FEM with fixed polynomial de-
ree 𝑝 = 6 and compare the number of DOFs for increasing local degree
anges. From Fig. 3 we conclude, that a larger range of degrees reduces
he number of DOFs significantly. Moreover, for the case 𝑝 ∈ {2,… , 6}
e reach approximately the same complexity in the two-phase diffusion

egime and keep the complexity also in the single-phase diffusion state
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at a low number. This computational savings makes the full ℎ𝑝-adaptive
algorithm attractive.

5. Conclusion

In this work, we have recalled the model equations for chemistry,
phase separation and mechanical deformation in a battery electrode
particle. For the numerical solution of the resulting initial boundary
value problem we have designed a robust ℎ𝑝-adaptive finite element
solution algorithm. The advantage of this adaptive algorithm is its
simplicity, which makes it straightforward to implement and applicable
to a wide range of problems. At the example of a spherical electrode
particle we have demonstrated the functionality and the reduction of
computational complexity in terms of DOFs depending on the range of
the polynomial degree of the finite element method.

The presented results in the spherical symmetric example indicate
the potential of ℎ𝑝-adaptivity for even larger computational savings
in multidimensional applications. In future research, we will focus
on the efficient matrix-free implementation to investigate the chemo-
mechanical interplay in arbitrary shaped electrode particles. Therefore,
we will review the ℎ𝑝-coarsening procedure and develop a robust linear
solver for the underlying model equations.
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