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Introduction

Neutrino physics evolved to a vital field of research over the last decades since the pos-
tulation of neutrinos by W. Pauli 1930 [1]. The discovery of neutrino oscillation caused
particular attention, as this requires neutrinos to have mass. This observation, leading to
the Nobel Prize in 2015 was in contradiction to the successful Standard Model of Particle
Physics (SM), in which neutrinos are assumed to be massless particles [2]. Hence, various
experiments focus on the investigation of the neutrino properties and how they are incor-
porated into the Standard Model. The neutral charged neutrinos oscillate between their
associated flavour states of slightly different masses where the key parameters mass split-
ting Δ𝑚2

𝑖𝑘
and mixing angles \𝑖𝑘 describe the oscillation. They only interact via the weak

interaction which requires a high particle flux for reasonable direct detection. However,
their mass scale is many times smaller than that of charged leptons such as electrons, so
new theories had to be developed about how neutrinos obtain their mass, although their
absolute mass is undetermined and only upper limits have been given.
World-leading sensitivity on the experimental determination of the effective electron
neutrino mass is achieved with the KATRIN experiment [3] which provides the most
stringent limit of

𝑚a < 0.8 eV/c2 at 90 % C.L. (1)
from direct neutrino mass measurements using precision spectroscopy of β-electrons
from tritium beta decays [4]. Besides direct methods to determine the neutrino mass
by spectroscopy of electrons from tritium beta decays and electron capture processes of
holmium [5], indirect model-dependent methods exist, deriving the neutrino mass scale by
cosmological observations or the search for neutrinoless double beta decay to limits below
0.2 eV/c2 [6, 7]. To reach the final neutrino mass sensitivity of 0.2 eV/c2 (90 % C.L.) with
KATRIN, steady improvements on the statistical and systematic uncertainties are required.
In particular, optimisation of the measurement configuration regarding the background
level and corresponding uncertainties which arise in the main spectrometer volume is
particularly relevant as this currently limits the final sensitivity. Background-related
systematic errors dominated the systematic budget of the first measurement campaigns
KNM1 and KNM2, from which the current upper limit is derived. Therefore, knowledge of
the mechanism of background generation in the KATRIN main spectrometer is imperative
in order to take appropriate countermeasures.
Current assumptions about the mechanism of background electron generation in the main
spectrometer include two relevant background sources. On the one hand, the radioactive
noble gas radon emanates from the inner surface and the getter pump material, decays
emitting electrons with energies up to several keV. Such electrons are likely trapped in
the magnetic bottle of the main spectrometer flux tube, ionising residual gas atoms and
thus generating background electrons. On the other hand, a major part of the background,
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Introduction

emerging in the main spectrometer, is assumed to arise from the ionisation of highly
excited hydrogen atoms (Rydberg atoms) by black-body-radiation (BBR), which is called
the Rydberg background model [8, 9]. Excited atoms originate from the inner main
spectrometer surface and the electrodes due to an intrinsic contamination of the stainless
steel surfaces by radioactive 210Pb. The decay produces a high-energy recoil ion that
knocks on atoms in the stainless steel, atomising surface-adsorbed hydrogen atoms, some
of which may be excited. Due to the low energy of the BBR photons, very high excitations
are necessary which lead to electron energies on the order of meV after ionisation.
In this thesis the analysis and improvements on background-related systematics at KA-
TRIN Neutrino Mass (KNM) measurements are presented. By changing the measurement
configuration from a centered to a shifted analysing plane towards the detector, the back-
ground rate is significantly reduced. Furthermore, background systematics which arise
from residual radon decays were eliminated. Additionally, the analysis and interpretation
of a dedicated background study, using a passive transverse energy filter (pTEF) is shown.
With this filter, which serves as a geometric boundary for background electrons with high
transverse energy, the Rydberg background model was investigated with regard to the ini-
tial kinetic energy spectrum of the background electrons. The pTEF is a micro-structured
gold plate, placed in front of the detector and equipped with hexagonal channels on the
micrometer scale. Since the electrons are adiabatically guided in strong magnetic fields,
they perform cyclotron motion of defined radial extent, corresponding to their Larmor
radius which is energy-dependent. If the Larmor radius exceeds the channel dimensions,
the filter hinders the number of electrons counted at the detector. The final electron energy
and the polar angle with respect to the detector magnetic field lines is directly related to
the initial kinetic energy within the electromagnetic field inside the main spectrometer,
through which the background electron energy scale can be derived by the rate reduction
behind the pTEF.

Outline

In chapter 1 and 2, an overview on neutrino physics in the Standard Model and beyond is
given with description of neutrino oscillation, theoretical mass generation, and current
experimental limits on the neutrino mass. In chapter 3, an overview of the design of
the KATRIN experiment with the individual components, and the neutrino mass mea-
surement campaigns configurations is given. Furthermore in chapter 4, an extended
description of various background processes, observed from the main spectrometer is
given, supplemented with latest data and analysis, and the current Rydberg background
model. In chapter 5, analysis of the three spectrometer background systematics during
the KNM measurements (KNM1-KNM5) is shown, and the influence on the neutrino mass
sensitivity is presented. In chapter 6, the properties of the Rydberg background electrons
and the working principle of the transverse energy filters are presented, supported by
simulations. Thereafter, the analysis and results of the pTEF measurement campaign
with derivation of the initial transverse energy scale under consideration of systematic
effects is presented and an outlook to further research on active transverse energy filters is
shown. The results do not represent the expectations of the current Rydberg background
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Introduction

model, thus extensions on the background generation mechanisms were made in chapter
7. Finally, a summary of the outcome of the background investigations at KNM and pTEF
measurements is given. Extensions on the Rydberg background model and an outlook of
near-future investigation are also presented.
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Part I.

Standard Model neutrino physics and
beyond
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1. Standard Model neutrinos

1.1. History of discovering neutrinos
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Figure 1.1.: Outline of a continuous energy spectrum of β-electrons. A zoom on the
endpoint 𝐸0 region with the spectral shape for different cases of neutrino
masses (adapted from [10]). The larger the neutrino mass𝑚a the larger the
shape distortion with sharper truncation of the spectrum at 𝐸0. Generously,
the endpoint 𝐸0 of the beta spectrum changes for different neutrino masses,
it is shifted to lower values the higher the neutrino mass is.

Historically, postulation, ideas and investigations regarding neutrinos already began more
than 100 years ago. James Chadwick measured beta spectra of radioactive radium and
observed continuous spectra of the beta particles in 1914 [11]. The continuity of the beta
particle spectra, as shown in fig. 1.1, was additionally proven by Ellis and Wooster 1927
[12]. At that time, this observation was shocking since a continuous spectrum would
have violated energy conservation for radioactive decays into two particles (daughter
nucleus and electron) - mono-energetic spectra were expected. The consequence was the
postulation of an additional involved particle that was not measured or even understood.
The existence of neutrinos, or at least one, was postulated byW. Pauli 1930 with his famous
letter to the ’Liebe Radioaktive Damen und Herren’ [1], originally named ’neutron’. The
mass of the particle had to be small, similar to that of electrons or even smaller, and its
spin had to be 1/2. A few years later, in 1934, E. Fermi developed a theoretical description
of beta decay that resolved the observed beta spectra [10]. In the meantime, the neutron
was discovered as the second neutral component of atomic nuclei, which is why Fermi
gave the additional particle the name ’neutrino’. He discovered that the imprint of the
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1. Standard Model neutrinos

neutrino mass is most pronounced at the endpoint region (𝐸0) of the beta spectrum, as
shown in fig. 1.1. From the comparison with the available data, he also concluded that the
neutrino mass must be either very small or zero. Beta decay is described by a three-body
decay

M(𝐴,𝑍 ) → D(𝐴,𝑍 + 1) + e− + ae (1.1)

with the initial particle M (mother) and the final particle D (daughter), electron e−, and
electron antineutrino ae. The initial and final particles M and D are defined by their
nucleon number 𝐴 and proton number 𝑍 . In β−-decays neutrons are transformed into
protons under emission of electrons and electron antineutrinos.

However, the experimental discovery of a neutrino succeeded in 1953 by F. Reines and
C. Cowan as part of the ’Poltergeist’ project [13]. Using a liquid scintillator loaded with
cadmium (Cd), coincident photon (γ) signals were measured. The experiment was carried
out near a nuclear reactor that delivered a high neutrino flux of electron antineutrinos.
Thus, the reaction of inverse beta decay

ae + p → n + e+ , (1.2)

releasing a neutron and a positron within the liquid scintillator was measured. The
observed γs are produced by electron-positron annihilation and neutron capture by the
Cd atoms.

Experimental investigations with µmesons gave rise to the theory of additional neutrino
flavours. The expectationwas thatµmesons decay into an electron and one pair of neutrino
and antineutrino which would annihilate into a photon. This decay could never been
experimentally proven. In 1962, L. Ledermann, M. Schwartz, and J. Steinberger studied
the interactions of muon-like neutrinos [14]. At the Alternating Gradient Synchrotron
(AGS) at the Brookhaven National Laboratory a muon neutrino flux was generated by
high energy protons hitting a beryllium target producing pions and kaons which further
decay into muons (µ) and muon neutrinos (aµ). For the general reaction

a𝓁 + 𝑋 → 𝓁 + 𝑌 (1.3)

with the charged lepton 𝓁 and its associated neutrino a𝓁 . Differences on the final particles
can be investigated. They measured a significantly higher ratio of muon-like events (𝓁 = µ

in eq. 1.3) than electron-like events, confirming the presence of aµ [14]. This discovery
was granted with the Nobel Prize in 1988. Measurements of the invisible width of the 𝑍 0

boson at electron positron collisions at the Large Electron Positron Collider (LEP), where
the reaction e+e− → aaγ is observed, can be used to derive the total number of neutrino
flavour to 𝑁a = 2.92 ± 0.05 [15]. In 2001, the third neutrino associated to the τ-lepton aτ
was experimentally detected by the DONUT collaboration [16]. A 800 GeV proton beam
hitting on a tungsten target, producing 𝐷𝑆 mesons which decay into τ and τ with small
branching ratios. The interaction of aτ results in a short-living τ which can be identified
by a kink in the direction of reconstructed tracks of the decay products.
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1.2. Treatment in the Standard Model of physics

1.2. Treatment in the Standard Model of physics

The Standard Model of Particle Physics (SM) [18] is the theoretical description of the fun-
damental forces electromagnetic, weak, and strong. Gravitation could not yet be included
in a unified theory of all four (known) fundamental forces. In the SM, all known elemen-
tary particles are categorised into twelve elementary fermions: six quarks 𝑢,𝑑, 𝑐, 𝑠, 𝑡, 𝑏,
three charged leptons e,µ, τ, three neutral neutrinos ae, aµ, aτ, and five elementary bosons:
γ,𝑊 ±, 𝑍 0, 𝑔, 𝐻 , see fig. 1.2. The fermions (quarks and leptons) also exists as antiparti-
cle. Quarks are further split into three colours by their colour charge, resulting in six
states of each quark. Gluons are described by 8 independent combinations of colour and
anticolour which mediate the strong interaction. Mediators of the weak interaction are
the𝑊 and 𝑍 bosons. The𝑊 boson is a doublet of two charged variations𝑊 + and𝑊 −,
the 𝑍 boson is electrically neutral. In combination with the photon (γ), which mediates
the electromagnetic force, the electroweak interaction is the unified description of these
two fundamental interactions. No lepton participates in the strong interaction. Since
neutrinos are electrically neutral, they can only interact via the weak interaction. A feature
of weak interaction is parity violation. Parity transformation is the operation of mirroring
𝑥 → −𝑥 . That weak interaction is not parity conserving was discovered by Wu et. al in
1957 [19]. This is connected to the helicity 𝐻 =

®𝑆 ®𝑝
| ®𝑆 | | ®𝑝 |

the projection of the spin vector to
the momentum of neutrinos which can be expressed as a chirality. Neutrinos only exist
left-handed (𝐻 = −1) [20], hence antineutrinos are right-handed (𝐻 = 1). Since in the
initial Standard Model neutrinos are massless, they propagate with the speed of light,
therefore, no reference frame exists in which neutrinos are right-handed [18]. This implies
that helicity is not conserved for massive particles.

Figure 1.2.: The Standard model of particle physics, consisting of quarks (upper outer
semicircle), leptons (lower outer semi circle), gauge bosons (inner circle) and
the Higgs boson (center) [17].
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1. Standard Model neutrinos

To construct the standard model Lagrangian one takes four different sectors into account:
the quantum chromodynamics (QCD) sector which describes interactions between quarks
and gluons - a Yang-Mills gauge theory with 𝑆𝑈 (3) symmetry, the electroweak sector - a
Yang-Mills theory with symmetry group𝑈 (1)×𝑆𝑈 (2)𝐿 - the unification of electromagnetic
and weak interactions, the Higgs sector with the complex scalar Higgs field of the group
𝑆𝑈 (2)𝐿 , and the Yukawa sector which is used the describe coupling by Yukawa’s interaction
between the Higgs field and massless fundamental fermions (quarks and leptons) [21–23].
The masses of these fermions are generated by the spontaneous symmetry breaking of the
Higgs field.
Considering a scalar complex field 𝜙 (𝑥) one can assume the Lagrangian of the field to

be given by
L = 𝜕𝛼𝜙

†𝜕𝛼𝜙 −𝑉 (𝜙†𝜙) (1.4)

with the potential

𝑉 (𝜙†𝜙) = −`2𝜙†𝜙 + _(𝜙†𝜙)2 = _

(
𝜙†𝜙 − `2

2_

)2
− `4

4_ , (1.5)

where `2 and _ are positive constants. Hence, the minimum of that potential 𝑉0 = −`4/4_
is reached at the value of the field, when

𝜙
†
0𝜙0 =

`2

2_ . (1.6)

Therefore, the potential minimum is attained at

𝜙 = 𝜙0 =
𝑣
√

2
𝑒𝑖𝛼 = const. with 𝑣2 =

`2

_
. (1.7)

The Hamlitonian of this system is given by

H = 𝜕0𝜙
†𝜕0𝜙 +

3∑︁
𝑖=1

𝜕𝑖𝜙
†𝜕𝑖𝜙 +𝑉 (𝜙†𝜙) . (1.8)

The energy of the system is minimal for 𝜙 = 𝜙0 at a value different from zero. Additionally,
the minimum is reached at an infinite number of vacuum values by eq. 1.7 which results
into the vacuum expectation value (vev) of the field

𝜙0 =
𝑣
√

2
, (1.9)

by choosing 𝛼 = 0 in eq. 1.7. Such a symmetry violation of the Lagrangian is called
spontaneous. By introducing two real fields 𝜒1 and 𝜒2 with vacuum expectation values of
zero, connected to the field 𝜙 (𝑥) by

𝜙 (𝑥) = 𝑣
√

2
+ 𝜒1 + 𝑖 𝜒2√

2
, (1.10)

6



1.2. Treatment in the Standard Model of physics

one obtains the following expression for the Lagrangian of the system

L =
1
2
∑︁
𝑖

𝜕𝛼 𝜒𝑖𝜕
𝛼 𝜒𝑖 −

_

4
(
(𝑣 + 𝜒𝑖)2 + 𝜒2

2 − 𝑣2)2

=
1
2
∑︁
𝑖

𝜕𝛼 𝜒𝑖𝜕
𝛼 𝜒𝑖 − `2𝜒2

1 − _𝑣 𝜒1(𝜒2
1 + 𝜒2

2) −
_

4 (𝜒
2
1 + 𝜒2

2)2 (1.11)

of the two interacting real fields 𝜒1 and 𝜒2. The second term in eq. 1.11 represents the
mass term of the field 𝜒1, while 𝜒2 has no mass term. Hence, the quanta of the fields 𝜒1
are neutral particles with mass 𝑚𝜒1 =

√
2` and neutral massless particles (𝑚𝜒2 = 0) of

the field 𝜒2. These neutral massless particles are called Goldstone bosons [24], whose
appearance is a consequence of the spontaneous violation of a continuous symmetry.
This is problematic for the Standard Model theory since no massless scalar bosons were
observed in experiments.[22]

However, Higgs [25] developed a method in which no Goldstone scalar boson appears in
a theory of local gauge invariance and the gauge bosons are massive. Therefore, consider
the scalar complex field 𝜙 (𝑥) and the real vector gauge field 𝐴𝛼 (𝑥) with the Lagrangian of
the system to be

L = ((𝜕𝛼 + 𝑖𝑔𝐴𝛼 )𝜙)†((𝜕𝛼 + 𝑖𝑔𝐴𝛼 )) −𝑉 (𝜙†𝜙) − 1
4𝐹𝛼𝛽𝐹

𝛼𝛽 , (1.12)

where
𝐹𝛼𝛽 (𝑥) = 𝜕𝛼𝐴𝛽 (𝑥) − 𝜕𝛽𝐴𝛼 (𝑥) , (1.13)

with the potential 𝑉 (𝜙†𝜙) given as in eq. 1.5 and the real dimensionless constant 𝑔. The
field 𝜙 (𝑥) and the potential holds the same condition of its minimum as in eq. 1.7 with its
vacuum expectation value eq. 1.9, which will violate the symmetry spontaneously. Thus,
the complex field 𝜙 (𝑥) can be expressed as follows

𝜙 (𝑥) = 𝑣 + 𝜒 (𝑥)
√

2
𝑒𝑖\ (𝑥)

Λ(𝑥)
−−−→ 𝑣 + 𝜒 (𝑥)

√
2

(1.14)

with the real functions 𝜒 (𝑥) and \ (𝑥) whose vacuum values are equal to zero and a local
gauge transformation by Λ(𝑥)

𝜙′(𝑥) = 𝑒𝑖Λ(𝑥)𝜙 (𝑥), 𝐴′
𝛼 (𝑥) = 𝐴𝛼 (𝑥) −

1
𝑔
𝜕𝛼Λ(𝑥) , (1.15)

through which the phase \ (𝑥) becomes obsolete. Now, the Lagrangian of the real scalar
field 𝜒 (𝑥) and the real vector gauge field 𝐴𝛼 (𝑥) is given by

L =
1
2𝜕𝛼 𝜒𝜕

𝛼 𝜒 + 1
2𝑔

2𝑣2𝐴𝛼𝐴
𝛼 − `2𝜒2

+1
2𝑔

2(2𝑣 𝜒 + 𝜒2)𝐴𝛼𝐴
𝛼 − _

4 (4𝑣 𝜒
3 + 𝜒4) − 1

4𝐹𝛼𝛽𝐹
𝛼𝛽 . (1.16)

Here, the first and last term can be recognized as the kinetic terms of the scalar and vector
fields, the fourth and fifth terms are related to interactions of the fields, while the second
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1. Standard Model neutrinos

and third term express the mass terms of the vector and scalar fields. Those result from
spontaneous symmetry breaking as well as from the covariant derivative and the potential.
Because of this, the masses of the vector and scalar particles of the fields 𝐴𝛼 (𝑥) and 𝜒 (𝑥)
are given by

𝑚𝐴 = 𝑔𝑣 and 𝑚𝜒 =
√

2` . (1.17)

This mechanism that generates the mass of the vector field is called Higgs mechanism with
the Higgs field 𝜙 (𝑥).[22]
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2. Massive Neutrinos

2.1. Neutrino oscillation and mass generation
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Figure 2.1.: Solar neutrino spectrum of pp-chain neutrinos. Flux is given in units of
cm−2 s−1 for the mono-energetic sources 7Be and pep and in cm−2 s−1MeV−1

for the continuum sources (pp, 8B, hep), according to [26].

Solar neutrino problem

Due to the very small cross section of weak interactions of neutrinos, neutrinos are
optimally suited for astronomical investigations, since they can not be electromagnetically
deflected and thus pointing to their source. So are neutrinos from the sun. During fusion
processes in the solar core, different reactions take place, releasing electron neutrinos. The
reactions of the pp cycle

pp : p + p → D + e+ + ae (2.1)
pep : p + e− + p → D + ae
7Be : 7Be + e− → 7Li + ae

8B : 8B → 8Be∗ + e+ + ae

hep : 3He + p → 4He + e+ + ae

lead to the neutrino energy spectrum displayed in fig. 2.1, where D is deuterium. Addi-
tionally, there exists a second chain which releases electron neutrinos in the sun - the
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2. Massive Neutrinos

CNO cycle, whose contribution is estimated about 1%. Here, larger atoms such as carbon,
nitrogen, and oxygen are involved in the fusion reactions.[22]

Although the SM theoretically describes interactions of all known particles very success-
fully, there was an unforeseen problem. During the time when the theory was established,
the neutrino oscillation conjecture was made. Solar neutrino experiments measured a
lower than expected electron neutrino flux from the sun by the pp-Chain and CNO cycle.
First observed at the Homestake experiment [27] but consistent with other solar neutrino
experiments such as Kamiokande-II [28]. Later, the discrepancy of the observed electron
neutrino flux from the sun was confirmed by other experiments such as Super-Kamiokande
[29] and the Sudbury Neutrino Observatory (SNO) [30]. Even before that, a deficit of at-
mospheric muon neutrinos was measured at Super-K [31], indicating the first observation
of neutrino oscillation. Both Super-K and SNO use the same experimental principle by
measuring Cherenkov radiation, which can be produced when neutrinos interact with
matter such as in eq. 1.3 or by elastic scattering. High energy neutrinos result in high
energy leptons within the detector material. Once these leptons are faster than the speed
of light in the material, Cherenkov light is emitted. Super-K consists of a large water tank
surrounded by photomultipliers for the light detection, while SNO uses heavy water (D2O).
The advantages of using heavy water are the observable reactions of neutrinos with heavy
water

CC : ae + D → e− + p + p − 1.44 MeV (2.2)
NC : a𝓁 + D → a𝓁 + p + n − 2.23 MeV
ES : a𝓁 + e− → a𝓁 + e−

where subscript 𝓁 represents any neutrino flavour 𝓁 = e,µ, τ, see [32]. At Super-K only
elastic scattering (ES) of neutrino on electrons was measured by Cherenkov light due to the
recoil electron. Since the effective cross section for this reaction foraµ andaτ is significantly
smaller than for ae, mainly the electron neutrino flux from the sun was measured [22,
29]. At SNO, charge current (CC) and neutral current (NC) reactions could additionally
be resolved, whose energy thresholds are given in eq. 2.2. Therefore, all flavours were
measured in their entirety and the electron neutrino reactions were measured on their
own. Consequently, the total flux of all solar neutrinos was measured, which agreed with
the expected total rate, in addition to confirming the absence of electron neutrinos.

In combination of the results of SNO and Super-K, the neutrino oscillationwas discovered
which was awarded with the Nobel Prize in 2015 [2]. From this it can be deduced that
neutrinos have mass and are not massless, as originally assumed in the Standard Model.
Extensions have to be made that include physics beyond the Standard Model.

Neutrino oscillation

Neutrino oscillation describes the probability that one neutrino flavour eigenstate |a𝓁⟩
with 𝓁 = e,µ, τ can change its state to one of the remaining ones. This is only possible, if
the flavour eigenstates |a𝓁⟩ are connected to mass eigenstates |a𝑖⟩ with 𝑖 = 1, 2, 3 according
to

|a𝓁⟩ =
3∑︁
𝑖=1

𝑈 ∗
𝓁𝑖 |a𝑖⟩ = 𝑈 ∗

𝓁1 |a1⟩ +𝑈 ∗
𝓁2 |a2⟩ +𝑈 ∗

𝓁3 |a3⟩ . (2.3)
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2.1. Neutrino oscillation and mass generation

𝑈 is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) [33] matrix which describes the
mixing between the states.

𝑈 =
©«
𝑈e1 𝑈e2 𝑈e3
𝑈µ1 𝑈µ2 𝑈µ3
𝑈τ1 𝑈τ2 𝑈τ3

ª®¬
=

©«
1 0 0
0 𝑐23 𝑠23
0 −𝑠23 𝑐23

ª®¬ ©«
𝑐13 0 𝑠13e−𝑖𝛿
0 1 0

−𝑠13e𝑖𝛿 0 𝑐13

ª®¬ ©«
𝑐12 𝑠12 0
−𝑠12 𝑐12 0

0 0 1

ª®¬
©«
e
𝑖𝛼1

2 0 0
0 e

𝑖𝛼2
2 0

0 0 1

ª®®¬ , (2.4)

with 𝑐𝑖𝑘 = cos(\𝑖𝑘) and 𝑠𝑖𝑘 = sin(\𝑖𝑘). The parameters of the state mixing are the mixing
angles \12, \13, and \23. Ancillary parameters which occur in the mixing matrix are the
phases 𝛼1,2 and 𝛿 . The phase factors 𝛼1,2 demonstrate the possibility that neutrinos may be
their own antiparticles. So the field |a𝓁⟩ = a𝓁 (𝑥) can be either a Dirac field of neutrinos
and antineutrinos or a Majorana field of neutrinos. The phase factor 𝛿 has a non-zero
value if neutrino oscillation violates CP-symmetry.[22, 32]

The evolution in time of a neutrino flavour state |a𝓁⟩ for 𝑡 ≥ 0 is given by

|a𝓁⟩𝑡 = 𝑒−𝑖𝐻𝑡 |a𝓁⟩ =
3∑︁
𝑖=1

𝑒−𝑖𝐸𝑖𝑡𝑈 ∗
𝓁𝑖 |a𝑖⟩ . (2.5)

In general the neutrino Energies 𝐸𝑖 are different but in relation to the mass splitting of the
mass eigenstates |a𝑖⟩. Assume a mixed neutrino state, characterised by momentum ®𝑝 and
masses𝑚𝑖 . This leads to𝑚2

𝑖 /𝑝2 << 1 and therefore,

𝐸𝑖 ≃ 𝑝 +
𝑚2

𝑖

2𝑝 , and 𝐸𝑖 − 𝐸𝑘 ≃
Δ𝑚2

𝑖𝑘

2𝐸 with Δ𝑚2
𝑖𝑘
=𝑚2

𝑖 −𝑚2
𝑘
, (2.6)

where 𝐸 ≃ 𝑝 is the neutrino energy. For relativistic neutrinos, the time difference 𝑡 between
production and detection in eq. 2.5 can be approximated by 𝑡 ≃ 𝐿, where 𝐿 is the distance
between production and detection. Hence, the transition probability can be expressed by
the following

𝑃 (a𝛼→𝛽) =
∑︁
𝑖,𝑘

𝑈
𝛽𝑖
𝑈 ∗
𝛽𝑘
𝑈 ∗
𝛼𝑖𝑈𝛼𝑘

𝑒−𝑖
Δ𝑚2

𝑘𝑖
2𝐸 𝐿 . (2.7)

The appearance probability 1 − 𝑃 (a𝛼→𝛽) of an travelling electron neutrino with energy
𝐸a = 18.6 keV is shown in fig. 2.2. Here, the first minimum (circle) is directly related to
the mixing parameters \13 and Δ𝑚2

13. The position of the minimum with respect to the
travel distance is related to the mass splitting Δ𝑚2

13/𝐸, while the depth of the minimum
depends on the mixing angle sin(2\13). Similarly, the position of the global minimum
(square) depends on Δ𝑚2

12/𝐸, while the depth depends on sin(2\12). [22, 32]
Several experiments aim for measuring the mixing parameters which are either solar

neutrino, atmospheric, reactor or accelerator-based neutrino experiments. The mixing can
be investigated by appearance or disappearance of specific neutrino flavours depending on
the distance to the source and the energy at the origin of the neutrinos as shown in eq. 2.7
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2. Massive Neutrinos

Figure 2.2.: Probability of appearance of an oscillating electron neutrino with energy
𝐸a = 18.6 keV. Two essential sections are shown: ⃝: position and depth of
the first local minimum and□: position and depth of the global minimum,
which depend on the mixing parameters \13,Δ𝑚

2
13, \23, and Δ𝑚2

23 in the case
of an initial electron neutrino. The values for normal ordering (NO) are used
which are given in eq. 2.8.

and fig. 2.2. To be mentioned here are the experiments T2K [34], Daya-Bay [35], RENO [36],
Double-Chooz [37], KamLAND [38], NOvA [39], SNO [40], and Super-Kamiokande [41]
which significantly contribute to the current values and limits on the mixing parameters.
The NuFit group [42] takes the available data into account to perform global fits on all
mixing parameters, their results [43] are the following

sin2(\12) = 0.304+0.012
−0.012 (NO & IO)

sin2(\23) = 0.450+0.019
−0.016 (NO)

sin2(\23) = 0.570+0.016
−0.022 (IO)

sin2(\13) = 2.246+0.062
−0.062 · 10−2 (NO)

sin2(\13) = 2.241+0.074
−0.062 · 10−2 (IO)

𝛿CP = 230+36
−25° = 1.28+0.20

−0.14 · 𝜋 (NO)
𝛿CP = 278+22

−30° = 1.54+0.12
−0.17 · 𝜋 (IO)

Δ𝑚2
21 = 7.42+0.21

−0.20 · 10−5 eV2 (NO & IO)
Δ𝑚2

3𝑙 = +2.510+0.027
−0.027 · 10−3 eV2 (NO)

Δ𝑚2
3𝑙 = −2.490+0.026

−0.028 · 10−3 eV2 (IO)
(2.8)

where NO denotes normal mass ordering and IO the inverted ordering. Here, Δ𝑚2
3𝑙 =

Δ𝑚2
31 > 0 for NO and Δ𝑚2

3𝑙 = Δ𝑚2
32 < 0 for IO. Since only the difference on squared masses
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2.1. Neutrino oscillation and mass generation

Figure 2.3.: Mass ordering of the neutrino masses𝑚2
𝑖 for the normal and inverted ordering.

Normal ordering (NO): 𝑚1 < 𝑚2 << 𝑚3, so that a1 is the lightest mass
eigenstate, while it is a3 for the Inverted ordering (IO):𝑚3 << 𝑚1 < 𝑚2.
Moreover, the global mass scale of the neutrinos is not known; only upper
limits can be determined. The three colours of the individual mass eigenstates
indicate their flavour content [45].

can be observed in experiments, the hierarchy of the mass eigenstates is not definite.
Merely the sign of Δ𝑚2

21 could be measured for solar neutrinos due to the MSW effect [44],
an effect that changes the oscillation condition for neutrinos within dense matter such as
the solar core. Therefore, different order of the masses are possible, as shown in fig. 2.3.
The global fit of the NuFit group [42] favours normal mass ordering, but inverted ordering
is only disfavoured on a low significance level, leaving the neutrino mass order question
open [43].

Neutrino mass generation

It is now clear that neutrinos have mass, which is why the generation of these masses must
be defined within the framework of the Standard Model of particle physics. Originally, only
massless right-handed (left-handed) neutrinos (antineutrinos) were described as discussed
in section 1.2. Two possibilities arise for the generation of the masses of neutrinos: on the
one hand, an inclusion of right-handed neutrinos (left-handed antineutrinos) as analogy
to the other fermions. This allows to derive a Dirac neutrino mass term with Yukawa
coupling to the Higgs field. However, the large mass differences between neutrinos and
charged leptons must be explained by a very weak Yukawa coupling to the Higgs field,
which is not preferred. Therefore, the second formulation on the other hand, deals with
considering neutrinos as Majorana particles, i.e. neutrinos are their own antiparticle.
Additionally, the generalised approach here is the combination of Dirac and Majorana
mass terms, which will be outlined in the following, based on the references [22, 32].

The standard Dirac mass term of Dirac particles of the Lagrangian reads

L𝑀 =𝑚𝐷𝜓𝜓 . (2.9)
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2. Massive Neutrinos

Here,𝜓 is a four-component Dirac spinor, which can be also expressed using two-components
Weyl spinors𝜓𝐿 and𝜓𝑅

L𝑀 =𝑚𝐷 (𝜓𝐿𝜓𝑅 +𝜓𝑅𝜓𝐿) , (2.10)
where𝑚𝐷 is the Diracmass of the particle, 𝐿 and𝑅 denotes the chirality. In special relativity,
the four-component Dirac spinor field𝜓 in a Lagrangian L must be Lorentz-invariant and
Hermitian, which is fullfilled for the most general case of

2L =𝑚𝐷 (𝜓𝐿𝜓𝑅 +𝜓𝑐
𝐿𝜓

𝑐
𝑅) +𝑚𝐿𝜓𝐿𝜓

𝑐
𝑅 +𝑚𝑅𝜓

𝑐
𝐿𝜓𝑅 + ℎ.𝑐. , (2.11)

where,𝜓 = 𝜓 †𝛾0 the Dirac adjoint of the spinor𝜓 and𝜓𝑐 the charge conjugate of𝜓 . This
can be simplified to

2L = (𝜓𝐿,𝜓
𝑐
𝑅) ·

(
𝑚𝐿 𝑚𝐷

𝑚𝐷 𝑚𝑅

)
︸       ︷︷       ︸

𝑀

·
(
𝜓𝑐
𝑅

𝜓𝑅

)
+ ℎ.𝑐. . (2.12)

By introduction of an arbitrary mixing angle 𝜗 defined by

tan(2𝜗) = 2𝑚𝐷

𝑚𝑅 −𝑚𝐿

, (2.13)

two independent Majorana fields 𝜒1,2 can be formulated

𝜒1 = cos𝜗 · (𝜓𝐿 + Y1𝜓
𝑐
𝑅) − sin𝜗 · (𝜓𝑐

𝐿 + Y1𝜓𝑅) (2.14)
𝜒2 = sin𝜗 · (𝜓𝐿 + Y2𝜓

𝑐
𝑅) + cos𝜗 · (𝜓𝑐

𝐿 + Y2𝜓𝑅) , (2.15)

with Y𝑖 = ±1, corresponding to the CP-eigenvalue of the Majorana field 𝜒𝑖 with 𝜒𝑐𝑖 = Y𝑖 𝜒𝑖 .
The Lagrangian becomes

2L =𝑚1𝜒1𝜒1 +𝑚2𝜒2𝜒2 , (2.16)
where the diagonalised matrix of𝑀 of eq. 2.12 was used with its eigenvalues

𝑚𝑖 =
1

2Y𝑖

[
(𝑚𝐿 +𝑚𝑅) ±

√︃
(𝑚𝐿 −𝑚𝑅)2 + 4𝑚2

𝐷

]
, (2.17)

so that𝑚𝑖 ≥ 0 by choosing Y𝑖 accordingly [8]. From this general formulation the pure
Dirac case with𝑚𝐿 =𝑚𝑅 = 0 can be derived as well as a pure Majorana case for𝑚𝐷 = 0
as well as the combined case, which is known as the See-saw case [46, 47]. The See-saw
mechanism gives neutrinos their mass by the small mixing to the large Majorana mass
which is related to a right-handed neutrino which does not interact due to its chirality -
the sterile neutrino. In this model the left-handed Majorana mass𝑚𝐿 = 0 so that

𝑀 =

(
0 𝑚𝐷

𝑚𝐷 𝑚𝑅

)
, (2.18)

which results to the individual masses with𝑚𝑅 >> 𝑚𝐷 to

𝑚1 =
𝑚2

𝐷

𝑚𝑅

and 𝑚2 =𝑚𝑅

(
1 +

𝑚2
𝐷

𝑚2
𝑅

)
≈𝑚𝑅 . (2.19)
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2.2. Measurements of the neutrino mass

In this scenario, 𝜒1 can be interpreted as the light active neutrino mass eigenstate with
𝜓𝐿 and 𝜓𝑐

𝑅
, which interacts via weak interaction. Whereas 𝜒2 represents a heavy sterile

neutrino, which does not interact with gauge bosons of the SM. The large mass differences
of neutrinos with respect to the other charged leptons arises from the small coupling with
𝜗 ≈ 0◦ to the large Majorana mass𝑚𝑅 which can be on the order of GeV. [22, 32]

2.2. Measurements of the neutrino mass

2.2.1. Model-dependent limits from cosmology and experiments

Cosmological limits on the neutrino mass

Cosmological observations and their embedding in amodel have been the subject of current
research for many decades. With these high-precision data, strong limits can also be set
for the neutrino masses. These bounds on cosmological data as well as other experimental
approaches, regarding the neutrino mass which base either on model assumptions for the
measurement, or on model assumptions on the underlying physics, are model-dependent.
The extracted neutrino masses are not necessarily correct if the model is missing infor-
mation. Nevertheless, many investigations in agreement with the Standard Model of
Cosmology (ΛCDM) lead to certain small neutrino masses, which are compatible with the
later described results of model-independent measurements. Within the ΛCDM model,
our universe consists of dark energy, cold dark matter (CDM) and (baryonic) matter, to
which neutrinos contribute because they have mass. Neutrinos are called hot dark matter
because their weak interaction properties make them almost invisible, but hot because
they travel almost at the speed of light. Noteworthy investigations of our universe are
the measurements regarding the cosmic microwave background (CMB) - an omnipresent
photon signal that pervades the entire universe in most abundance. The latest data were
taken with the Planck space telescope from 2009 to 2013 [48]. In combination with the
full-shape data of the Baryonic Oscillation Spectroscopic Survey (BOSS) a limit on the
total neutrino mass (at 95% C.L.) to

𝑀tot < 0.18 eV/c2 (NO)
𝑀tot < 0.21 eV/c2 (IO) , (2.20)

is derived for the two cases of inverted and normal ordering as described beforehand [6].
Additionally, other experiments or observation can be taken into account, such as data
from the Hubble space telescope [49], the WiggleZ Dark energy survey [50] which lead to
neutrino mass bounds in the same region below 200meV/c2 [51]. A stand-alone method to
extract upper bounds on neutrino masses was made by the detection of the time-of-flight
of supernova neutrinos from the famous supernova SN1987A which were observed by
different underground detectors, e.g. Kamiokande-II [52]. From these data, an upper bound
of𝑚a < 5.7 eV/c2 was derived by Lamb & Loredo using Bayesian analysis techniques [53].
However, many model assumptions had to be made about individual processes that take
place when supernovae explode.
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2. Massive Neutrinos

Neutrinoless double beta decay

Double beta decay is the simultaneous β-decay of two nucleons within one atomic nucleus,
according

2νβ+β+ : A
Z𝑋 →A

Z−2 𝑌 + 2e+ + 2νe

2νβ−β− : A
Z𝑋 →A

Z+2 𝑌 + 2e− + 2νe ,

with Z the proton number and A the nucleon number. The first discovery was made with
the isotope 82Se as 2νβ−β−-decay [54]. There exist 35 naturally occurring isotopes that
decay via double beta decay [55], while eleven have been observed in experiments [15].
Additionally, another second order decay process is double electron capture (ϵϵ) which
was found for three isotopes, latest for 124Xe at the XENON1T experiment [56]. Such
processes are rare since double beta decay is a second-order process that leads to very
long half-lives on the order of 1023 years, although it is energetically favourable for atoms
to decay by double beta decay, as shown in fig. 2.4a.
However, a special case of double beta decay is the neutrinoless double beta decay

(0νββ), where no neutrino is generated, see fig. 2.4b. This occurs if neutrinos are their
own antiparticle, i.e. Majorana particles, as described in section 2.1. Here, the Majorana
neutrino is a mediator particle that is emitted and absorbed within the nucleus. Therefore,

𝛽− 𝛽+

𝛽−𝛽− 𝛽+𝛽+

B
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(a) Binding energy diagram.
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e−

e−

υe = തυe

(b) Feynman diagram of 0νββ decay.

Figure 2.4.: (a): Outline of the binding energy (mass) diagram of atoms as a function of
their proton number Z, using the Bethe-Weizsäcker formula. Dotted arrows
indicate β−-decay, dashed arrow β+-decay and doubled arrows double beta
decays. Upward pointing arrows indicate forbidden decays. Only energetically
more favourable decay channels are allowed - decreasing binding energy. Odd-
odd and even-even is related to the proton and nucleon numbers A and Z,
which are either both odd or even numbers. (b): Feynman diagram of the
0νβ−β−-decay. If neutrinos are Majorana particles the interacting neutrinos
ν𝑖 are their own antiparticle and therefore act as mediator particle in this
process.
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2.2. Measurements of the neutrino mass

the emitted electrons (positrons) for a 0νβ−β− (0νβ+β+) decay share the full energy of
the decay which leads to a peak in the beta electrons spectrum above the continuous
2νββ-spectrum. Hence the measurement of 0νββ-spectra allows the determination of
the effective Majorana neutrino mass

|𝑚ββ | =
𝑚2

e

𝐺0νββ
��M0νββ

��2𝑇 0νββ
1/2

=

����� 3∑︁
𝑖=1

𝑈 2
e𝑖𝑚𝑖

����� . (2.21)

The observable depends on the phase space factor 𝐺0νββ, the nuclear transition matrix
element M0νββ as a function of the half-life of the decay. It represents the coherent sum
of the mass eigenstates. Search for neutrinoless double beta decay evolved to a large field
of research in neutrino physics. Since many atoms are favoured to investigate, many
experiments exist. Best limits are achieved at searches with 76Ge [7, 57], 136Xe [58, 59] and
100Mo [60]. While the best limits of combined analysis on the Majorana neutrino mass of
their data is achieved by GERDA [7] and KamLAND-Zen [59]

GERDA : |𝑚ββ | < 70meV/c2 to 160meV/c2 (76Ge) (2.22)
KamLAND − Zen : |𝑚ββ | < 61meV/c2 to 165meV/c2 (136Xe) . (2.23)

As introduced in section 2.1 eq. 2.4 the mixing matrix𝑈 holds two additional phases in
the case of Majorana neutrinos. As a result, the contributions from the mass eigenstates
𝑚𝑖 can cancel out, reducing or even vanishing the effective Majorana neutrino mass |𝑚ββ |.
Consequently, only direct measurements are feasible for measurements of the neutrino
mass since the observable at 0νββ-decays is not directly comparable to the absolute
neutrino mass. Model assumptions have to be made for the additional phases as well as
the nuclear matrix elementM.

2.2.2. Direct neutrino mass determination

Model-independent approaches, i.e. direct neutrino mass measurements, focus on the
evaluation of the kinetic energy spectrum of electrons that result from β−-decays. The
endpoints 𝐸0 of β−-decay spectra are the maximal kinetic energy an emitted electron
can have. This is directly related to the decay energy 𝑄 which corresponds to the mass
difference between the mother and daughter atom, see eq. 1.1. For massive neutrinos,
𝐸0 < 𝑄 applies, since the rest mass of the neutrino can not be transferred as kinetic energy
to the electron. The shape of the differential β-spectrum

𝑑Γ

𝑑𝐸
=
𝐺2
𝐹
cos2(\𝐶)
2𝜋3 |M|2 𝐹 (𝑍, 𝐸)𝑝 (𝐸 +𝑚e) ·

3∑︁
𝑖=1

|𝑈e𝑖 |2𝜖
√︃
𝜖2 −𝑚2

𝑖
Θ(𝜖 −𝑚𝑖) (2.24)

is based on Fermi’s golden rule. It contains the Fermi function 𝐹 (𝑍, 𝐸), the Fermi coupling
constant 𝐺𝐹 , the Cabbibo angle \𝐶 that describes the coupling of 𝑢 and 𝑑 quarks, the
nuclear transition matrix element M, and 𝜖 = 𝐸0 − 𝐸 the difference between the endpoint
and the kinetic energy 𝐸. Energy conservation is full-filled through the Heaviside step
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2. Massive Neutrinos

function Θ. Assuming quasi-degenerate neutrino masses, the measurement observable
from β-decay experiments is the incoherent sum of the mass eigenstates

𝑚2
ν =

3∑︁
𝑖=1

|𝑈e𝑖 |2𝑚2
𝑖 , (2.25)

which is the squared effective electron neutrino mass. [61]
For experimental reasons, it is mandatory to use β-emitters that have low endpoints.

On the one hand, high endpoints lead to an even lower count rate in the sensitive endpoint
region where the neutrino mass imprint is greatest. On the other hand, low endpoints
lead to less energetic electrons that can be measured spectroscopically. In addition, their
half-life must be short and their availability high enough that significant count rates can
be achieved. Most suitable candidates are the elements tritium, rhenium and holmium,
which are used in recent experiments. Holmium (163Ho) and rhenium (187Re) have the
lowest endpoints, while holmium decays not by β-decay but by electron capture (𝜖). Their
decay scheme reads as the following

e− + 163Ho →163 Dy + νe , 𝑄 = 2.83 keV (2.26)
187Re →187 Os + e− + νe , 𝑄 = 2.47 keV . (2.27)

Holmium is used at the ECHo [62] and Holmes [63] experiments, which were not able to
set a competitive limit on the neutrino mass. However, an upper limit on the neutrino mass
of𝑚ν < 15 eV/c2 (90% C.L.) was achieved at the MIBETA experiment [64] by measuring
the β-spectrum of rhenium with cryogenic microcalorimeters [65]. Both elements hold
the disadvantage of very long half-lives of 4570(25) 𝑦 for 163Ho [5] and 4.12(11) × 1010 𝑦
for 187Re [66]. Therefore, large amounts of these rare elements are required.
The best limits for neutrino mass are obtained by spectroscopic measurement of the

beta electrons produced at decays of tritium (3H or T)

3H →3 He+ + e− + νe . (2.28)

The current upper limit on the effective neutrino mass is

𝑚ν < 0.8 eV/c2 (90% C.L.) , (2.29)

achieved at the KATRIN experiment, using a gaseous source of molecular tritium (T2)
[4]. Using tritium is beneficial for several reasons: Tritium has a medium half-life of
12.32(2) 𝑦 [67] and a low endpoint of 𝐸0 = 18.57 keV [4]. Since tritium is a hydrogen-like
atom, only one outer electron is present which vanishes Coulomb interaction within the
atomic hull and additionally inelastic scattering of the beta electrons with source gas is
diminished. Beta decay of tritium eq. 2.28 is a super-allowed decay with the transition
𝐽 = 1/2 → 𝐽 = 1/2 through which the nuclear transition matrix elementM (see. eq. 2.24)
becomes energy-independent. In general, using gases as source eliminates energy losses
due to solid-state effects.
However, a molecular source leads to systematics of the final states of the residual

molecule, e.g. electronic or rotational excitation in the eV-range. To achieve ultimate
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sensitivity on the effective neutrino mass using tritium, an atomic source is needed to
avoid molecular systematic effects in future experiments. One way of using atomic tritium
in cold traps as a source is currently being developed as part of Project 8, which aims to
measure the energy of electrons by cyclotron radiation emission spectroscopy - a novel
spectroscopy technique. In the scope of the experiment a neutrino mass sensitivity down
to 40meV/c2 can be achieved. [68]

19





Part II.

The Karlsruhe Tritium Neutrino Experiment

21





3. Design and operation

3.1. Main components of the KATRIN experiment

Figure 3.1.: Overview of the KATRIN beamline which consists of five main sections: the
rear wall with electron gun, the tritium source, the transport and pumping
section, the pre- and main spectrometer, and the detector. Figure kindly
provided by L. Köllenberger.

The following sub-chapters of the technical description of the KATRIN experiment are
based on the updated technical design report from 2021, which is the as-built documen-
tation, see ref. [3], if not referred differently. The description contains the individual
main components of the KATRIN beamline (see fig. 3.1), starting with the Windowless
Gaseous Tritium Source (WGTS), followed by transport and pumping section composed
of the Differential Pumping (DPS) and Cryogenic Pumping Section (CPS). Further on with
monitoring devices such as the rear wall, e-gun and additional systems which observe the
tritium source. Subsequently, the description of the spectrometers, which act as a high-pass
filter for electrons after the MAC-E (Magnetic Adiabatic Collimation with Electrostatic)
filter principle and the segmented Focal Plane Detector (FPD). Beta electrons generated
within the source are guided magnetically by superconducting magnets into the main
spectrometer, where their energy is resolved by a counteracting electric potential. If the
energy of an electron exceeds the potential, the electron is transmitted to the detector. The
application of this technique leads to the measurement of the integrative beta spectrum of
tritium beta electrons.
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3. Design and operation

3.1.1. Windowless gaseous tritium source

Figure 3.2.: Schematic of the inner loop of tritium gas circulation at the WGTS. Tritium
is continuously injected at the center and pumped at both ends. The blue
shading outlines the gas density profile within the 10m long beamline with
an diameter of 9 cm [3].

In the KATRIN experiment a gaseous tritium source is used with an activity of up to 1011 Bq.
This gas is introduced into the beamline at the center of the windowless gaseous tritium
source (WGTS). Pumps on both ends reduce the gas density so that electrons can pass to
the rear section or the spectrometer, where their energy is analysed. The pumped gas will
be cleaned at the permeator to guarantee that tritium (T2) of high purity can be re-injected.
In the Tritium Laboratory Karlsruhe (TLK), there are further loop systems in which the
analysis of the gas composition and the purification of the circulating gas takes place so the
purity of tritium is kept above 95 %. The relative concentration of individual gas species,
such as T2, DT, and HT, is monitored by Laser-Raman-Spectroscopy (LARA) before the
injection capillary (D = deuterium and H = hydrogen). The tritium throughput through
the WGTS and inner loops is about 40 g/day during measurement phases. The beamline
is surrounded by superconducting magnets with maximum field strengths of 3.6 T. In
addition, the beamline is kept at cold temperatures of 30 K to obtain stable measurement
conditions in terms of pressure stability with a high number of molecules in the source and
of high tritium purity. This is also advantageous for minimising Doppler broadening if the
decaying molecules are slow [69]. The amount of molecules to provide the high activity of
beta decays is described by the integrated particle density 𝜌0𝑑 = 5 × 1017cm−2 along the
WGTS beam tube of length 𝑑 , which is called column density. The stability of the source
is crucial for reaching the sensitivity goal of KATRIN which is required to be less than
0.1%/h. The latest results were achieved with a column density of (4.23 ± 0.01) × 1017cm−2

at a very stable temperature of 30.065 ± 0.001K, while the tritium (T2) concentration was
kept high at 97.3 ± 0.5% which results in an activity of 9.5 × 1010 Bq [4].
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3.1. Main components of the KATRIN experiment

3.1.2. Differential and cryogenic pumping section

On their way to the detector, the electrons are guided through the DPS (fig. 3.3a) and
CPS (fig.3.3b). Both make use of the charge of the electrons as they can be magnetically
guided through these two chicanes. This improves the pumping efficiency at the bend
points to further reduce the residual gas density. No tritiated molecules should enter
the spectrometers, as they would cause background events there after decay and violate
the radiation protection requirements. Since ions that are constantly generated by beta
decays are guided as well, three electric dipole coils are installed to block and remove these
low energetic positive ions in electrostatic traps via 𝐸 × 𝐵 drifts. The reduction factor of
residual gas in the DPS is about 4 × 103 measured with 1% DT in D2. Combination of the
pumping efficiency of the DPS with the WGTS leads to a reduction of pure tritium by a
factor of (9.6± 1.0) × 107 at nominal column density. Additional seven orders of magnitude
reduction of flow rate have to be achieved at the CPS which cannot be further reduced by
TMPs due to back-diffusion.

The main part of the gold-plated CPS beam tube acts as a cold trap that is operated
at a temperature of 3 K. This low temperature is obtained by a large liquid helium (LHe)
reservoir vessel at 4.5 K and the smaller 3-K vessel which is pumped to a pressure of 0.3
bar to establish the low temperature of 3 K inside. To fulfill the reduction requirements a
cryo-sorption pump is the method of choice. The pumping medium is a layer of condensed
argon gas on the surface of the cold beam tube which is further enlarged by fins, see fig.
3.3b. This argon frost layer provides a large absorption ability and therefore pumping
capacity. As the condensed argon provides a large cold area, tritium molecules stick to

(a) DPS. (b) CPS.

Figure 3.3.: (a): The Differential Pumping Section (DPS) is located next to the WGTS
downstream to the spectrometer. It consists of five superconducting magnets
(light blue) arranged in a chicane and six pump ports, where turbo-molecular
pumps (TMPs) (yellow) are located. (b): The Cryogenic Pumping Section (CPS)
is also a chicane with superconducting magnets (red) but with additionally
cooling down to 3 K which act as a cold trap (light blue) for residual tritiated
molecules. The magnets as well as the cold trap are supplied with LHe from
a large vessel (dark blue) [3].
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it with an estimated sticking coefficient of 𝛼 = 0.7 that provides the necessary pumping
efficiency. Subsequent desorption after adsorption of the tritium molecules is temperature-
dependent for which reason the beam tube is kept at 3 K so the mean sojourn time is as
large as possible. Flow simulations and measurements revealed that the reduction factor
of the CPS is four orders of magnitude higher than its requirement, wherefore the total
reduction of the tritium flow rate from the WGTS to the spectrometers is larger than
2 × 1019, well above the design demands [69, 70].

3.1.3. Monitoring Devices

In the KATRIN experiment, numerous monitoring devices are in operation, some of which
will be explained in more detail below. Starting at the rear section, where the Rear Wall
(RW) is located. As tritium decays (see eq. 2.28) ions as well as electrons are produced.
Furthermore, electrons can scatter with the source gas, producing additional ions. Thus,
in the WGTS of the KATRIN experiment, a plasma is created that can be described by
an effective potential. This plasma potential is monitored and influenced by the large
gold-coated stainless steel plate - the Rear Wall. By application of a bias voltage to the RW,
the plasma potential can be directly influenced and the voltage of best coupling extracted
which is needed for understanding the resulting beta spectrum since the plasma potential
influences the final kinetic energy of beta electrons and therefore the neutrino mass signal.
Behind the RW an electron gun is mounted which can be used to measure the column
density. It provides high electron rates with a narrow energy width and fine pitch angle
selectivity. The e-gun is coupled to the main spectrometer high voltage and produced
electrons can be generated with different surplus energies to overcome the retarding

(a) BIXS.

2 m long arm r = 71 mm d = 7 mm
Detector
  board

Hall sensor 

Temperature gauge 

outer rim

inner flux tube

p-i-n diodes

y

x

(b) FBM.

Figure 3.4.: (a): β-Induced X-ray Spectroscopy (BIXS) system at the RW chamber. The
silicon drift detector (SDDs) have a direct line of sight onto the RW surface,
where X-ray emission takes place for adsorption on β-electrons in gold.
The detectors are shielded by beryllium (Be) window to prevent tritium
contamination of the detectors. (b): The Forward Beam Monitor (FBM) is
located at pump port 2 at the CPS, compare fig. 3.3b. It continuously measures
the relative intensity of the β-electron flux towards the main spectrometer
on the outer edge of the flux tube [3].
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potential. Investigations regarding angular selective dependencies of electrons within
the KATRIN beamline can be performed as well as scattering through the source gas and
transmission conditions which are of high relevance for the analysis [71].

Two detector systems are installed. At the RW two silicon drift detectors are mounted
to monitor the source activity in the WGTS by measuring X-ray radiation, produced at
absorption processes of β-electrons in the gold coating of the RW. This is system is called
BIXS (β-Induced X-ray Spectroscopy). The detectors are shielded from the source by
beryllium windows, so no tritium contamination can take place, which can be seen in
fig. 3.4a. The second detector system is located in the CPS beamtube. The Forward Beam
Monitor (FBM), which is also a silicon drift detector, is used to monitor the relative intensity
of the electron flux towards the main spectrometer and detector. It is possible to move the
FBM across the whole flux tube within the beam tube to measure the spatial distribution of
resulting β-electrons before energy selection takes place at the main spectrometer. During
neutrino mass measurements, it is located at the outer edge of the sensitive flux tube so as
not to shadow relevant pixels on the focal plane detector and still monitor the relevant
quantity, as shown in fig. 3.4b.

Also ions which are guided magnetically to the spectrometer are monitored. Resulting
positive ions are guided to the spectrometers which are measured at the pre-spectrometer.
Inside the pre-spectrometer large cone electrodes are installed for fine-tune the electric field
inside. To decelerate electrons negative potentials are necessary which act attractive to
positive ions. These ions will hit the downstream cone electrode and produce electrons so
a current can be measured with an ammeter. There are safety triggers used if the measured
current exceeds a certain value of 5 pA, which corresponds to a rate of 3 × 107ions/𝑠, the
connection between the source section and the spectrometers is then closed due to possible
tritium contamination [72].
In addition to these source-related monitors many others are installed such as pres-

sure sensors, magnetometers which are distributed over the entire beamline, especially
surrounding the main spectrometer. The retarding potential at the main spectrometer is
determined, using unique high-voltage-dividers of ppm-precision with 8.5-digit precision
digital voltmeters. The stability and reproducibility of the high-voltage system is of key
importance, as this quantity determines the absolute energy with which the electrons are
filtered.

3.1.4. The KATRIN spectrometers and detector

There are two spectrometers at KATRIN: the pre-spectrometer (PS) and the main spec-
trometer (MS). These are essential for resolving the kinetic energy of the beta electrons
that arrive at the detector and used as MAC-E filters (magnetic adiabatic collimation with
electrostatic). The basic principle of MAC-E filters is shown in fig. 3.5. A key feature is the
adiabatic electron transport with full energy conservation. The momenta of beta electrons
generated in the source are isotropically distributed, which is unfavourable for an energy
measurement. Thus, the magnetic gradient force can be used to transform their transverse
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Belectron momentum vector (no electric field)
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Figure 3.5.: The MAC-E filter principle at the main spectrometer. Electrons arriving from
the source are either transmitted (a) if their energy is high enough to overcome
the retarding potential 𝑈ret = 𝑞𝑈max, or (b) electrostatically reflected back to
the RW if their energy is not sufficient. Electrons which are generated within
the main spectrometer volume may are magnetically trapped (c) within the
strong fields provided by superconducting magnets on both ends. According
to adiabatic particle transport, the magnetic moment of the electrons (see eq.
3.1) remains constant so transverse momentum is transformed to longitudinal
momentum by lowering the magnetic field to the centered analysing plane
(AP), where the absolute high voltage is maximal [3].

energy into longitudinal energy since the magnetic moment of the electrons cyclotron
motion around a magnetic field line is conserved, it follows

` = | ®̀| = e
2𝑚e

|®𝑙 | = 𝐸⊥
𝐵

= const. , (3.1)

with the transverse energy 𝐸⊥ = 𝐸 · sin2(\ ) and magnetic field 𝐵. Here, \ denotes the angle
between momentum ®𝑝 and magnetic field ®𝐵. Such spectrometers have excellent energy
resolution when the magnetic field drops by several orders of magnitude towards the center
of the main spectrometer which localises the analysing plane. Here, the transverse energy
of the electrons reaches its minimum. While combining the magnetic field minimum and
the retarding potential maximum |𝑈max |, only electrons with longitudinal energies larger
than the filter energy 𝐸∥ = 𝐸 · cos2(\ ) > 𝑞𝑈max are transmitted. The energy resolution is
given by

Δ𝐸 =
𝐵min
𝐵max

· 𝐸 , (3.2)

which is about 1 eV at the KATRIN experiment for standard values of 𝐸 = 18.6 keV,
𝐵min = 0.3mT and 𝐵max = 6 T at the pinch magnet. This can be interpreted as the
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remaining transverse energy of electrons at the analysing plane. Another quantity that
depends on the magnetic fields is the acceptance angle

\max = arcsin
(√︂

𝐵𝑆

𝐵max

)
(3.3)

of beta electrons that start in the source (𝐵𝑆 ) which is about 51° for the nominal fields at
KATRIN. The design is not completely flawless as the superconducting magnets on both
ends provide a magnetic bottle wherein electrons are able to be trapped, see fig. 3.5(c), if
their initial polar angle and/or kinetic energy is large. As these electrons are adiabatically
transported, eq. 3.1 is valid which can be used to compare initial (𝑖) and final (𝑓 ) states of
inside-generated electrons. It reads

`𝑖 =
𝐸⊥,𝑖
𝐵𝑖

=
𝐸⊥,𝑓

𝐵 𝑓

= `𝑓

𝐸𝑖sin2(\𝑖)
𝐵𝑖

=
𝐸 𝑓 sin2(\ 𝑓 )

𝐵 𝑓

→ 𝐸𝑖 = 𝐸 𝑓 ·
𝐵𝑖

𝐵 𝑓︸  ︷︷  ︸
≈Δ𝐸

·
sin2(\ 𝑓 )
sin2(\𝑖)

, (3.4)

where the first part of eq. 3.4 can be approximated by the energy resolution Δ𝐸 if the initial
state is somewhere in the low magnetic field region (≈ 𝐵min) within the spectrometer
whereas the final state is located at the exit after acceleration due to the retarding potential
|𝑈max | ≈ 𝐸 𝑓 within the strong magnetic field of the superconducting magnet 𝐵max. The
second part of the equation is given by the squared sine functions which individually are
smaller or equal to one but positive. Therefore, the trapping condition for inside-generated
electrons reads

𝐸𝑖 < 𝐸 𝑓 ·
𝐵𝑖

𝐵 𝑓

· 1
sin2(\𝑖)

≈ Δ𝐸

sin2(\𝑖)
, (3.5)

which results for an polar angle of \ 𝑓 < 90° at the maximum magnetic field. From this
follows that already electrons with few eV energy can be trapped, if their initial polar angle
with respect to the magnetic field is large enough. On the other hand, higher energetic
electrons can still be transmitted if their initial momentum is nearly parallel to the magnetic
field lines. It is crucial that such electrons should be avoided to be produced as well as
positive ions which are electrostatically trapped within the main spectrometer fields as
they serve as a background source. Many background sources related to the spectrometers
will be discussed in sec. 4. The spectrometers are operated under ultra-high-vacuum
(UHV) conditions at a pressure on the order of 10−11 mbar. Thus, the scattering of electrons
by residual gas on their way through the spectrometers is strongly suppressed.
The detector system at the KATRIN experiment is composed of a silicon multi-pixel

p-i-n-diode array with custom electronics and ultra-high-vacuum as well as a high-vacuum
system, and superconducting magnets, see fig. 3.6a. The wafer is divided into 148 pixel,
which are arranged in 12 rings, with 12 pixels each, and the bulls-eye of 4 pixels. Each pixel
holds the same surface area of 44mm2 and a design capacitance of 8.2 pF. Combinations
of the pixels within one ring are used for radial effects of the detector system, the source,
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(a) FPD system. (b) Energy resolution pixel map.

Figure 3.6.: (a): Overview of the KATRIN detector system and its components [73]. (b):
Pixel map of calibration data: Data taken with an 241Am source in 2022. A fit
of the γ energy at 59.54 keV is performed to determine the energy resolution
at full width at half maximum (FWHM). The mean value of the distribution
is 2.648 keV with a standard deviation of 0.145 keV.

or background electrons. Additionally, calibration and monitoring devices are installed
between pinch and detector magnet. As γ calibration source an 241Am source is used while
electrons can be produced at various energies from a titanium plate which is operated with
high-voltage by photo-electron emission, using UV-light (PULCINELLA). The detector
wafer sits within the detector magnet at a nominal field of 2.5 T surrounded by a lead shield
and a scintillating veto to discriminate signal electrons to background events of cosmic
muons [73]. To reduce backscattering effects from the FPD wafer a post-acceleration-
electrode (PAE) is installed which is nominally operated at 10 kV, so arriving electrons
are accelerated longitudinally by 10 kV. Additionally, this reduces the intrinsic detector
background in the signal energy region as it is slightly energy-dependent and lower for
higher electron energies. Backscattering of electron from silicon is an important quantity
for the analysis and will be discussed in more detail in sec. 6.4 in the scope of the pTEF
analysis.

Recent calibration measurement with the 241Am source are used to determine the energy
resolution of the FPD wafer, see fig. 3.6b. Here, the most frequent γ-ray at 59.54 keV [74] is
measured and analysed in terms of the peak width. The energy resolution of the wafers at
KATRIN are between 2 and 3 keV which is not of concern since the energy measurement
of the electrons is made via the retarding potential in the main spectrometer, the detector
is utilised to count the transmitted electrons.
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3.2. Measuring the effective neutrino mass

In this section the technical operation of the KATRIN experiment during neutrino mass
measurements is described. Measurement campaigns are numbered consecutively, starting
with the first official neutrino mass run KNM1 in spring 2019. So far, six measurement
campaigns have been completed, with campaigns KNM1-KNM5 being of relevance in the
context of this thesis.

3.2.1. Electromagnetic field setting

3.2.1.1. Nominal analysing plane (NAP)

The nominal analysing plane (NAP) configuration of the main spectrometer MAC-E filter
is the standard configuration. The magnetic field is reduced by about 4 orders of magnitude
from the outer superconducting magnets to the center of the main spectrometer vessel,

KATRIN z-position (m)

-12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

R
ad

iu
s 

(m
)

z-position (m)

-9 -6 -3 0 3 6 9

6

8

B
 (

G
)

z-position (m)

-9 -6 -3 0 3 6 9
-18602

-18600

-18598

-18596

U
ᵣₑ
ₜ (

V
)

Figure 3.7.: Top: Magnetic flux tube as a function of the position along the beam line axis
(z). As the system is axial symmetric only the radial component is shown. The
individual lines are mapped between the detector rings so each line represents
the enveloping of ring-by-ring volumes. The vertical green line at the center
denotes the analysing plane (AP), where the absolute high voltage is maximal.
The solid grey line represents the main spectrometer vessel wall. Bottom:
Magnetic field B (left) and retarding voltage Uret (right) in the center region
of the main spectrometer for the NAP configuration. Magnetic fields in the
AP are often written in cgs units: 1 G = 1×10−4 T.
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while the retarding potential is maximal as well there. The mapping of the magnetic
field flux tube on to detector can be seen in fig. 3.7. Each line belongs to the track of
magnetically guided electrons, arriving between pixels of neighbouring rings on the FPD,
simulated with Kassiopeia [75] - an electromagnetic particle tracking framework, wherein
the global KATRIN beamline is contained. The NAP configuration is characterised by
high homogeneity of the magnetic field strength and retarding potential at the analysing
plane (AP) which leads to an unitary spectrometer resolution (eq. 3.2) over the whole flux
tube. This setting was used for the first two neutrino mass runs KNM1 and KNM2 with an
average magnetic field at the analysing plane of 𝐵ana = 6.308×10−4 T which results into
a spectrometer resolution of Δ𝐸 = 2.76 eV for electron energies of 𝐸 = 18 575 eV and the
maximal magnetic field at the pinch magnet of 𝐵max = 4.239 T [4].
The total flux tube volume between the superconducting magnets at the main spec-

trometer is about 365m3, where the sensitive flux tube volume is defined as the volume
downstream of the analysing plane of 177m3, the ring resolved values can be found in
the appendix A.1. The mean background rate of this configuration at the mentioned
measurement campaigns was about 0.25 counts per second (cps), or 250 mcps respectively.
This exceeds the initially assumed design background value of 10 mcps [69] by a factor
of 25 and therefore significantly limits the neutrino mass sensitivity. Ways to reduce the
background level were taken into account and it turned out that reducing the downstream
flux tube volume is a favourable way to do so, leading to the shifted analysing plane
configuration [76] which will be explained in the following.

3.2.1.2. Shifted analysing plane

As the background level is much higher than anticipated the shifted analysing plane (SAP)
configuration was developed [77]. In comparison to the NAP configuration the background
level could be lowered by a factor of 2 which is why this is used for current neutrino mass
runs since KNM3 as standard measurement configuration [76]. In fig. 3.8, the magnetic
flux tube, the minimal magnetic field, and the minimal retarding voltage for the SAP
configuration of the main spectrometer is shown. In contrast to the NAP configuration, the
magnetic flux tube is no longer mirror-symmetrical about 𝑧 = 0m. The largest extension
of the flux is shifted downstream, where the magnetic field and retarding voltage minima
come to terms, so the analysing plane is shifted towards the detector. Thus, the sensitive
flux tube volume is reduced to about 60m3.

Additionally, this leads to inhomogeneities in both the magnetic field and the retarding
potential. Due to the geometry of the main spectrometer vessel and its electrodes, potential
depression occurs so that the foreseen field value of −18 600V cannot be reached at the
analysis plane, even though this voltage is set at the inner electrodes, wherein the potential
also decreases from the outer to the inner volumes that are mapped on the detector. This
manifests as amaximal retarding potential difference between the innermost and outermost
pixel rings of 3.6 eV. Similarly, the magnetic field strength is also inhomogeneous in the
AP, higher in the center of the flux tube and decreasing to larger radii. The total difference
is about 1.8 G but maintaining the energy resolution of the NAP configuration at the
innermost pixels, wherefore the resolution improves on the outer radii, since the minimal
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Figure 3.8.: Top: Magnetic flux tube as a function of the position along the beam line axis
(z). As the system is axial symmetric only the radial component is shown.
The individual lines are mapped between the detector rings so each line
represents the enveloping of ring-by-ring volumes. The dashed green line
denotes the shifted analysing plane, defined by the maximal absolute high
voltage value and the solid grey line represents the main spectrometer vessel
wall. Bottom: Magnetic field B (left) and retarding voltage Uret (right) in the
center region of the main spectrometer for the SAP configuration with its
strongly pronounced minima shifted downstream to 5 < 𝑧 < 7m.

magnetic field 𝐵min of eq. 3.2 decreases. Ring resolved values of the volumes, magnetic
field, retarding voltages, and energy resolution can be found in app. 8.
The inhomogeneities of the electromagnetic fields influences the neutrino mass mea-

surements. In the analysis, the radial and azimuthal pixelation of the detector becomes
more important as every pixel gains a slightly different transmission function, defined
by the individual potential. Nevertheless, pixels can be grouped into patches instead
of rings, to take the inhomogeneities, as well as misalignment into account, so that the
electric potential (𝛿𝑞𝑈 ≤ 0.25 eV) and magnetic field variations (𝛿𝐵 ≤ 0.014mT) over one
patch are small. A precise calibration measurement of the pixel-wise field parameter was
performed with 83mKr, in addition to measurements with mono-energetic electrons from
an angular-selective photo-electron source (e-gun). [76]
It reveals that the systematic contribution of the SAP fields to the KATRIN sensitivity

on𝑚2
ν is Δ𝑚2

ν,sys ≈ 3×10−3 eV2 [78] which fulfills the maximal systematic contribution
of 7.5×10−3 eV2 [69]. As other systematic contributions are currently significantly higher
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(see [4] Table 2), it turned out that using the SAP configuration is beneficial in terms
of background reduction and hence statistical uncertainty. Furthermore, the systematic
contribution by non-Poisson background is highly diminished, which leads to an improved
neutrino mass sensitivity.[76]

3.2.2. Measurement time distribution

The measurement time distribution (MTD) is of central importance because it directly
influences the observable neutrino mass signal. The choice of unfavourable steps, values
and time intervals on the retarding potential leads to worse neutrino mass sensitivity and
thus to unsatisfactory neutrino mass results. An exemplary MTD is shown in fig. 3.9

Figure 3.9.: General view on the neutrino mass measurements. Top: Integrated model
spectra of continuous β-spectra obtained with a MAC-E filter. The electron
rate is plotted as a function of the retarding energy for two different cases of
neutrino masses𝑚2

ν = 0 eV2 (green solid line) and𝑚2
ν = 1 eV2 (purple dashed

line). Center: The ratio of the spectra in comparison to the massless neutrino
case is shown. The strongest deviation of the spectrum with a massive
neutrino is about 10 eV below the endpoint 𝐸0. Bottom: The measurement
time distribution (MTD) illustrates the amount of time spent at different
retarding potentials. It is optimised for a neutrino mass sensitivity of 1 eV
while the largest amount of time is attributed to the region of the largest
deviation. Regenerated according to ref. [3].
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3.2. Measuring the effective neutrino mass

at the bottom which is optimised for observations of spectrum distortion by a neutrino
mass of𝑚ν = 1 eV (𝑐 ≡ 1) and was used at the KNM1 measurement campaign with a total
measurement time of 521.7h [79]. The largest deviation of the spectrum in comparison to
the β-spectrum for massless neutrinos occurs about 10 eV below the endpoint 𝐸0 which
is why most of the scanning time is spent there. The scanning time drops to lower
values of the retarding potential as more and more electrons are able to be transmitted
through the MAC-E filter so the rate increases significantly, wherefore statistics are not of
concern. For background investigations and observations during the neutrino mass runs
the retarding potential is set above the endpoint 𝐸0, hence, no tritium beta electrons are
transmitted from the source to the detector as their energy is not sufficient to overcome
the retarding potential. The background points are distributed equally in time but at
various retarding potentials to measure potentially systematics by a potential-dependent
background component. This will be described in more detail in chapter 5 in addition to
other systematics evoked by the background.

Data are not taken at once for each individual retarding potential for the given time of
the MTD. During a campaign many runs (scans) are recorded with run lengths of 1-3 hours
which contain the MTD relatively. The data recorded for individual retarding potential set
points are called subruns. At the final analysis, the subruns of each scan are combined to
one final spectrum which will be fit [79].

3.2.3. Systematic budget

The systematic budget at KATRIN neutrino mass measurement campaigns consists of
various contributions which are shown in fig. 3.10. Largest contribution over the last five
measurement campaigns is made by systematics related to background. In particular, the
contributions are made by non-Poisson distributed background electrons Bg-nP, Penning
background Bg-Penn., and the background slope over retarding potential Bg-slope. Since
their contribution is large, their study is of great importance, as the ubiquitous goal of
KATRIN is to improve the sensitivity on the neutrino mass, which is why these background
related systematics will be described in more detail in chapter 5. The global background
rate becomes part of the statistical error that is increased due to increased rate.
Further systematics with less effect on the neutrino mass sensitivity arise from the

source and the magnetic fields. The electrons and ions generated in the WGTS form a
plasma that influences the starting potential of the electrons, whereby their energy is
affected on the meV scale [80]. The potential energy is a minor problem compared to the
longitudinal asymmetry along the WGTS beamline [81]. Variations on the tritium column
density 𝜌 are taken into account by a combination of the integral column density along
the beamline of the WGTS 𝜌𝑑 times the scattering probability 𝜎 as this quantity is part
of the response function which is needed to model the rate of arriving electrons on the
detector [78].

Systematic contribution on the neutrinomass sensitivity bymagnetic fields are described
by uncertainties on the global values of the analysing plane magnetic field (AP), the source
magnetic field B-src and the pinch magnetic field B-pch. The latter two are essential to
describe the transmission of electrons through the MAC-E filter, according to eq. 3.3,
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3. Design and operation

Figure 3.10.: Systematic breakdowns on the individual neutrino mass campaigns KNM1 -
KNM5 on Monte Carlo data.

whereas AP includes in addition to the magnetic field the retarding potential variations
which occur by measurements in the SAP configuration [76, 78].

The remaining systematics are beta electrons background of residual tritium which
accumulated on the rear wall surface (RW) and the energy loss (Eloss) of electrons when
scattering inelastically with the WGTS source gas [45].
Over the course of the first five neutrino mass measurement campaigns performed,

statistical and systematic error contributions could have been steadily improved. The
current neutrino mass limit was obtained at analysis of the first two measurement cam-
paigns KNM1 and KNM2 with both dominated by contributions of the background related
systematics. As of now, in KNM5 the background related systematics were highly reduced
in addition to enhanced statistics which results in a statistical uncertainty below 0.2 eV2.
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µcosmic muons

LN2 cooled baffle

219Rn

detector 
backgrounds

4.2T

H2

thermal 
radiation

pressure ~10-11 mbar

e

ionization of residual 
gas molecule

ionization of Rydberg atom 
by thermal radiation

radon decays

g

H-

3.15T

UV

H+

field 
emission

Penning discharges

insulator 
processes

b-electrons
1010 1/s

a

NR

g
eH*

internal radioactivity 210Pb, …

40K, … external radioactivity

PS1

3.15T

PS2 PCH

2.52T

DETtritium

tritium decays

pre-spectrometer

main spectrometer

vessel voltage -10 kV

e

Figure 4.1.: Overview of various background processes at the KATRIN spectrometers.
Passing cosmic muons, Penning discharges, detector backgrounds, and con-
tributions by external or internal radioactivity, e.g. radon or tritium decays
and ionisation of highly excited atoms by black-body-radiation (BBR) [82].

As the background level is significantly enlarged, compared to the design value of 10mcps
[69] by a factor of 25 for the 6.3 G NAP configuration [4]. Many investigations concerning
the origin of the observed background electrons as well as their signature on the detector
were performed. In fig. 4.1, an overview of the various processes that generate background
electrons at the spectrometers are shown. Penetrating cosmic muons interact with the
stainless steel of the main spectrometer vessel and produces electrons of various energies.
Although the sea-level muon flux is high, cosmic muons can not explain the observed
background rate [8, 83], which will be described in sec. 4.1.

Larger background contribution was found to arise from the detector itself. This intrinsic
detector background already exceeds the design value slightly but is smaller than 30mcps
and additionally depending on the energy region of interest (ROI), see sec. 4.2. Operating
both spectrometers with high voltage leads to an electrostatic trap (Penning trap) within the
superconducting magnet PS2. This allows low-energy electrons to be trapped, producing
secondary electrons and ions that fill this trap and eventually ignite, releasing several
hundred electrons at once, which is called Penning discharge [83].
Furthermore, radioactivity plays a major role for the description of the background at

KATRIN. On the one hand, emanating radon from the getter pump material (NEG) as well
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4. Background processes in the KATRIN experiment

as the stainless steel vessel generates high energetic electrons within the spectrometer
volume which are most likely being magnetically trapped [84]. Due to the long storage
times in the UHV-conditioned spectrometer, several ionisations of the residual gas take
place, resulting in observable background electrons on the detector. Likewise, tritium
contamination of the spectrometer section would lead to similar background. On the other
hand, an intrinsic radioactive contamination of the stainless steel vessel surface by 210Pb
was encountered [8]. In the decay chain of 210Pb, alpha decay of 210Po occur, where the
resulting high energetic recoil ion 206Pb𝑋+ is able to sputter of atoms from the surface.
Some of which are excited to states of high principle quantum number 𝑛, which are able
to get ionised by black-body-radiation (BBR) [8, 9, 85]. The so-called Rydberg background
will be extensively be described in sec. 4.5, as it accounts for the largest contribution of the
current background level. The investigation of the external radioactivity showed that it is
not relevant with the standard measurement configuration of the main spectrometer [83].

4.1. Emission of secondary electrons from surfaces

As the muon flux through the main spectrometer is approximately 105s−1, large background
contribution by secondary electron emission by muons can be expected. The inside
stainless steel vessel surface is about 690m2 with additional surface area due to the inner
electrode (IE) system and its peripherals of 532m2 [3]. Interacting muons (µ) or gammas (γ)
within the stainless steel mainly generate low energy electrons of energies below 50 eV [86].
Such low energetic electrons are efficiently shielded by the electromagnetic field design
inside the main spectrometer, as shown in fig. 4.2. Two shielding mechanism emerge. On
the one hand, electrostatic shielding of electrons which leave the spectrometer surface as
the absolute inner electrode voltage UIE is higher than the vessel voltage Uvessel by 200V
in standard configurations. On the other hand, electrons that escape from the IE surfaces

μ/γ

e−

e−

spectrometer surface

magnetic field lines

Uvessel

UIE

Figure 4.2.: Electric and magnetic shielding of low energy electrons from the vessel
(Uvessel < −18 000V) and inner electrode (UIE = Uvessel − 200V) surface.
Passing muons (µ) or gammas (γ) produce low energy electrons that are
either electrostatically or magnetically be reflected.
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4.2. Intrinsic detector background

are magnetically reflected by the Lorentz force as the magnetic field lines are parallel to
the spectrometer surface to the first order. However, electrons with higher energy and
specific starting angles to the magnetic field are able to arrive within the sensitive flux
tube volume. However, detection at the FPD is possible but very improbable, depending
on their energy and flight direction.It is on the order of 0.2×10−3 % for isotropically started
electrons from the IE surface with energies between 5 and 30 keV [8].

Dedicated measurements investigating the secondary electron emission from the main
spectrometer surfaces by changing the magnetic guiding field in a way that the surface is
mapped onto the detector enables the observation of the muon-induced electrons directly.
Supplementary muon detector panels were installed, surrounding the main spectrometer
vessel, so the muon flux could be measured and modelled. Correlation analysis of the
muon and the electron rate on the FPD resulted in a muon-induced background fraction
of only 13.6(8) % from the inner spectrometer surfaces [8].
This result was puzzling since a large amount of about 86 % of the measured electrons

from the inner surface had to have a different origin than cosmic muons, whereas contri-
butions by external radioactivity, e.g. γ particles, were already excluded. Nevertheless, in
a standard symmetric magnetic field configuration, higher energetic electrons from the
inner surfaces are barely able to reach the sensitive flux tube volume. Here, residual gas
ionisation with the generation of trapped electrons is possible and the detection at the
FPD but this tiny fraction cannot be considered as the dominant background source. [8]

4.2. Intrinsic detector background

The FPD is designed for high efficiency counting of electrons while maintaining a low
intrinsic background contribution within the region-of-interest (ROI) for the neutrino mass
measurements. The design value made 10% of the total background level and was planned
to be less than 1mcps [69]. The muon-veto-system which is additionally installed within
the bore hole of the detector magnet can be used to actively tag events at the FPD induced
by through-passing cosmic muons [73]. A coincidence of signals from the muon-veto
and the detector within 1 µs triggers the veto, while the detector signal is removed from
the analysis which reduces the intrinsic detector background by about 40 %, see fig. 4.3
and 4.4a. The detector background is slightly energy-dependent in the standard ROIs of
14-32 keV (KNM1,KNM2) and 22-34 keV (KNM3 and following), see fig. 4.3-Right. As the
post-acceleration-voltage (PAE) is standard operated at 10 kV the endpoint of the tritium
spectrum is at about 28.6 keV on the detector. The intrinsic detector background rate at
these energy ranges for the current wafer is extracted

ROI : 14 − 32 keV : 𝑟BG,Det = 21.2 ± 0.2 mcps ,
ROI : 22 − 34 keV : 𝑟BG,Det = 13.0 ± 0.2 mcps , (4.1)

using the exponential fit (black dashed line) in fig. 4.3-Right. The shown data were taken
in February 2021. This wafer was installed before the KNM3 measurement campaign in
spring 2020, due to slightly worse energy resolution compared to the formerly used wafer,
a more narrow ROI is beneficial with respect to the background rate.
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Figure 4.3.: Intrinsic detector background as a function of the measured energy. Left:
Energy range of 7 to 180 keV. Rate is shown for the whole detector (148
pixel) with and without application of the muon veto-cut. At 𝐸 < 11 keV the
electronic noise is visible. 𝐸 > 120 keV is related to charged ionising particles
which pass through the FPD wafer. Their energy-loss follows a Landau-
distribution. Right: Detailed view on the intrinsic detector background in the
energy range from 8 to 40 keV which is of interest for standard measurements
such as neutrino mass runs. Two exponential fits are made: on the noise part
(solid blue line) for 8.5 keV ≤ 𝐸 ≤ 12 keV and on the relevant energy part
(dashed black line) for 11 keV ≤ 𝐸 ≤ 40 keV.
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(a) Veto-cut background ratio. (b) FPD pixel background rate distribution.

Figure 4.4.: (a): Ratio of the detector background rate for 7 ≤ 𝐸 ≤ 180 keV. Shown is
the ratio of the rate with application of the veto cut of 1 µs divided by the
rate without the cut for energy bins of 1 keV width. The uncertainty of each
data point is about 8.5% but not plotted for better readability. (b): FPD pixel
map distribution of the intrinsic detector background given for an energy
range of 11 to 40 keV. The mean background rate on a pixel is 𝑟BG,Det,pixel =
0.214(25)mcps, resulting in a total background rate of 31.6(3)mcps for the
whole detector and this energy range.
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4.3. Penning traps

4.3. Penning traps

Another known background contributor are Penning discharges, as shown in fig. 4.1 on
the left. Firstly observed at stand-alone investigations at the pre-spectrometer between
the ground and cone electrodes [87], see fig. 4.5. In KATRIN, both spectrometers are used
in tandem operation. Such as the main spectrometer, also the pre-spectrometer can be
set on high voltage. Initially, the basic plan was to pre-filter electrons before entering
the main spectrometer by a lower counteracting potential. If less beta electrons are able
to enter the spectrometer, less scattering on residual gas and therefore, less secondary
electrons are produced, which reduces background events. However, the operation of
both spectrometers on high voltage forms an electrostatic trap between them in the high
magnetic field of the superconducting magnet PS2, where the beam tube is on ground
potential. Low energetic electrons that are generated near the ground potential inter-
spectrometer region can therefore are electrostatically as well as magnetically being
trapped. These trapped electrons scatter on residual gas, producing secondary electrons
and positive ions, so the trap gets filled with electrons. Once, the amount of electrons is too
high to be blocked by the counteracting high voltage potential, a Penning discharge occurs,
releasing enormous numbers of electrons into the spectrometers. This effect strongly
depends on the pressure and the applied high voltages. [83]

a

b

Figure 4.5.: Electromagnetic field condition in the inter-spectrometer region. The colour
scale denotes the electric potential in kV, only valid inside the beam tube.
Red lines mark the magnetic field lines depicted on the FPD, while their
constriction is a measure of the magnetic field strength. The coils position of
the superconducting magnet PS2 is marked as red rectangles. Grey borders
show the ground electrode at 0 V (a) and the cone electrode at −18.3 kV (b) in
the pre-spectrometer. Figure from [83] with highlights a and b according to
[87].
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4. Background processes in the KATRIN experiment

To counteract against the inter-spectrometer Penning trap as a background source a
movable wire was introduced into the valve, sitting inside the PS2 magnet. This device is
called Penning wiper and is used to clear the trap from electrons as it moves through the
magnetic flux tube. Any electron that hits the Penning wiper is caught and removed from
the trap, effectively preventing Penning discharges. [3, 88]

Although the induced background rate by the Penning trap and discharges is small due
to regular wiper operations and the UHV condition at 𝑝 ≈ 4×10−11mbar, it results in a
large systematic in neutrino mass measurements, as can be seen in fig. 3.10. Description
of this systematic on the data is made in section 5.3.

4.4. Radon-induced main spectrometer background

Background electrons produced by radioactive decays of radon atoms, mainly 219Rn, within
the main spectrometer volume lead to high-energy electrons that are magnetically trapped
in the magnetic bottle and produce several secondary electrons.
Radon as a naturally occurring radioactive noble gas is present in the ambient air. Its

most common isotope is 222Rn, which accounts for up to 90% of the total prevalence. Other
isotopes include 220Rn (9%) and 219Rn (1%), among others in trace amounts. At KATRIN,
the isotope abundance differs from natural occurrence in ambient air as the isotopes have
different half-lives which is related to their relevance in the experiment.

• 220Rn as part of the 228Th decay chain has a half-life of 𝑇1/2 = 55.8(3) s [89]. Since
radon emanates from any stainless steel surface, it is also present within the main
spectrometer volume, therefore potentially generating background electrons.

• 219Rn is short-living with a half-life of 𝑇1/2 = 3.98(3) s [90]. Thus, if such an atom
is present in the main spectrometer volume, background contribution is highly
favoured as it cannot be pumped before decay. It arises from the non-evaporable
getter (NEG) pump material, established to maintain the UHV condition at a pressure
on the order of 10−11 mbar. Therefore, a direct background source is installed as it
emanates 219Rn in large amounts which makes it the most challenging contribution.

• 222Rn is not of concern in the KATRIN experiment due to its long live-time of 3.82 d
[91] as the mean pump-out time is about 𝜏MS ≈ 360 s [8]. However, 222Rn becomes
of relevance in section 4.5 as its decay products evolved to the strongest source of
background within the main spectrometer.

Collectively, radon-induced background is made of emanating 220Rn from the inside main
spectrometer surfaces and 219Rn from the NEG material. However, the radon contribution
within the sensitive main spectrometer volume could be efficiently reduced by installing a
liquid-nitrogen-cooled copper baffle [92], whose location is shown in fig. 4.1 on the bottom
right side next to the NEG pump material within the pump ports. The baffle system covers
the direct line-of-sight from the getter pump into the main spectrometer volume. Due to
its low temperature, released radon atoms of thermal velocity have a certain probability to
stick on the cold surface, long enough to decay there [93]. In fig. 4.6a the measured cluster
rate with an artificial 220Rn source, installed behind the baffle is shown as a function of
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4.4. Radon-induced main spectrometer background

(a) Background rate. (b) Desorption time.

Figure 4.6.: (a) Background rate and (b) desorption time of 219Rn as a function of the
baffle temperature, provided by J. Wolf according to [93].

the temperature. Cooling down to 90 K leads to a radon-induced background reduction of
about 95% [8, 93]. The desorption time, shown in fig. 4.6b, is a result of the comparison
of molecular-flow simulations and measurement. The surface desorption time of radon
atoms on cold surfaces rises significantly with decreasing temperatures up to a level of
several half-lives of the short-living isotope 219Rn so that its background contribution
is significantly reduced. The baffle efficiency will decrease over time as water molecule
adhere to the cold surface which reduces the ability of radon atoms being desorbed. To
further increase the efficiency of the baffle system on long operation periods, a pre-cooling
stage of the LN2 was installed. Before being transported to the baffles, liquid nitrogen
gets pumped to a pressure of about 250mbar further reducing its temperature, hence,
enhancing the desorption time since temperatures down to 77 K are achievable. The global
effect of further radon-induced background reduction was small but investigated after a
preceding bake-out of the main spectrometer and baffle system, whereby no water could
accumulate on the cold surfaces over time [94].

When radon decays in the main spectrometer volume up to 20 electrons can be released
with various energies such as inner-shell shake-off (𝐸 ≈ 1 keV), conversion (𝐸 ≈ 100 keV),
relaxation (𝐸 ≈ 1 keV), or shell-reorganisation (𝐸 ≈ 10 eV) electrons [8, 84, 95]. Since most
of these electrons do not fulfil the transmission condition eq. 3.5 because their energy is
large, these electrons are magnetically trapped or can leave the flux tube by non-adiabatic
motion. An exemplary path of a trapped high-energy electrons in the magnetic bottle of
the main spectrometer is shown in fig. 4.7. The magnetron motion creates a ring-shaped
imprint on the FPD, as secondary electrons are generated by residual gas ionisation along
the path of the primary trapped electron.

Since scattering on residual gas is a non-random process which depends on the electron
energy, the pressure, and the temperature inside the main spectrometer, the signature
of radon-induced background can be derived from the inter-arrival time spectrum of a
measurement. The inter-arrival time is the time-span between two consecutive electron
arrivals on the detector. The distribution of these times follows an exponential distribution
if the measured electrons are generated completely randomly which arise from Poisson
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(1)

(2)

(3)

Figure 4.7.: Motion of magnetically trapped electron in the main spectrometer field. The
motion of trapped particles consists of three components: (1) axial motion
along the magnetic field lines, (2) cyclotron motion around the magnetic
field lines and (3) a magnetron drift around the symmetry axis due to field
inhomogeneities [96].

statistics. Furthermore, the number of electrons within a certain period of time follows the
Poisson distribution for random generation. Deviations from this also indicate non-Poisson
events, which are presumably induced by radon. Analysis of data on these cases are given
in section 5.1.3.

4.5. The Rydberg background model

This section describes the largest contribution to the current background level which is
also related to radioactivity. Background electrons due to the ionisation of highly excited
Rydberg atoms released from the vessel surface by radioactive contamination with 210Pb,
a daughter of 222Rn, which is called Rydberg background model.
The Rydberg background model [8, 9, 85, 97, 98] is the description of the main contri-

bution to the current background level at the KATRIN experiment. It arises from many
investigations concerning the background with respect to dependencies on the pressure,
the magnetic field, the high voltage potential, and the inner electrode offset voltages. Of
main importance are the dependencies on the magnetic field flux tube which can be used
to investigate the background rate per sensitive flux tube volume as well as the radial
background distribution on the detector [8], and on the inner electrode potential [9]. The
following section is divided into three parts, starting with the different dependencies on
the background level, followed by the description of the radioactive long-living 210Pb
contamination of the main spectrometer and conclusively, the background electron gener-
ation mechanism within the sensitive main spectrometer flux tube volume by ionisation
of sputtered highly excited Rydberg atoms by black-body-radiation (BBR).
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4.5. The Rydberg background model

4.5.1. Parameter dependencies on the background level

The radial background profile within the sensitive flux tube volume can be investigated by
means of the pixelised detector wafer. In fig. 4.8a the pixel-wise background distribution
during the KNM3|B measurement campaign is shown. The data were taken in the nominal
analysing plane (NAP) as formerly used during the measurement campaigns KNM1 and
KNM2, which is described in section 3.2.1.1. The combination of the pixels within one ring
leads to the radial background profile shown in fig. 4.8b. The increase of the first data point
arise from misalignment of the magnetic flux tube, which can also be seen in fig. 4.8a as
the minimum rate is slightly shifted downwards. However, the radial distribution mapped
on the flux tube radius of the sensitive volume within the main spectrometer points shows
a radially increasing background rate from inner to outer radii which corresponds to
less distance to the spectrometer vessel wall. In combination with former measurements
of slightly different electromagnetic field settings, a two-component background can be
extracted, shown in fig. A.1. A homogeneous background contribution that serves the
entire volume and a radially increasing component, related to the inner spectrometer
surface.
The main spectrometer is equipped with an inner wire electrode system (IE) to fine-

tune the electric potential within. It is divided into 11 individual operable sectors [3].
The nominal potential offset of the inner electrodes is 𝑈IE = −200V, whereas in NAP
configuration only the outer parts at the ends of the main spectrometer are supplied
with an additional positive offset voltage for better transmission conditions. In SAP, the
individuality of the system is used to tune the electric potential maximum downstream
to the detector. The background dependence on this inner electrode potential offset is
of main importance as no effect on the background level within the sensitive flux tube

(a) FPD pixel map of background rate. (b) Ring-wise background rate representation.

Figure 4.8.: (a): pixel-wise background rate of the KNM3|B neutrino mass measurement
campaign. Three pixels on the top left side are excluded due to misalignment.
(b): Ring-wise representation of the background rate mapped to the radius
of the magnetic flux tube in the analysing plane at the center of the main
spectrometer.
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Figure 4.9.: Background rate as a function of the inner electrode potential offset 𝑈IE for
the cases of a baked and unbaked main spectrometer. Both are fit with a
broken power law 𝑓 (𝑥) = 𝑎1 · (𝑥 + 𝑐1)𝑏1 and its relative deviations are shown
at the top (unbaked) and the bottom (baked) [9].

volume was expected. Low energetic electrons are electrically reflected due to the electric
field and higher energetic ones are magnetically reflected by the magnetic field.

The measurements, performed by N. Trost demonstrate a decreasing background level
by increasing the offset potential, which is shown in fig. 4.9. Surprisingly, the total
background is decreasing homogeneously over the entire flux tube [9], which points
towards a background source in the sensitive volume, driven by mechanisms occurring
at the inner spectrometer surface. Additionally, the effect of the main spectrometer
baking can be seen. Baking of the main spectrometer is made to improve the UHV
conditions as residual gas molecules can adsorb on inner surfaces and the baffle surfaces
[3]. Of main relevance is water (H2O) that adsorbs on surfaces. Baking has a strong
effect on the background level of the main spectrometer of approximately 40 % at |𝑈IE | =
200V, derived with the given fit function in fig. 4.9, through which surface adsorbed
molecules efficiently are removed. This observation supplements the surface relation
of the background generation within the main spectrometer sensitive flux tube volume.
Dedicated investigations regarding the correlation of electrons originating from the volume
and the inner surface have been made, using a short-living radioactive source. An intrinsic
radioactive contamination of the inner main spectrometer surface was performed. By
changing the magnetic field configuration the contributions from the surface and inside
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4.5. The Rydberg background model

were measured and a correlation of 99.9 % was found with additional confirmation on the
inner electrode potential offset with an artificial 226Ra background source [96, 99].
Changes on the inner electrode potential correspond to changes of the electric field

between the spectrometer surface and the wire electrode. As the background rate is
influenced within the spectrometer volume several meters apart from the area of this
electric field, a mediator particle which carries electrons from the surface into the volume
is necessary to explain these observations.

4.5.2. Identification and contamination of 210Pb

Identification

At further investigations regarding the background electron generation several long-term
measurements in a 3.8 G symmetric magnetic field configuration revealed the presence of
high energy electrons at the detector well above the nominal signal electrons [8] which
could be associated with conversion electrons at the decay of long-living 210Pb into 210Bi,
as shown in fig. 4.10a. These conversion electrons of 210Bi occur with sharp energies
at 30.152 keV (58%), 42.540 keV (13.7%) and 45.601 keV (3.5%) from the L, M and N shell,
respectively [91], which are shown in tab. A.3. The energy spectrum of resulting electrons
after 210Pb decays is shown in fig. 4.10b that composes of two individual β-decays of
maximum energies of 17.0 keV and 63.5 keVwith probabilities of 80 % and 20 %, respectively.
Additionally to the conversion electrons, Auger as well as shell reorganisation electrons
can be released with energies up to 17 keV.
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Figure 4.10.: (a): Decay scheme of long-living 210Pb. Two transition to 210Bi are possible
via β decay of either 17 keV (80%) or 63.5 keV (20%). Decay chain ends at
stable 206Pb. (b): Simulated electron energy spectrum of 106 decays with
Kassiopeia [75], resulting in 1867360 electrons. The continuous β-spectra
(green and blue), induced Auger electrons (yellow) and the three conversion
electrons (purple) are represented. Transition probabilities and energy data
according to [91].
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Simulations on the arrival probability of 30 keV electrons that start on the inner spec-
trometer surface or the inner electrodes lead to a nearly vanishing detection probability
of these electrons on the order of 10−6. The rate in the region of interest of the 30-keV
conversion-electron was 2.2(2)mcps which lead to an estimated 210Pb activity within the
spectrometer of 1 kBq [8].

Since these measurements had been performed, the standardmeasurement configuration
changed from the 3.8 G symmetric magnetic field (see fig. A.1) to the SAP configuration
which is discussed in section 3.2.1.2. The radial expansion of the flux tube is smaller and
the magnetic field strength increased accordingly. However, the high-energy conversion
electrons in 210Pb decays are only slightly affected by the magnetic field configuration,

Figure 4.11.: Top: Background electron rate distribution in the energy region of the
expected conversion electron signal per pixel and energy bin size of 600 eV.
KNM5 data (purple), detector background (yellow) and a fit on the two pre-
dominant conversion electron energies (blue) with the standalone Gaussian
distributions of the individual fits (blue dashed). The fit conversion electron
energies are 𝐸𝐿 = 58.26(9) keV and 𝐸𝑀 = 70.94(23) keV for the transitions
out of the L and M-shell, respectively. Bottom: Energy spectrum of gen-
erated electrons after 210Pb decays, as shown in fig. 4.10b but shifted to
higher energies according to the time-weightedmean of the electric potential
|𝑈ret,mean | = 18 602.47 V and the post-acceleration-voltage of 𝑈PAE = 10 kV
used at this measurement.
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4.5. The Rydberg background model

Table 4.1.: Expected and fit energies 𝐸𝑇 of the conversion electrons at 210Pb decays and
the fit peak width 𝜎𝑇 in KNM5 data.
Transition position fit position 𝐸𝑇 fit peak width 𝜎𝑇

L-shell 58.75 keV 58.26 ± 0.09 keV 1.42 ± 0.10 keV
M-shell 71.14 keV 70.94 ± 0.23 keV 0.96 ± 0.25 keV

since their excess energy above the spectrometer potential leads to a non-adiabatic motion,
which is why the arrival probability on the detector can be assumed to be constant for
different magnetic field configurations. Hence, the analysis of recent data with respect
to these high energy conversion electrons is of interest. In the data taken during KNM5
in SAP configuration a significant amount of electrons in the region of interest of the
conversion electrons is found. An extended background region for retarding potentials of
|𝑈ret | > 18 577V was taken into account which amounts into a total measurement time of
340.35 h for this investigation.

The expected line positions are calculated from the literature values [91] with an addi-
tional offset, arising from the time-weighted mean of the retarding potential |𝑈ret,mean | =
18 602.47 V and the post-acceleration voltage 𝑈PAE = 10 kV, which increase the electron
energy at the detector. The theoretical and measured values of the conversion electrons are
given in table 4.1. The positions are slightly shifted to lower values which can arise from
the energy resolution of the FPD but more probable due to the fact, that these electrons
originally get produced within the stainless steel of the spectrometer surface and therefore
loose energy before leaving the surface [8]. A combination of two Gaussian distributions
are fit along the data, convoluted with a common linear function as background, whereas
the highest conversion electron energy is not taken into account, as its occurrence proba-
bility is much smaller compared to the remaining ones, although its imprint in the data
can be suspected at around 75 keV. With the individual Gaussian distribution (see fig. 4.11
dashed blue lines), the rate of these conversion electrons can be derived to

𝑟L = 1.75 ± 0.11 mcps
𝑟M = 0.36 ± 0.08 mcps ,

above other contributions whichmatches previous investigations within uncertainties. The
total rate of the KNM5 data around the peak position (𝐸𝐿±5·𝜎𝐿) is 14.2(1)mcps,whereas the
detector background amounts to 10.46(3)mcps but its long-term stability is not guaranteed
within this energy region. Hence, the rate difference between the detector background
and the KNM5 data which are not related to conversion electrons can arise from other
background events, especially the high energy β-electrons from the 210Pb decay, but also
from an elevated intrinsic detector background which is not falsifiable.

Contamination

Naturally, 210Pb arises within the decay chain of 238U (see fig. A.3) that involves the
intermediate daughter atom 222Rn. 222Rn, as noble gas, emanates from the soil and is
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4. Background processes in the KATRIN experiment

present in the ambient air. The local outdoor radon concentration is about 10 Bqm−3

[100]. During the construction of the inner electrode system in the main spectrometer,
the volume was supplied with ambient air over a long time of about 5 years. Technically,
there was a re-circulation pump which exchanged the air inside (1240m3) up to 3-4 times
during one hour, equipped with HEPA filters [8]. As radon is a noble gas, filtering is not
efficient and a radon activity within the spectrometer over the course of construction can
be assumed. The main spectrometer is made out of stainless steel of the type EN 10028-7 -
1.4429 (AISI 316 LN, X2CrNiMoN17-13-3). It was selected due to its specification of thermal
expansion, UHV suitability and radioactivity [101]. Since the intrinsic radioactivity of the
steel is low, the observed radioactive contamination had to occur after its completion and
during the construction works of the inner electrode system on site. The total activity
of 210Pb was calculated from the simulated arrival probability of the L-shell conversion
electron with an energy of 30.152 keV on the FPD and the observed rate 𝑟L. It is deduced
to be about 1 kBq. [8]
Contamination is caused by surface implantation, as radon decays via 𝛼 decay into

polonium, which penetrates the steel when the decay occurs close to the surface. The
primary decay reads

222
86 Rn → 4

2He2+︸︷︷︸
α

+ 218
84 Po𝑋+ + 𝑋e− +𝑄 (5.59MeV), (𝑋 < 20), (4.2)

with the α-particle, a doubly-ionised helium atom, the daughter atom polonium, which
can be ionised after emission of 𝑋 electrons, and the decay energy of 5.59MeV. Up to 20
electrons can be released when the remaining polonium atom is emitted in an excited state
[102].

The implantation of the polonium daughter atom can be simulated, using the SRIM code
[103]. With this software, The Stopping and Range of Ions in Matter (SRIM) of chosen ions in
individually composition of materials can be investigated. The collisions are based on the
binary-collision-approximation (BCA), a classical description of atomic interactions. Each
primary particle knocks on atoms (PKA), leading to secondary atoms (SKA) that propagate
through the material. These are tracked until they fall below a certain energy threshold
or leave the target [104]. Such simulations were already performed in previous works of
collaborators [8, 9, 85, 105]. However, the true composition of the inner main spectrometer
surface remains unknown but can be modelled, using the technical description of the

Table 4.2.: Chemical composition of the stainless steel and its passive layer for the simu-
lation with SRIM, given in %. Compounds that are only present in traces or
that do not characterise the steel properties are neglected.

depth (Å) Fe Cr Ni Mo Mn O H C density (g cm−3)
Water layer 3 0 0 0 0 0 33 66 0 0.523
Carbon layer 5 11 15 4 0 0 45 0 25 3.506
Passive layer 30 16 23 8 0 0 50 0 3 4.407
Vessel bulk 66 18 13 3 2 0 0 0 7.935
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Figure 4.12.: (a): Implantation depth probability distribution of 218Po ions, released at
222Rn decays with a bin size of 0.2 nm. (b): 2D histogram of the final lateral
positions. The surface is defined to be in the 𝑦𝑧-plane and the depth into
the material along the 𝑥 axis.

electro-polishing procedure, RGA measurements [98] and the literature [106–109]. The
deduced surface composition is shown in tab. 4.2, whereas the chemical composition of
the main spectrometer stainless steel is given in app. A.5. Due to the electro-polishing, a
passive layer that mainly consists of chromium oxide is formed [106] in addition to a thin
layer with large amounts of carbon [109]. Surface-adsorbed water has to be taken into
account naturally as adsorption of water within the main spectrometer is known from the
LN2-cooled copper baffle.
At the decay, given in eq. 4.2, the polonium ion gains energy according to the energy

and momentum conservation, whereas its kinetic energy can be calculated by the mass
differences of the products of such decays

𝐸kin,daughter ≃
𝑚α

𝑚mother
·𝑄 → 𝐸kin,218Po =

4𝑢
222𝑢 · 5.59MeV = 100.7 keV, (4.3)

with the atomic mass unit 𝑢, neglecting the mass of the electron. Thus, the implantation
simulation of 218Po can be performed. The radon is assumed to decay directly at the
surface of the inner main spectrometer, releasing the daughter atoms into the steel, whose
directions are uniformly distributed on a hemisphere projecting into the material. A total
number of 99989 initial decays of 222Rn have been simulated. In fig. 4.12 the implantation
depth and lateral position distribution is shown. The mean implantation depth is 11.36 nm
with a pronounced edge at 𝑥 = 3.8 nm due to changing material densities of the different
surface layers. The lateral positions distribution is circular as expected with the maximum
in the center at the decay position 𝑟0 = (0, 0, 0).
A fraction of 11.40(11) % of the simulated 218Po ions was not implanted but back-

scattered. However, as further α-decays occur in the decay-chain of 222Rn the implantation
profile in fig. 4.12a cannot represent reality of the present 210Pb contamination depth
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Figure 4.13.: Evolution of the implantation depth of consecutive α-decays of 222Rn. The
implantation depth profile is shown for the individual products 218Po, 214Pb,
210Pb, and stable 206Pb as probability density with bin sizes of 0.2 nm. With
each iteration the mean implantation depth increases.

profile. The final positions of the implanted ions is used for affiliating simulations of
the following decay products, according to the decay chain (fig. A.3). The processes of
relevance with the corresponding recoil energies are

a) 218
84 Po → α + 214

82 Pb +𝑄 (6.12MeV) ↦→ 𝐸214Pb = 112.2 keV
b) 214

84 Po → α + 210
82 Pb +𝑄 (7.83MeV) ↦→ 𝐸210Pb = 146.4 keV

c) 210
84 Po → α + 206

82 Pb +𝑄 (5.41MeV) ↦→ 𝐸206Pb = 103.0 keV (4.4)

where the kinetic energy of the resulting daughter atoms are calculated via eq. 4.3 and the
decay energies are taken from [91]. Between the processes a)-b) and b)-c) two β−-decays
take place which do not change the position of the implanted radioactive elements as their
energy transfer to the recoiling atoms is small. Overview on the individual decays and the
energies of recoils can be found in tab. A.4.
Each simulation delivers the final position of the primary ions that are used to be the

start position of the following simulation iteration. According to the recoil ions and their
energy, given in eq. 4.4, the evolution of the contamination implantation depth profile is
given in fig. 4.13. A fraction of 52.3(2) % of the total number of primarily simulated radon
decays lead to the implantation of 210Pb, while the implantation depth flattens and the
mean increases to 23.06 nm with a maximum depth of about 90 nm.
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4.5. The Rydberg background model

4.5.3. Generation and ionisation of Rydberg atoms by BBR at KATRIN

Sputtering of (excited) atoms

Rydberg atoms are assumed to act as the mediator particle of electrons from the inside
main spectrometer surfaces. As 210Pb decays after two β−-decays into 210Po and finally
via α-decay into stable 206Pb, the resulting recoil is propagating through the stainless
steel and knocks on atoms. Thus, sputtering of atoms is possible. Sputtering describes
the vaporisation of atoms from surfaces by particle bombardment with energies from eV
to MeV [110]. Many secondary effects occur in sputtering processes, such as excitation,
neutralisation, or ionisation of the atomic species involved [110–112]. The amount of
sputtered atoms of solid surfaces is part of research over many decades and many models
about the sputtering yields depending on the incident particles, their energy and angle
have been developed [110, 113–115]. Of special interest at KATRIN is the sputtering of
excited atoms of the main spectrometer surface which is possible to take place due to
resonant neutralisation when ionised atoms are close to a surface [112, 116–120]. The
sputtering yield 𝑌 , which is simply the fraction of sputtered atoms divided by the number
of incident particles, can also be derived from the simulations performed with SRIM [103]
for the main spectrometer surface model, given in tab. 4.2. The final α-decay of 210Po is
illustrated in fig. 4.14, whereas the resulting 206Pb-ion propagates through the stainless
steel and sputters atoms from the surface. Any atom comprised at the surface is able

PbX+ Fe, Cr,... O H e⁻

α Po

Inner electrode wires Excited state

MS stainless steel Electric field Sensitive flux tube volume

p = 4 ∙ 10−11mbar              𝑈𝐼𝐸= -18.6 kV    𝑈𝑀𝑆= -18.4 kV

𝛾𝐵𝐵𝑅

Figure 4.14.: Illustration of sputtering from the inner main spectrometer surface by 210Po
decays. The inner electrodes are represented as black dots near the surface,
providing the electric field between. In the center, the sensitive flux tube is
represented by guiding magnetic field lines onto the detector. Interaction of
a BBR photon with an excited atom leads to ionisation, hence, an ion and an
electron within the sensitive flux tube volume.
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4. Background processes in the KATRIN experiment

to being sputtered, some of which in excited states. Since hydrogen is adsorbed on the
surface only with a low surface binding energy, it is preferentially released again from the
surface [8, 9].

First models that describe the sputtering yield𝑌 have been developed by Thompson [121–
123] and Sigmund [113]. These lead to the relation of the energy differential sputtering
yield

𝑑𝑌

𝑑𝐸
∝ 𝐸

(𝐸 +𝑈 )3−2𝑚 (4.5)

on the surface binding energy 𝑈 and the parameter𝑚 which corresponds to the model
interaction potential 𝑉 (𝑟 ) ∝ 𝑟−1/𝑚 [113, 124]. The atomically resolved sputtering yield of
the final α-decay of 210Po is shown in fig. 4.15.
Oxygen, as the most abundant atomic species in the surface composition (tab. 4.2),

especially in the passive layer, has the highest sputtering yield. Although hydrogen is
only present in the thin water layer of 3Å thickness, it is also efficiently sputtered which
is related to the smaller surface binding energies. The individual sputtering yields, most
frequent energies, velocities and the theoretical surface binding energy of the atoms are
given in tab. 4.3, whereas the total sputtering yield is

𝑌 = 15.546 ± 0.017 atoms
ion . (4.6)

This yield is composed of two effects: First, the decay of 210Po and the resulting sputtering
by recoil 206Pb and second, the sputtering of transmitted recoils. In 11.41 % of the simulated
decays, the recoil particle has left the material and is therefore able to additionally sputter
atoms from the surface when it hits the opposite side of the main spectrometer. The
sputtering yield without secondary sputtering by transmitted recoils is 14 atoms/ion. Not
every decay leads to the sputtering of atoms, only 23.6(2) % of the recoils have sputtered
atoms from the surface. Additionally to the energy-dependent sputtering yields in fig.
4.15, the velocity distributions are shown in fig. A.4 which belong to the values of the
mode velocity in tab. 4.3. Another quantity of interest is the multiplicity of the sputtered

Table 4.3.: Sputtering yields 𝑌 , mode energy 𝐸mode, mode velocity 𝑣mode and surface
binding energies 𝐸bind of the sputtered atoms from the inner main spectrometer
surface. 52275 210Po decays have been simulated, accordingly the fraction of
52.3 % of initial radon decays. Manganese and molybdenum are not shown as
their sputtering yield is smaller than 10−2.
Atom 𝑌 (atoms/ion) 𝐸mode (eV) 𝑣mode (km/s) 𝐸bind (eV)
H 4.0419(88) 4.95 30.55 2.0
C 0.6323(35) 23.71 14.96 7.41
O 8.293(13) 4.32 7.50 2.0
Cr 1.2200(48) 19.28 8.22 4.12
Fe 0.9844(43) 15.67 7.67 4.34
Ni 0.3644(26) 10.59 5.96 4.46
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Figure 4.15.: Energy-dependent sputter yield of 210Po decay inside the main spectrometer
vessel surface. Each line represents a different atomic species. Oxygen
amounts to the most abundant sputtered atom for the chosen surface com-
position.

atoms, shown in fig. 4.16. Oxygen and hydrogen as the most frequent sputtered atoms
also provide large multiplicities up to 200 atoms for one single 210Po decay, which is in
agreement with observations of up to 30 electrons from the inner main spectrometer
surface [8] if some of the sputtered atoms are ionised on short time scales of 𝛿𝑡 < 200 µs,
e.g. via Penning ionisation [125].

Some of these sputtered atoms leave the surface in electronically excited states, which
has already been observed several times in the past [111, 114, 116, 119, 126, 127]. As the
high energetic recoil transfers energy to surrounding atoms, ionisation and excitation occur
frequently, which also results in sputtered excited atoms and ions. The SRIM software
is not capable of the electronic processes on the atoms while simulating the collision
cascades which makes another model necessary to describe the process of the excitations.
The excitation process is mainly due to resonant neutralisation when ions are close to
surfaces of bulk material, such as stainless steel [112, 128, 129]. When the ion is close
above the surface, the potential well of the ion and the valence band of the steel are close
enough to each other to allow tunnelling of electrons from the band into the potential
well of the ion, through which the ion gets neutralised. This neutralisation may results in
an excited state of the neutralised atom, as the excitation scales with the binding energy
of the electron. Additionally, further effects among the sputtered atoms can results in
the vicinity of the surface to excitations and ionisations [118, 130]. Thus, the presence of
excited atoms leaving the inner main spectrometer surface is assumed in the scope of the
Rydberg model [8, 9, 85].
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Figure 4.16.: Multiplicity spectra of the sputtered atoms, resolved for the individual atoms
that are sputtered. 12360 recoils produce 812649 sputtered atoms, whereas
about 76 % of the simulated decays (𝑁 = 52275) do not contribute.

Ionisation of Rydberg atoms

The current Rydberg background model only takes excited hydrogen and hydrogen-like
atoms into account being ionised by black-body-radiation [8, 9, 96, 97]. The consideration
of other atomic species was previously made in [85] and was further developed which
will be discussed in sec. 7, including additional ionisation mechanisms. In the scope of
this section, only excited hydrogen atoms are discussed as the electron mediator from the
surface into the sensitive flux tube volume that leads to background electron generation
by ionisation of excited states by black-body-radiation.
Rydberg atoms are highly excited atoms with their outer electron excited to a state of

principle quantum number 𝑛 > 7 [131]. Classical theories are capable to describe some
properties of Rydberg atoms such as their size and the electron binding energy. The orbital
radius

𝑟𝑛 =
4𝜋𝜖0𝑛

2ℏ2

𝑍𝑚e𝑒2 = 𝑎0
𝑛2

𝑍
, (4.7)

according to the Bohr model [132], is expressed by the principal quantum number 𝑛,
the reduced planck constant ℏ, the vacuum permittivity 𝜖0, the elementary charge 𝑒 , the
electron mass 𝑚e, and the atomic number 𝑍 . For a hydrogen atom in its ground state
(𝑍 = 1, 𝑛 = 1) this radius is called Bohr radius with 𝑎0 = 0.529Å. The binding energy of
hydrogen-like atoms can be expressed, using the Rydberg formula [131] which is given by

𝐸𝑛 = −𝑍
2𝑅𝑦

𝑛2 = −𝑍
2

𝑛2 · 13.606 eV , (4.8)
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Figure 4.17.: Continuous spectral intensity spectrum of the black-body-radiation photons
at 𝑇 = 283 K (green), according to Planck’s law [134]. Absolute hydrogen
Rydberg atom electron binding energies 𝐸𝑛 from eq. 4.8 for principal quan-
tum numbers 𝑛 = 8 − 50.

with the approximate Rydberg constant in units of energy 𝑅𝑦 = 13.606 eV. As atoms,
other than hydrogen, are highly excited to states with additional large angular momentum
quantum numbers 𝑙 , these can be treated like heavy hydrogen atoms, as the outer electron
is only affected by the cumulative charge of the remaining ion. However, the effect of
multi-electron atoms on the binding energy of the outer electron can be described by

𝐸𝑛𝑙 = − 𝑍 2
𝑐 𝑅𝑦

(𝑛 − 𝛿𝑙 )2 =
𝑍 2
𝑐 𝑅𝑦

(𝑛∗)2 , (4.9)

with the quantum defect 𝛿𝑙 which accounts for core penetration (low-𝑙 states) and core
polarisation (high-𝑙 states), and the charge of the core 𝑍𝑐 which alters the binding energy
[133].
The BBR spectrum is given by Planck’s law [134] which can be expressed in terms of

the photon energy to

𝐵(𝐸,𝑇 ) = 𝐸3

4𝜋3 · (ℏ𝑐)2 · 1
𝑒𝐸/𝑘𝐵𝑇 − 1

. (4.10)

The spectral intensity of the BBR spectrum is given in fig. 4.17. It contains a maximum at
about 0.07 eV photon energy which matches the binding energy 𝐸14. Photo-ionisation by
BBR photons of excited hydrogen atoms

H∗ + γBBR → H+ + e− (4.11)

occurs, when the photon energy 𝐸BBR exceeds the ionisation threshold of the excited
atom. The system of interacting Rydberg atoms with black-body-radiation do not only
consist of ionisation. Every excited atom is able to decay radiative to a lower-lying
state spontaneously and the BBR photons can tune stimulated emission of photons and
absorption that leads to higher-lying states of the atom [135].
These transitions were embedded into a background model developed by N. Trost [9]

that leads to the ejected electron spectra in fig. 4.18. Most of the BBR photons have
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Figure 4.18.: Electron energy spectrum by BBR photo-ionisation of Rydberg atoms. The
energy spectra are obtained for different principal quantum numbers 𝑛 at
𝑙 = 1 and 𝑇 = 293 K [9].

energies below 150meV, which means that the ejected electrons also have low energies.
These kinetic energies of the electrons are well below the spectrometer resolution eq. 3.2
while they have no trapping probability and are thus transferred to the detector or the
source side, indistinguishable from beta electrons.

Observations regarding the background rate dependence on the inner electrode potential
difference fig. 4.9 and the temperature were resolved in the model [9].

However, measurements of special electromagnetic field settings predict the existence of
higher energetic electrons up to the order of eV and several hundreds of meV [77, 96]. These
results are strongly influenced by the underlying background model and electromagnetic
field calculations which are used to analyse the data. Since the background origin must be
modelled in 3D within the main spectrometer, the results can be distorted. Energies on the
eV-scale are in conservative contradiction to performed electron trapping measurement
with very good spectrometer resolutions at low retarding potentials [97], also here the
electromagnetic field calculations are essential but independent on the entire volume
background distribution. The electrons with energies on the order of eV can be assumed
to arise from residual contribution of radon decays [96], but the origin of background
electrons with energies which are not achievable via BBR-induced photo-ionisation of
Rydberg atoms remain unresolved.
Further investigations regarding the energy spectrum of the background electrons,

originating inside the main spectrometer at KATRIN will be discussed in sec. 6.4.
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Analysis and simulation of background
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5. Background systematics for neutrino
mass measurements

In this section the main parameters regarding the background at KATRIN neutrino mass
(KNM) measurements KNM2-KNM5 are discussed, as the description of the KNM1 data
was made in [96]. The veto cut of 1 µs coincidence interval was applied to all data of
the background points above the endpoint of the tritium beta spectrum 𝐸0 presented
here. Firstly, time-variations during the campaigns and the effect of non-Poisson events
which broaden the events per subrun distribution are discussed. This leads to a systematic
effect as the uncertainty on the background becomes larger which further had to be taken
into account in the final neutrino mass analysis. Event distribution broadening due to
non-Poisson events is presented in more detail with respect to the contribution by residual
radon and in comparison of the NAP to the SAP configuration in section 5.1.3. The non-
Poisson broadening is the largest systematic in the recent neutrino mass analysis of the
combined data KNM1 and KNM2, where an upper limit on the effective neutrino mass
of 𝑚ν < 0.8 eV(𝑐 = 1) was derived [4]. Thirdly, the background level variations as a
function of the applied retarding potential 𝑞𝑈 also impacts the neutrino mass sensitivity.
Subsequent, the most recent detected background systematic which arise by the inter-
spectrometer penning trap, leading to a scan-step-duration-dependent background, will
be described. The section is concluded with the background systematic evolution over
these campaigns and the projection for the final neutrino mass sensitivity based on the
presented systematic inputs.

5.1. Distribution broadening by non-Poisson effects

5.1.1. Description of the non-Poisson fraction Σnp

The non-Poisson fraction, or broadening, Σnp describes a quantitative value of the electron
counts distribution within the time length of one subrun. The current KATRIN background
consists of mainly three contributions: detector background, residual radon background,
and Rydberg-induced background that have been described in section 4. The detector
and the Rydberg-induced background manifest itself as a stochastic processes that can be
described by Poisson statistics. The Poisson distribution and its standard deviation

𝑃_ (𝑘) =
_𝑘𝑒−_

𝑘! ≈ 𝑒𝑘 (1+ln(_/𝑘)) − _√︁
2𝜋 (𝑘 + 1/6)

with 𝜎_ =
√
_ , (5.1)

are used to model random processes. The distribution with the number of occurrences 𝑘
and the mean value _, which is equal to the variance by definition, can be approximated
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5. Background systematics for neutrino mass measurements

with Stirling’s formula. The standard deviation is given by the square-root of the mean
_. For large mean values _, the Poisson distribution can be approximated by a Gauss
distribution with ` = _ and 𝜎` = 𝜎_ which is shown in fig. A.6. This will be utilised to
describe the non-Poisson broadening. The mean ` and standard deviation 𝜎` of a given
data set 𝐸 = 𝑒1, ..., 𝑒𝑘 with entries 𝑘 can be calculated according

` =
1
𝑘

𝑘∑︁
𝑖=1

𝑒𝑖 ≡ _ and 𝜎` =

√√√
1
𝑘

𝑘∑︁
𝑖=1

(𝑒𝑖 − `)2 . (5.2)

The fraction of the individual determined uncertainties describes the broadening of the
background event distribution

Σnp =

(
1 − 𝜎_

𝜎`

)
· 100 % . (5.3)

The distribution becomes broader than expected from a Poisson distribution if additional
processes contribute which affect the measured counts within one subrun, whereat 𝜎` > 𝜎_
holds.

An exemplary Monte Carlo data set is shown in fig. 5.1 of a typical background electron
counts distribution. The rate, going into the MC, is 𝑟 = 200mcps within time intervals
of 𝑡 = 360 s and a total measurement time of 𝑇 = 300 h. The expected mean number of
electrons _ for the simulation is simply given by the product of the rate and the time
interval _ = 𝑟 · 𝑡 = 72. When simulating background events, and assuming a Gauss
distribution, the mean again is given by ` = _. In the case of this data set, the standard
deviation is 𝜎` = 1.11𝜎_ . This is an equivalent to an overdispersion of 11 %. For this trial
campaign, the distribution broadening could be reproduced with a value of Σnp = 11.3 %

Figure 5.1.: Monte Carlo data set 𝐸 of a broadened electron counts distribution. The input
parameters are a rate of 𝑟 = 200mcps, time intervals of virtual subruns of
𝑡 = 360 s, and a total measurement time of 𝑇 = 300 h. This results in 3000
entries and a non-Poisson broadening of 11 %.
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5.1. Distribution broadening by non-Poisson effects

and a slightly enlarged mean value of _ = 72.18 counts. However, the uncertainty on
Σnp strongly depends on the measurement time. 300 h of background measurement time
within campaigns are usually not achieved, as can be seen in tab. 5.1. Therefore, a Monte
Carlo simulation with respect to the uncertainty of the observed non-Poisson fraction
is performed and shown in fig. A.7. For truly small values of Σnp, there remains some
probability that the data fit negative values of the broadening that originate from less
statistics. For these cases, the non-Poisson fraction assumed to be zero.

5.1.2. Temporal changes of the background rate

Fluctuations of the background level during a campaign are indirectly taken into account
as systematics of the neutrino mass measurements by the non-Poisson broadening. In
previous works, the correlation of background electrons within the main spectrometer
volume with processes on the surface was investigated [96, 99, 136, 137]. It has been shown
that the inner surface and its properties influence the background level. Over time, the
amount of atoms adsorbed on the surface can change and thus influence the background
level.

An overview on the individual parameters of KNM background data, including the linear
fit over time for different campaigns is summarised in tab. 5.1. As different parameters were
sometimes changed during a campaign, the data sets were split, e.g. during KNM4 different
MTDs were tested. According the underlying MTD, every background point during one
scan is measured for a certain amount of time, the subrun length 𝑇subrun. The amount
of background points times the individual subrun length results in the total background
measurement time 𝑇meas. The variations on the fit slopes from the different campaigns are
large, especially also negative slopes were fit, with partly large uncertainties due to small

Table 5.1.: Parameters extracted from KNM measurement campaigns KNM2-KNM5. 𝑇meas
is the total time of the campaign spent in the background region above 𝐸0,
whereas𝑇subrun describes themean time spent per individual retarding potential
in the background regionwithin one scan. The data are fit with a linear function
𝑓 (𝑥) = 𝑎 · 𝑡 + 𝑏 with slope 𝑎 and constant 𝑏. Here, 𝑡0 is set to the begin of the
individual campaigns. Furthermore, the non-Poisson fraction Σnp is given.

Campaign 𝑇meas (h) 𝑇subrun (s) slope (mcps/day) const. (mcps) Σnp (%)
KNM2 178.73 357.46 0.359(39) 194.90(102) 12.9
KNM3|A 45.35 286.45 −0.047(201) 112.83(164) −3.8
KNM3|B 57.62 357.64 0.561(279) 213.68(206) 12.5
KNM4|A 38.47 285.51 0.254(307) 122.40(189) 6.5
KNM4|B 103.23 429.65 −0.188(75) 127.75(117) 0.4
KNM4|C 29.84 429.62 −0.282(356) 126.60(238) −4.4
KNM4|D 60.24 97.69 0.098(98) 116.28(138) −0.5
KNM4|E 21.16 97.77 −1.568(656) 120.64(244) −1.9
KNM5 255.96 429.58 0.020(13) 132.40(67) 0.1
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5. Background systematics for neutrino mass measurements

Figure 5.2.: Background rate evolution of KNM2 background data with |𝑈 | > 18 576V.
Each data point represents the rate of one subrun with a mean length of
𝑇subrun = 357.46 s. Purple line: linear fit of the background rate with the slope
𝑎 = 0.359(39)mcps/day and constant offset 𝑏 = 194.90(102)mcps at 𝑡0 = 0.

statistics. However, further effects can affect the background level in time, such as the
vessel temperature or the pressure if not kept on a stable level. Additionally, changes on
the surface properties over time can not be excluded so a slowly increasing background
level is the consequence. This is more pronounced in measurements performed in the
NAP configuration. During KNM2 and KNM3|B where the background rate is higher due
to the larger flux tube volume, also a positive slope and increased non-Poisson broadening
is observed. The non-Poisson broadening Σnp describes the additional uncertainty on the
measured background rate from the comparison of Gauss and Poisson distribution on the
event counts during one subrun. Therefore, a time-dependent background level acts as a
non-Poisson contribution.
In fig. 5.2, the background rate evolution over time during the KNM2 campaign is

shown. Each data point corresponds to a rate observed for one subrun of different retarding
potential values. The background region 𝑞𝑈 > 𝐸0 is defined as |𝑈 | > 18 576V which
is above the tritium endpoint. In general, five different background points are chosen
which contribute equally, when no retarding potential slope is present. This will be further
discussed in section 5.2. The histogram of the electron counts within the subruns is shown
in fig. 5.3a. This representation is used to estimate the non-Poisson broadening Σnp which
amounts to 12.9 % with application of the veto-cut (see sec. 4.2). Such a broadening is
partially the result of a time-dependent background, as shown for the KNM2 data in fig.
5.2 with a non-vanishing slope over the duration of the campaign of 0.359(39)mcps/day. To
investigate the effect of rising background on the event distribution in particular on the
non-Poisson fraction Σnp, a Monte Carlo simulation has been performed.
Parameter inputs to the simulation are a vanishing non-Poisson fraction ΣMC = 0, the

relative subrun time stamps of the background data taking 𝑡𝑖 , the fit slope 𝑎 and its offset
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5.1. Distribution broadening by non-Poisson effects

(a) KNM2 background data. (b) Slope impact MC.

Figure 5.3.: (a): Subrun-wise event distribution of the KNM2 background data. A Poisson
(gold, solid) and Gauss (purple, dashed) distribution are included, as well as the
non-Poisson fraction Σnp = 12.9(47) %. The here shown error on Σnp is only
qualitatively estimated from the standard errors on the individual standard
deviations. (b): Monte Carlo (MC) simulation of the non-Poisson broadening
due to a rising background level as obtained for the KNM2 campaign. 105

samples were generated for the KNM2 subrun timestamps were used with a
vanishing non-Poisson broadening input.

𝑏, and the mean subrun length 𝑇subrun. For each background point in the timeline of the
KNM2 data set, the number of events of each subrun is sampled according a Poisson
distribution with mean _𝑖 = (𝑎 · 𝑡𝑖 + 𝑏) ·𝑇subrun which is done 105 times. For each iteration
the non-Poisson broadening Σnp is calculated and shown in fig. 5.3b. The mean of the
broadening distribution is 2.34 % with a standard deviation of 1.71 %. The time-rising
background level leads to a non-Poisson broadening of the background rate distribution,
which directly affects the statistical uncertainty on the individual data points during KNM
measurements as the mean background rate has larger uncertainty than assumed from
the Poisson statistics.
However, as can be seen in fig. 5.3a, the non-Poisson broadening systematic in the

KNM2 campaign is even larger and amounts to 12.9 % which cannot only be explained
by a time-dependent background rate. In addition for the KNM3|B campaign, a similar
broadening is found, which are assumed to arise from residual radon decays within the
main spectrometer (sec. 5.1.3). These two campaigns were performed in the former
standard NAP configuration (sec. 3.2.1.1) while the remaining have been performed in the
SAP configuration (sec. 3.2.1.2) which can also be seen in the reduced constant offsets of
the linear fits as the background level is reduced. To reduce the non-Poisson background
rate overdispersion is of major relevance as it accounts for the largest systematic on the
current upper limit on the neutrino mass [4]. This was successfully reached by changing
from the NAP to the SAP configuration as the non-Poisson fractions Σnp are strongly
reduced or negative and consistent with zero, while negative values occur at campaign
parts of short measurement time.
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5. Background systematics for neutrino mass measurements

5.1.3. Radon proportion in the comparison of NAP and SAP

As the observed non-Poisson broadening Σnp at the KNM2 and KNM3|B measurements in
the NAP configuration cannot arise from large time-dependent background fluctuations,
they are assumed to result from residual radon decays within the main spectrometer. When
radon decays, several electrons with up to keV energy are generated which are likely to be
magnetically trapped (see sec. 4.4). While trapped, secondary electrons are generated due
to scattering and ionisation of residual gas. As this process is not random, as it depends on
the energy of the electrons and the pressure within the main spectrometer, a non-Poisson
broadening of the event distribution emerges.
Derivation of the total amount of Radon-induced events during KNM measurements

is not possible, as the only imprint is done by the broadening of the electron counts
distribution (fig. 5.3a) at the UHV condition of 𝑝 ≃ 4×10−11mbar. High energetic electrons
at such low pressures are trapped over several minutes up to hours so the correlation of
secondary electrons that arise from the same primary electron cannot be backtracked
as the inter-arrival time between these largely exceeds the subrun length and the run
lengths to some extend. The inter-arrival time of Radon-induced secondary electrons on
the FPD can be simulated using Kassiopeia, which can be seen in fig. A.8. Simulations
of Radon-induced electrons have been performed for the NAP and SAP electromagnetic
field configuration. The gathered inter-arrival data of Radon-induced electrons at the
FPD can then be used to model the background rate with the nominal Poisson-behaving
background time structure and the additional times, induced by radon decays, with a total
rate

𝑅BG = 𝐴 · 𝑅Poisson + 𝐵 · 𝑅Radon−induced , (5.4)

Figure 5.4.: Estimate on the non-Poisson broadening for SAP (purple) and NAP (green)
configuration by different modelled Radon activities per cubic meter. The
horizontal line represents the non-Poisson fraction as measured for the KNM2
campaign of 12.9(20) % and the blue shaded area denotes the best fit area on
Σnp(KNM2) with respect to the radon activity per cubic meter. The individual
total flux tube volumes are 𝑉NAP = 365m3 and 𝑉SAP = 309m3.
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through which the individual contributions of Radon- and Rydberg-induced background
can be modelled to compare it with the measurements. In the scope of this observation,
both the KNM2 background data and background data recorded after this measurement
campaign in the SAP configuration are used. The model rates are 𝑅BG,KNM2 = 200mcps
and 𝑅BG,SAP = 120mcps and comparable with the measurement observations. From the
radon decay simulations the fraction of electron arrivals per decay (cluster size) can be
derived which are shown in fig. A.9.

Hereby, the consecutive occurrence in time of either Rydberg- or Radon-induced back-
ground electrons is diced from an exponential distribution, according Poisson statistics
with the individual rates according eq. 5.4. The parameter 𝐵 is changed by varying the
decay rate of radon from 0.2mBq to 18mBq. For each decay, the inter-arrival times are
collected in accordance with the diced amount of electrons from the cluster size distribu-
tion for this particular decay. In that sense, a list of events is filled with electron events
distributed in time which correspond to a background rate 𝑅Radon−induced. Subsequently, the
Rydberg, Poisson-behaving, background rate 𝑅Poisson is derived to calculate the parameter
𝐴 so that the model background rates 𝑅BG,KNM2 and 𝑅BG,SAP are recovered.

The result of this simulation is shown in fig. 5.4 with the estimates on the non-Poisson
fraction Σnp as a function of the radon activity within the individual total flux tube volumes.
The strong reduction for the SAP configuration arise from two effects: on the one hand
the reduced electron arrival probability of electrons which are generated within the total
SAP flux tube volume as the sensitive volume is reduced to 19.5 % of the total volume. The
sensitive flux tube volume for the NAP configuration amounts to 48.6 % of the total flux
tube volume, through which the Radon-induced background electron arrival probability
becomes larger. On the other hand, the cluster size (electron arrivals on the FPD per radon
decay) is also suppressed due to the downstream shifted sensitive flux tube. In average, 3
times more electrons arrive at the detector for the NAP configuration that was used during
the KNM2 and KNM3|B campaigns, leading to non-Poisson fractions on the order of 10 %.
The best fit area, shown in fig. 5.4, corresponds to a value of the simulated broadenings
of Σnp,NAP = 12.9(5) % for the KNM2-like data and Σnp,SAP = 3.2(5) % for the SAP which is
caused by a mean radon activity of 29.04(17) µBqm−3. Meanwhile, the LN2 pre-cooling
(see sec.4.4) was installed before KNM3, so that the residual amount of radon could be
further reduced that matches the results of the observed non-Poisson fractions, which are
compatible with a vanishing broadening (see tab. 5.1) in line with statistics.

Eliminating the non-Poisson fraction systematic by measuring the tritium beta spectrum
in the SAP configuration results in an enhanced neutrino mass sensitivity at the KATRIN
experiment. For that reason, the SAP configuration evolved to the standard measurement
configuration for neutrino mass measurement since KNM4.

5.2. High-voltage-dependent background slope

Another systematic effect on the neutrino mass originates from a potentially varying
background with the applied retarding voltage |𝑈ret | on the main spectrometer. It accounts
for the third largest background-related systematic with 0.06 eV2 on the squared neutrino
mass 𝑚2

ν at the KNM1-KNM2 combined analysis [4]. That the background rate as a
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5. Background systematics for neutrino mass measurements

Table 5.2.: Retarding potential slopes fit parameters from KNM measurement campaigns
KNM2-KNM5. A linear fit is performed providing a slope over retarding
potential 𝑎 and a rate offset 𝑏 and the corresponding uncertainties 𝜎𝑎,𝑏 . ΔU
denotes the potential range of which the background data are taken and fitted.

Campaign a (mcps/kV) 𝜎𝑎 (mcps/kV) b (mcps) 𝜎𝑏 (mcps) ΔU (V)
KNM2 16.05 11.40 205.7 0.7 135
KNM3|A 4.99 16.86 115.6 1.1 135
KNM3|B −28.70 20.60 222.0 1.3 135
KNM4|A 15.31 45.05 127.2 1.7 60
KNM4|B 1.98 27.64 127.6 1.0 60
KNM4|C −12.56 51.30 127.4 1.9 60
KNM4|D 16.94 36.34 128.3 1.3 60
KNM4|E −42.10 60.87 127.6 2.2 60

KNM4 comb. 2.48 17.65 127.7 0.7 60
KNM5 −1.41 18.08 135.7 0.7 60

function of the high voltage is not stable is known from former background measurements
[8, 9] especially at low retarding potentials |𝑈ret | < 10 kV. It is recognised to level out
at higher potentials [9], but a residual slope due to decays of residual radon atoms or
other effects cannot be excluded with confidence on the small values of these slopes
within the potential range used at beta scans. Radon-induced electrons of high energy
possess different surplus energies above the retarding potential, which potentially affects
the trapping conditions and therefore the background rate. According the MTD at KNM
measurements, the background points are distributed over a potential range ΔU, which is
shown in tab. 5.2, to reasonably monitor the 𝑞𝑈 -dependent background slope. In table 5.2,
the fitted slope and offset parameters with their uncertainties for the individual campaigns
are shown. Hereby,the background subrun data of a particular high voltage set point are
stacked to receive the background rate at this set point. So, a linear model as a function of
the applied retarding potential can be fit to the data. Since the uncertainty of the individual
background rates is rarely less than 1mcps, the uncertainty of the slopes are always large
and less significant. For this reason, stand-alone measurements of the background slope
had to be carried out in order to obtain more reliable values for the background slopes for
NAP and SAP, which will be included in the systematic budget.
At measurements in NAP configuration (KNM1,2,3|B) a conservative slope value was

used as systematic input that was achieved frommeasurements taken in 2018. Adjustments
regarding the region of interest and the pixel selection due to a different wafer and pixel-
cuts, lead to an uncertainty of the slope of 4.74mcps/kV that matches a vanishing slope as
the central value is smaller than its uncertainty [4]. As the majority of beta scans up to
now were taken in SAP configuration, a dedicated measurement in this configuration
was performed in 2020 of about 200 h measurement time. With application of the veto-
cut, the current pixel, and ROI selection, valid for KNM3 and afterwards, a background
retarding potential slope of 𝑎 = 2.1 ± 1.2mcps/kV was derived. The data were taken in a
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Figure 5.5.: Dedicated background slope measurement in the SAP configuration. A slope
of 𝑎 = 2.09mcps/kVwith an uncertainty of 𝜎𝑎 = 1.23mcps/kVwas fitted to the data
with the retarding potential ranging from 17 620V to 18 620V. The same ROI
(22-34 keV) and pixel-cut (app. 8) is applied, as for the KNM measurements in
SAP configuration KNM3|A, KNM4, and KNM5.

broad retarding potential range of ΔU = 1 kV ranging from 17.62 kV to 18.62 kV which is
shown in fig. 5.5. Such a broad potential range is beneficial to constrain the background
slope from data points with less statistics in particular in SAP configuration as the mean
background rate is on the order of 130mcps. Although a combination of the KNM4 and
KNM5 campaigns would be feasible, since the measurement configurations are the same
with respect to the background, only a non-significant background slope with an even
larger uncertainty of 𝜎𝑎 = 12.7mcps/kV within the 60V wide potential range, but a total
background measurement time of 509 h, can be achieved. No correct way of deriving the
background slope and its uncertainty from measurements exists. Also for this SAP slope
measurement a different potential range consideration can be applied, so that the slope is
different. Exemplary, the potential range of ΔU = 0.7 kV, ranging from 17.92 kV to 18.62 kV
results to a slope of 𝑎0.7 = 1.0 ± 2.0mcps/kV. However, the correct consideration in the final
analysis is most important, where a wrong slope value would cause neutrino mass bias,
while a large uncertainty turns out as large systematic uncertainty on the neutrino mass
result. Only additional background measurements, for which a large amount of time has
to be spent, can further improve the background slope constraint and thus reduce the
systematic budget for this background feature.

5.3. Effect of the inter-spectrometer Penning trap

As introduced, the recent discovered background systematic arise by the inter-spectrometer
Penning trap. The Penning trap background is described in sec. 4.3 and reasonable
background rate occurs when both spectrometers are operated with high voltage and the
pressure is putatively larger than 1×10−10mbar with no Penning-wiper operation [3, 83,
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5. Background systematics for neutrino mass measurements

(a) Subrun-wise background rate.

(b) Background rate at 18 574V.

Figure 5.6.: (a):Investigation on the scan-step-duration-dependent background during
KNM4|B. Data are stacked for different high voltage set points that represent
the longest subruns at the endpoint and background region of the MTD,
denoted by their colour. The potential ranges from 18 567 eV to 18 641 eV
divided into 15 subruns of highest retarding potential which are taken into
account. Each subrun is fit individually and the slope parameters are combined
to a common slope value of 𝑎 = 9.64 ± 1.79 µcps/s. (b): Background rate as
a function of time for the longest subrun at 18 574V with a duration of
𝑇subrun = 1077 s. A linear slope of 𝑎long = 10.92 ± 3.48 µcps/s was fitted for the
binned rates of 10 s intervals.
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88]. During KNM measurement the Penning wiper is activated before a subrun starts.
Previous measurements showed, that significant background rates due to the Penning
trap with current UHV-conditions are not expected [83] and the regular wiper operation
remains as a safety element.

It turned out during KNM4|B that this assumption could not be validated, as an adjusted
MTD with longer subrun times 𝑇subrun was used. In fig. 5.6b the observed rate at 18 574 eV
retarding potential is shown, which revealed a time-dependent background slope within
the scope of one subrun. Fitting a linear model to the data yields to a sufficiently significant
slope of background increase of 𝑎long = 10.92±3.48 µcps/s during this subrun. The systematic
input is extracted by the combination of linear models fitted individually to the longest
subruns by calculating a combined slope as the weighted mean of the time-dependent
background increases during subruns according their subrun length 𝑇subrun. On the top of
fig. 5.6a, the measured rate as a function of time is shown. The data is sorted according
to the applied retarding voltage and an artificial offset of 150 s between the subruns is
included for better visibility. The highest rate corresponds to the high voltage set point at
18 567V and the last subrun to the background point at 18 641V. The individual slopes of
the subruns are shown on the bottom of fig. 5.6a which are used to calculate the combined
slope to 𝑎 = 9.64 ± 1.79 µcps/s which is of high confidence as its uncertainty is comparably
small.
The overview of the subrun-duration-dependent background slopes of the campaigns

KNM2-KNM5 is shown in tab. 5.3. Positive, non-negligible slopes were determined for the
KNM2-KNM4|C measurement campaigns, with KNM4|B showing the effect most reliably.
KNM4|D and E have to be excluded because both the maximum subrun times (97 s) and the
total measurement times were too short to provide sufficient statistics. Therefore, they are
only listed for the sake of completeness. These values, or comparably derived by a global
fit of a common slope with different offsets according the distinct subruns, will be input
for the upcoming KATRIN neutrino mass publication of the campaigns KNM1-KNM5.

Table 5.3.: Combined scan-step-dependent background slope of the individual campaigns
KNM2-KNM5. The derived slope parameter 𝑎 and its uncertainty 𝜎𝑎 . The total
measurement time 𝑇total which is used for the analysis and the duration of the
longest subrun 𝑇long of the dataset is given.

Campaign a (µcps/s) 𝜎𝑎 (µcps/s) 𝑇long (s) 𝑇total (h)
KNM2 3.04 2.93 645 630.65
KNM3|A 11.50 3.68 717 194.11
KNM3|B 11.68 5.31 645 197.36
KNM4|A 3.36 4.37 717 165.02
KNM4|B 9.64 1.79 1077 442.35
KNM4|C 4.80 5.70 585 96.34
KNM4|D 77.90 83.34 97 45.18
KNM4|E −73.76 138.67 97 15.87
KNM5 −0.40 1.11 1256 922.91
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Worth highlighting is the combined slope for the KNM5 measurement, resulting in
a zero-compatible value of 𝑎 = −0.40 ± 1.11 µcps/s. Due to this systematic background
effect, which takes up a large part of the systematic budget (see 3.2.3), grounding of the
pre-spectrometer was undertaken as a consequence. Therefore, no scan-step-duration-
dependent background, generated by the Penning trap can occur, which completely nulli-
fies this systematics on following KNM measurements.

5.4. Neutrino mass sensitivities

At the beginning of neutrino mass measurements at KATRIN the background related
sensitivities were dominated by the non-Poisson fraction Σnp which increases the sta-
tistical uncertainty of the already large background rate of about 250mcps in the NAP
configuration during the campaigns KNM1, 2, and 3|B. This got vanished by changing to
the SAP setting in the campaigns KNM3|A, 4, 5, and following. The Penning-trap-induced
background systematic, detected during KNM4, raised to a large systematic contribution
in the individual campaigns, especially in KNM3|A as the strongest. Since KNM5, the
pre-spectrometer is grounded, through which no Penning-trap-induced background com-
ponent can arise which leads to disappearance of this systematic. The background slope
that depends on the retarding potential remains as the strongest systematic for KNM5
and following, but was the smallest in earlier campaigns. Dedicated background slope
measurements in SAP configuration provide a well estimate on its uncertainty, so that this
systematic contribution accounts to 0.01 eV2, while the others got canceled. In first-order,
the individual contributions can be summed quadratically to obtain the overall systematics

Figure 5.7.: One σ squared neutrino mass sensitivities of the different background re-
lated systematics raised by the non-Poisson broadening, the retarding po-
tential slope and the Penning-trap-induced scan-step-duration-dependent
background for the individual campaigns KNM1-KNM5.
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of each campaign. The total background related systematic in KNM1 was 0.254 eV2 which
evolved to a total background systematic budget of 0.01 eV2 at KNM5.
Therefore, the final neutrino mass sensitivity is no longer dominated by background

systematics as they amount similarly in the budget to other systematics, as shown in sec.
3.2.3. The neutrino mass sensitivity would have been remain poorly if the measurements
would have been continued in configurations similar to KNM1. However, the remaining
dominant background systematic of the retarding potential slope of 0.01 eV2 can be further
improved with dedicated measurements.
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6. Minimising the background level with
micro-structured filters

Continued reduction of the background level at KATRIN is an important criteria for achiev-
ing the best possible neutrino mass sensitivity. In this section, the basic characteristics
of the background electrons according the underlying Rydberg background model are
described. In particular with respect to their final polar angle distribution at the detec-
tor. Novel concepts of investigations and future detectors regarding the minimisation
of background electrons have been developed. These concepts are transverse energy
filters whose basic principle will be described. Simulations of transmission properties
of electrons through micro-structured honeycombs have been performed which are es-
sential for a dedicated background measurement with a passive transverse energy filter
(pTEF). The properties of the pTEF, as well as the measurement configurations, used in
the measurement campaign from Dec. 2021 to Jan. 2022, followed by the data analysis
and interpretation are described in sec. 6.4 with a verification on the Rydberg background
model. Subsequent further research on micro-structured silicon wafers and micro-scaled
scintillators as future detectors are discussed.

6.1. Characteristics of Rydberg background electrons

The time-scale in which background electrons had to be generated within the main
spectrometer volume by sputtered Rydberg atoms is of interest. For this purpose, the SRIM
simulations (sec. 4.5.3) can be used to derive the velocity of the atoms, and simulations
with Kassiopeia are performed to calculate the maximal flight path of atoms leaving the
inner main spectrometer surface. 105 neutral particles were uniformly distributed on the
surface of the main spectrometer with initial inclination angles according to fig. A.5 and
tracked through the main spectrometer until they hit the opposite surface. By comparing
the start and end positions, the path length is determined, shown in fig. 6.1a. A pronounced
peak at 9.8m is visible, which results from the spectrometer diameter.
According the total velocity distribution of the sputtered atomic species (fig. A.4), the

time of flight can be calculated. For each of the 105 simulated atoms, a velocity from
the distribution is diced and the time of flight calculated, presented in fig. 6.1b. The
atoms have energies in the eV-range, resulting in velocities on the order of 10 km s−1. In
combination with the obtained path lengths, the time of flight distribution has a maximum
at about 1ms. This is the time scale on which the background electron generation, and
therefore the ionisation of the excited Rydberg atom by black-body-radiation, must take
place. As previously discussed (sec. 4.5.1), the background is assumed to consist of two
components. A radially homogeneous and a radially increasing component. A radially
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(a) Sputtered atom flight distance.
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(b) Time of flight.

(c) Ring-wise closest distance to MS wall.

Figure 6.1.: (a): Simulated travel distance of sputtered atoms from the MS surface. 105

atoms have been simulated, starting uniformly distributed on the inner MS
surface with starting pitch angles to the surface normal according the SRIM
simulations (fig. A.5). (b): Time of flight distribution of sputtered atoms. The
sum of the individual velocities (fig. A.4) was used in addition to the travel
distance. (c): Closest distance to the inner main spectrometer surface along
the magnetic field lines, mapped between the individual detector rings, as
in fig. 3.7 for the 6.3 G NAP setting, with the analysing plane at the center
(green line).

increasing rate results from states with short lifetimes below milliseconds, since these
states are ionised before they reach the inner main spectrometer volume. A homogeneously
distributed background density is achieved by long-lived states far above the millisecond
range, so that they have an almost constant ionisation probability on their way through
the main spectrometer volume. Therefore, the background electron generation density
can not be constant in the flux tube volume. As can be seen in fig. 6.1c, the mean shortest
distance along each magnetic field line of the FPD rings shrinks towards both ends of
the main spectrometer. A local minimum is present in the area of the SAP analysis plane
(𝑧 ≈ 6m), which is why most of the background is expected there. In the steep cone region
(𝑧 ≳ 8m) the magnetic field is dominantly formed by the super conducting pinch magnet
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6.1. Characteristics of Rydberg background electrons

so that differences between the NAP and SAP configuration are minor, nevertheless, in
fig. A.10 the closest distance to the main spectrometer vessel wall is shown for the SAP
configuration.
On the basis of the electromagnetic field design and the assumption of shorter and

longer living atomic states as the source of background electrons, the difference in the
radial background profile on the FPD (fig. A.11) in NAP and SAP configuration can be
explained. Although the sensitive flux tube in the SAP configuration is smaller by a factor
of three (see sec. 3.2.1), the background rate is only halved. In particular, the background
density (rate/volume) is increased and less homogeneous in the SAP configuration. It is
increased by 50 % in the center of the sensitive flux tube volume and by more than 200 %
in the outer flux tube regions, which originates from the shorter distances to the inner
main spectrometer surface, where the excited Rydberg states are generated. Excited atoms
in the sensitive flux tube of the SAP setting can be influenced by the electric field [9] of
the main spectrometer retarding potential as a non-negligible gradient is present in this
region, see fig. 3.8, which may lead to field-ionisation of the Rydberg atoms.
As shown in fig. 4.18, the kinetic energy of the background electrons generated from

ionisation of Rydberg atoms by black-body-radiation are below approximately 100meV.
With this constraint, the final polar angle at the FPD can be calculated from the adiabatic
motion approximation and eq. 3.4, which can be rewritten to

\final = arcsin
(√︄

𝐸𝑖

𝐸 𝑓

𝐵 𝑓

𝐵𝑖
· sin2(\𝑖)

)
, (6.1)

where 𝑖 is the initial state and 𝑓 is the final state of the kinetic energy 𝐸, 𝐵 is the magnetic
field, and \ is the polar angle between the momentum and the magnetic field direction.
Using this equation, a Monte Carlo simulation of the final polar angular distributions of
electrons, generated inside the sensitive flux tube, was performed. The parameters of
kinetic energy and magnetic field strengths are individually changed. For the simulation,
presented in fig. 6.2, a symmetric magnetic field configuration with a minimum magnetic
field of 5 G at the center was chosen. The initial direction of the electrons is isotropically
distributed, while the initial kinetic energy is varied. The final magnetic field is fixed at
2.4 T which corresponds to the magnetic field at the FPD position. The initial magnetic field
values are achieved by dicing positions randomly within the individual ring-wise sensitive
flux tube volumes according the probability density along the 𝑧-axis which connects the
mapped volume with the mean closest distance to the inside surface. Hereby, for each
detector ring volume the same number of electrons are simulated and the normalised
probability density distributions are shown in fig. A.12. The final kinetic energy is
approximately equal to the applied retarding potential, where 𝐸 𝑓 = 18.6 keV was used.
For energies in the expected regime of the Rydberg background below 100meV, final

polar angles \ 𝑓 below 10° are obtained. The final polar angle distributions show pronounced
peaks at their ends which correspond to the minimum magnetic field region in the center
of the main spectrometer near the analysing plane. The tails to lower polar angles are
also connected to the magnetic field as some electrons are generated closer to the pinch
magnet within a stronger magnetic field, through which the final polar angle becomes
small, according eq. 6.1. As beta electrons are isotropically generated in the WGTS, but in
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a higher magnetic field, their minimum kinetic energy in the main spectrometer increases
up to the spectrometer resolution (eq. 3.2) on the order of eV. An electron with 2 eV energy
in the analysing plane which is transmitted to the detector, has a final polar angle to the
magnetic field lines of about 45° at the detector.

6.2. Basic principle of transverse energy filters

The divergence on the final polar angle distribution for background and beta electrons
that arise from the different kinetic energy in the main spectrometer flux tube is shown in
fig. 6.3. The final polar angle distribution of background electrons with energies below
100meV, according fig. 4.18, is narrow with angles below 10° compared to the distribution
from beta electrons. These started isotropically in the WGTS within a strong magnetic
field, however with high energy. The spectrometer resolution (eq. 3.2) and the acceptance
angle (eq. 3.3) define their maximal kinetic energy in the main spectrometer analysing
plane and therefore their final polar angle, which rises up to \max = 51°.

The basic transverse energy filter principle is shown in fig. 6.4. Here, the filter acts as a
geometrical boundary to electrons of high \ 𝑓 . Therefore, beta electrons will hit the filter
and are blocked. Such a filtering device was used in the pTEF measurement campaign,
which will be discussed in section 6.4. As the electrons are guided in magnetic fields, they
fulfill a cyclotron motion around the guiding magnetic field line. The radius of this motion
is given by the Larmor radius

𝑟Larmor =
𝑝t
|𝑞 |𝐵 =

𝛾𝑚0𝑣t
|𝑞 |𝐵 =

𝛾𝑚0 · 𝑣sin(\ )
|𝑞 |𝐵 =

𝑣 · sin(\ )
Ω

, (6.2)

Figure 6.2.: Simulation of final polar angles for different kinetic starting energies in a
5G symmetric magnetic field configuration. The momenta are distributed
isotropically, while the positions are diced within the sensitive flux tube
volume, according ring-wise probability distributions along the beamline axis
(fig. A.12).
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6.2. Basic principle of transverse energy filters

Figure 6.3.: Polar angle distribution of Rydberg background and tritium beta electrons at
the detector. The Rydberg background electrons have energies according to
[9] (fig. 4.18), and tritium beta electrons started isotropically in the source.
The maximal angle of 51° results from the acceptance angle eq. 3.3.

D
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Filter

𝜃𝑓 small

𝜃𝑓 large

Figure 6.4.: Sketch of transverse energy filter principle. Electrons with small polar angles
move on small Larmor radii, whereas electrons with high polar angles have
larger Larmor radii. The technique shown here blocks electrons of high polar
angles, while those with small angles are transmitted and detected.

and is defined by the transverse momentum with the relativistic angular frequency Ω and
the magnetic field 𝐵. The Larmor radius increases with the transverse energy 𝐸t which
is defined by the transverse part of the velocity 𝑣t = 𝑣 · sin(\ ). For example, the Larmor
radii for electrons with 18.6 keV at the FPD with polar angles of 10° and 50° are 33.2 µm
and 146.3 µm, respectively. It follows, that a micro-scaled device had to be developed, that
can distinguish electrons by their transverse energy or by their polar angle related to the
circular motion around the magnetic field. For this purpose, a passive micro-structured
honey-comb filter was built to investigate the remaining background (sec. 6.4) at KATRIN
with respect to their final polar angle distribution.
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6. Minimising the background level with micro-structured filters

Future detectors are in development for detecting only electrons with polar angles higher
than the remaining Rydberg background. In contrast to fig. 6.4, the detector itself will be
the geometric boundary, while electrons with small angles are not detected, therefore a
strong background reduction could be feasible. Such devices are described in section 6.5.

6.3. Parameter studies on micro-structured honeycombs

Originating from the first ideas to use commercial micro-channel-plates as a novel detector
system, simulations on the geometric properties have been made. Since no device is
available that fulfill all of the desired requirements, simulations on every parameter were
performed to derive the favourable geometry. The open area ratio (OAR) was a strong
requirement, as there should be as little loss as possible, which led to honeycomb structures
being considered for their low OAR. The parameters of structures with hexagonal channels
are the inner side length 𝑎, the wall thickness 𝑏 between neighbouring channels, and the
depth 𝑑 , as shown in fig. 6.5. The open-area-ratio is given by

OARhex
100 % =

𝐴open

𝐴with wall
=

3·
√

3
2 · 𝑎2

3·
√

3
2 · (𝑎 + 𝑏√

3 )
2
=

𝑎2

(𝑎 + 𝑏√
3 )

2
, (6.3)

where the ratio of open hexagonal area to the hexagonal area with half of the walls between
the hexagons is given by a hexagon with side length 𝑎 + 𝑏/√3. Therefore, the wall thickness
𝑏 must be minimal to achieve the best OAR. Investigations on the depth parameter can be
achieved by simulations and calculations of the 3D motion of the electrons. The motion
can be expressed as

®𝑟 = ©«
𝑥

𝑦

𝑧

ª®¬ =
©«
𝑟 (\ ) · cos(𝜙 (𝑡))
𝑟 (\ ) · sin(𝜙 (𝑡))

𝑣l(\ ) · 𝑡
ª®¬ =

©«
𝑣 ·sin(\ )

Ω · cos(Ω𝑡)
𝑣 ·sin(\ )

Ω · sin(Ω𝑡)
𝑣 · cos(\ ) · 𝑡

ª®®¬ , (6.4)

where 𝑟 (\ ) is the Larmor radius (eq. 6.2) and 𝑣l the longitudinal component of the velocity.
From the time of one cyclotron period, 𝑡 = 2𝜋/Ω ≃ 15 ps, which is independent of the polar

a
b d

Figure 6.5.: Geometry of micro-structured honeycomb plate, implemented in Kassiopeia.
The design is characterised by three parameters: inner side length 𝑎, wall
thickness 𝑏, and depth 𝑑 .
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angle, the path length along the 𝑧-axis can be calculated. For an electron with 18.6 keV
energy (velocity 𝑣 ≃ 0.27𝑐) the path length Δ𝑧 for polar angles of 10° and 50° is 1.18mm
and 0.77mm, respectively. From this it follows that depths of 0.5 − 1.5mm are preferred,
as the best resolution on the angle can be achieved. However, the manufacturing of such a
filter plate with micro-scaled hexagonal channels of high OAR and a depth on the order
of mm is not feasible. Nevertheless, a micro-scaled structure with honeycombs on the
micro-meter scale and limited depth of 250 µm could be provided by Microworks [138] for
KATRIN. The limited depth arises from the manufacture procedure of X-ray lithography
at KARA (Karlsruhe Research Accelerator) which serves as synchrotron radiation source
to expose a photo-mask. With the mask a negative of the final structure is made wherein
dissolved gold in a solution precipitates, forming the final micro-structured honeycomb
filter.
To finalise the hexagonal side length 𝑎, simulations with Kassiopeia were performed.

Electrons are started in front of a micro-structured filter within the detector magnet, with
varying side length but fixed depth of 250 µm and fixed wall thickness of 8 µm, limited by
the manufacturing process. When an electron hits a surface of the structure, its track is
terminated, even if the electron was transmitted through the structure. The polar angle is
diced from the distributions, given in fig. 6.3, and an efficiency parameter Y for the beta
and background electrons is calculated,

Ybg = 𝑓trans · (1 − 𝑓front) · (1 − 𝑓inside) (6.5)
Y𝛽 = 𝑓inside · (1 − 𝑓front) · (1 − 𝑓trans) , (6.6)

where 𝑓trans, 𝑓front, and 𝑓inside are the relative parts of the transmission with termination
during transmission, at the front, and inside respectively. The best efficiency for beta
electrons is given for high inside channel terminations and best background efficiency
for high transmission arise from the considerations of an active transverse energy filter

Figure 6.6.: Rydberg background and beta electrons filter efficiency for different side
lengths. The efficiency parameter Y is a combination of inner channel termi-
nation, transmission and front surface collision. The combination is given in
a ratio of 1:1 for beta and background electrons.
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detector (sec. 6.5). Terminations on the front, related to the OAR reduce both in the same
amount. The individual and combined efficiencies of background and beta electrons can
be seen in fig. 6.6. Ybg increases with increasing side length, since the open area becomes
larger and thus also the transmission. The beta electrons efficiency Y𝛽 shows a slight
maximum at about 65 µm and decreases with increasing side length, as more electrons
are transmitted which is a disadvantage for beta electron detection in such a device. The
combined efficiency is stable for side lengths >90 µm for the 1:1 ratio of background to
beta electrons.
As it was clear that the pTEF measurement campaign will take place over Christmas,

with no tritium operation, the beta electrons efficiency can be neglected. Therefore, the
measurements were planned to investigate only the background electrons, therefore the
side length was fixed to 100 µm which is comparable to the derived side lengths that could
be used for investigations with tritium beta electrons and provides higher efficiency on
background electrons.

6.4. Dedicated background measurements with a passive filter

In this chapter the properties of the pTEF and themeasurement campaign and configuration
is presented. For the analysis of the individual measurement configurations supplementary
Monte Carlo simulations are performed and discussed. Subsequently, the analysis of the
pTEF measurement data is shown with discussion and consideration of systematic effects,
as well as the result of the initial transverse energy scale of the background electrons.

6.4.1. Passive transverse energy filter (pTEF)

The passive transverse energy filter (pTEF) as ordered at Microworks GmbH [138] is made
out of gold with geometry parameters

𝑎 = 100 µm, 𝑏 = 8 µm, 𝑑 = 250 µm → OAR = 91.4 % . (6.7)

250 µm

Figure 6.7.: Photo and optical microscope image of the pTEF.
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5.657 µm

Figure 6.8.: Electron microscope images of the fabricated pTEF. Provided by the manufac-
ture company Microworks [138].

The filter was manufactured as a semi-circle with a 5 cm radius, so that a measurement
of the regular background rate and the observation behind the filter can be performed
simultaneously, as only half of the FPD is shadowed. The filter was fabricated with
sufficient precision of the parameters side length, wall thickness and depth with variations
on the micrometer scale. In fig. 6.8 electron microscope images are shown that illustrate
the remarkable precision which was achieved on the hexagons and their edges. However,
on the bottom left picture variations of the channel depth can be seen which are about
5 µm. In addition, the wall thickness was measured to be smaller than 8 µm. As not every
wall could be measured individually, a mean wall thickness of 6 µm is assumed from the
pictures taken, which would lead to an enlarged OAR by 2%. Optical measurements with
an electron microscope also show that the channel depth is slightly increased to a mean
value of 260 µm with the mentioned variations.

Simulations have been performed with the design parameters (eq. 6.7) before the
manufacturing was finished, therefore the presented simulations regarding transmission
conditions of electrons through the pTEF are made with the design values. The increased
OAR and deeper channels are counteractive effects on the global transmission, it manifests
that the transmission for small polar angles (< 10°) is increased while it decreases for
medium to large angles (> 25°) on the scale of less percent.
The transmission probability for electrons of various polar angles is simulated with

Kassiopeia. The filter structure is implemented with the design parameters (eq. 6.7) and
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placed in the center of the detector magnet. Electrons are generated at the nominal mag-
netic field strength 𝐵det = 2.5 T with an energy of 18.6 keV within a volume immediately in
front of the filter, distributed over an area of 3.14 cm2. Electrons are stopped and counted
when transmission, inside wall collision, or front surface collision occurred. Each data
point in fig. 6.9 corresponds to 25000 simulated electrons within an uniformly distributed
polar angle range of 1°. The transmission is fit according the following function

b (\, 𝑐1, 𝑐2, 𝑐3, 𝑐4) =
{

0 𝑓 < 0 ∨ 𝑑 𝑓

𝑑\
≥ 0 ∨ \ > 90°

𝑓 (\, 𝑐𝑖) else
(6.8)

with 𝑓 (\, 𝑐1, 𝑐2, 𝑐3, 𝑐4) = (𝑐1 · \ ) ·
(
1 − tanh

(
\ − 𝑐3
𝑐4

))
+ 𝑐2 \ ∈ [0, 51]

where the fit parameters 𝑐1−4 are given in tab. A.7. The conditions for vanishing b

are necessary to maintain physical truth, so no negative probabilities or transmission
above \trans,max can occur. The mean uncertainty of the fit on individual data points is
about 0.05 % and is thus suitable for describing the electron transmission probability. The
fit transmission probability will later be used in the final fit function of the observed
transmission probabilities for different magnetic field settings.
Variations on the final kinetic energy 𝐸 𝑓 , in the electron energy in transmission prob-

ability simulations, affects the maximal polar angle \trans,max. The higher the electron
energy, the smaller \trans,max as the Larmor radius (eq. 6.2) increases accordingly. However,
one has to keep in mind, that for different energies the transverse energy component is

Figure 6.9.: Simulated transmission probability of 18.6 keV electrons through the micro-
structured pTEF. For each point, 25000 electrons have been simulated in a
uniform polar angle range of 1°, distributed over an area of 3.14 cm2 in front
of the filter. The transmission is fit with the fit functions eq. 6.8 and the
corresponding fit parameters are shown in tab. A.7. The maximum polar
angle of transmission is \trans,max ≈ 40°.
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different for fixed polar angles. The transverse component of the kinetic energy 𝐸 is given
by

𝐸t = 𝐸 · sin2(\ ) . (6.9)

The polar angle related expression can be derived by equate two different energy and
angle combinations with the same transverse energy, it follows

𝐸1 · sin2(\1) = 𝐸2 · sin2(\2)

\1 = arcsin
(√︂

𝐸2
𝐸1

· sin(\2)
)
. (6.10)

For example, an electron of 18.6 keV and a polar angle of 10° has the same transverse
energy as an electron of 34.1 keV with a polar angle of 7.37°. The effect of different kinetic
energies on the transmission probability b can be seen in fig. A.14, derived from eq. 6.8 for
simulations of different energies.

6.4.2. Measurement configurations and complementary simulations

The pTEF is mounted on a specialised holding structure and directly connected to the FPD
wafer flange, as shown in fig. 6.10. Its position is about 11 cm in front of the FPD at the
position of maximum and most-homogeneous magnetic field of the flux tube. The radius of
the micro-structured semi-circle area is 𝑟pTEF = 46mm which exceeds the flux tube radius
𝑟flux ≲ 44mm at the pTEF position (𝑧KATRIN = 13.783 75m in global KATRIN coordinates)
to minimise possible systematic effects due to misalignment of the holding structure. The
global flux tube in the detector section and local at the detector and pTEF position is shown

Figure 6.10.: Dedicated holding structure of the pTEF, mounted on FPD wafer flange. The
pTEF is located about 11 cm in front of the FPD since the detector itself is not
placed in the center of the detector magnet, where the magnetic field is most
homogeneous. The micro-structured area exceeds the flux tube dimension,
so the outer edges are not of concern.
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in fig. A.15. The nominal field of the superconducting magnets, including the field at
the detector remains constant as changes on these parameters would lead to uncertain
measurement configurations, as no comparable measurements are available.

The underlying theoretic model of eq. 6.1 on the final polar angle

\final = arcsin
(√︄

𝐸𝑖

𝐸 𝑓

𝐵 𝑓

𝐵𝑖
· sin2(\𝑖)

)
contains four parameters of the initial and final electromagnetic field situation. As previ-
ously described, the detector magnetic field remains constant at 2.5 T which corresponds
to 𝐵 𝑓 . However, the final kinetic energy 𝐸 𝑓 and the initial magnetic field 𝐵𝑖 can be easily
varied by changing the applied high voltage potential and the magnetic field configuration
by the eLFCS coils. The initial kinetic energy 𝐸𝑖 is the value of interest which combines
with the sinus of the initial polar angle in the magnetic flux to the initial transverse energy
𝐸𝑡 = 𝐸𝑖 · sin2(\𝑖).
Variations on the initial magnetic field 𝐵𝑖 have been performed by measuring the

background rate for different magnetic field settings. The envelopes of the corresponding
magnetic field configurations are shown in fig. 6.11. The minimal magnetic field strengths
in the center of the main spectrometer, besides the SAP configuration, were changed from
2.7 G to 17G, using an inversely shifted analysing plane setting. The analysing plane is
shifted upstream towards the source side of the experiment. Therefore, the sensitive flux
tube volume is increased and higher background rates are achieved to reduce the statistical

Figure 6.11.:Magnetic flux tube envelopes of the settings used during the pTEF mea-
surement campaign. Six different magnetic field settings have been used.
To gain more statistics on the background events, measurements have also
been performed in a inversely shifted analysing plane configuration. The
analysing planes are shown as dashed lines for the individual configurations.
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error. Additionally, measurements with a symmetric retarding potential setting at 5.0 G,
as well as measurements in the standard SAP configuration have been performed.
The retarding potential, which influences the final kinetic energy 𝐸 𝑓 , have been set

to three different values: 12.0 keV, 18.6 keV, and 34.1 keV. Measurements have not been
performed in every field configuration. For the 12 keV and 34 keV retarding potentials, only
the settings at 2.7 G, 5.0 G, and 8.0 G minimum magnetic field, and the SAP configuration,
were used. Thus, the entire parameter space of the electromagnetic field configurations is
covered at 18.6 keV. The post-acceleration was set to zero, since there should be no bias of
the final polar angle by the additional electric field.
For detailed investigations of the measurement data, additional simulations of the ex-

pected transmission probability are mandatory. For this purpose, Monte Carlo simulations
with electrons were performed that start within the individual ring-wise flux tube vol-
umes. For each electromagnetic field configuration, magnetic tracking simulations with
Kassiopeia deliver the ring-wise volumes, and also the retarding potential and magnetic
field strengths within the sensitive flux tube volumes. These are used to determine the
initial magnetic field strengths at diced positions within the ring-wise flux tube volumes.
In addition, the individual probability density along the beamline axis 𝑧, as shown in fig.
A.13, is used for the electron generation to take the distance to the main spectrometer
vessel wall into account. For example, the generated electron starting positions and their
initial magnetic field strengths for the SAP configuration are shown in fig. 6.12. The colour
of the points denotes the mapping on one of the 13 FPD pixel rings, where the innermost
volume corresponds to the bulls-eye with index 1. The main part of the initial magnetic

(a) Ring-wise generation positions. (b) Initial magnetic field.

Figure 6.12.: (a): Ring-wise simulated electron generation positions for the SAP config-
uration sensitive flux tube volume. Here, 104 electrons for each of the 13
rings have been generated. (b): Density of the initial magnetic field strength
𝐵𝑖 for the simulated electron generations in (a). The increasing part at
low magnetic fields arises from the inhomogeneous magnetic field in the
SAP analysing plane which rise from 4.6 G to 6.4 G. The decreasing part to
high magnetic fields originates from closer positions to the pinch magnet at
𝑧 = 12.2m.
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field strengths 𝐵𝑖 is in the range of 4.5 G and 10G with a peak at about 6G. However,
𝐵𝑖 also rises above 100G in some cases which strongly influences the final polar angle,
according eq. 6.1.

The global simulations for the different magnetic field configurations contain the gener-
ation of 105 electrons for each FPD ring volume with uniform initial kinetic energies from
0 eV to 1 eV under isotropic emission. From eq. 6.1 and the initial values of the energy and
magnetic fields, the final polar angles \ 𝑓 at the pTEF position for fixed final magnetic field
of 𝐵 𝑓 = 2.5 T, and final kinetic energy of 𝐸 𝑓 = 18.6 keV are calculated. Subsequently, the
ring-wise transmission probability can be derived from the transmission properties of the
pTEF (fig. 6.9 and eq. 6.8) in an energy-dependent way by choosing certain intervals of
𝐸𝑖 . In fig. 6.13, the expected observable background fraction Ψ from the simulations for
the different magnetic field configurations at 𝑈ret = 18.6 keV, is shown. The simulation
data is divided into parts of 100meV energy range which corresponds to the mean values
according the data which range from 0.1 eV to 0.7 eV. The data points correspond to the
individual magnetic field configurations by their geometric mean of the initial magnetic
field strengths 𝐵𝑖 . The geometric mean of values

𝑋geom = 𝑛

√√
𝑛∏
𝑖=1

𝑋𝑖 =
𝑛
√︁
𝑋1 · 𝑋2 · · ·𝑋𝑛 , (6.11)

Figure 6.13.: Observable background fraction Ψ of simulated electrons from the individual
ring-wise sensitive flux tube volumes for different mean kinetic starting
energies 𝐸𝑖 from 0.1 eV to 0.7 eV, started isotropically. The geometric means
of the ring-wise magnetic field strengths are given in tab. A.8.
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Table 6.1.: Result of transverse energy scale fits, according eq. 6.12 for initial energies
of 100meV to 900meV. The energy range Δ𝐸𝑖 of the initial kinetic electron
energy and mean energy 𝐸𝑖 of the simulation data is given. The fit results 𝑒𝑖 ,
their corresponding uncertainty 𝜎𝑒 , and the derived mean initial kinetic energy
𝜖fit = 𝑒𝑖/0.667 from the fit result are shown.

Range Δ𝐸𝑖 (eV) 𝐸𝑖 (meV) 𝑒𝑖 (meV) 𝜎𝑒 (meV) 𝜖fit (meV) 𝜎𝜖fit (meV)
0.05-0.15 100.0 62.5 0.7 93.7 1.0
0.15-0.25 200.0 127.0 0.9 190.4 1.4
0.25-0.35 300.1 191.0 1.1 286.4 1.6
0.35-0.45 400.0 255.3 1.2 382.8 1.8
0.45-0.55 500.0 318.4 1.3 477.4 1.9
0.55-0.65 599.9 381.6 1.3 572.1 2.0
0.65-0.75 700.1 443.8 1.4 665.4 2.0
0.75-0.85 799.9 505.4 1.4 757.7 2.1
0.85-0.95 900.1 565.6 1.4 847.9 2.1

is more applicable to describe the distribution of the initial magnetic fields 𝐵𝑖 (fig. 6.12b) as
it better accounts for the number of small values and is less affected by the rarely occurring
field strengths above 100G, whereby it applies 𝑥geom ≤ 𝑥arithm. The individual ring-wise
magnetic field strengths are given in tab. A.8 which will be also used for the final analysis
of the pTEF measurement data, so that there exists a model-dependence of the result by
the electron generation position and the corresponding fields.

The simulation data are fit according a convoluted function of the final polar angle (eq.
6.1) and the simulated polar-angle-dependent transmission probability b (eq. 6.8).

Ψ(𝐵, 𝑒𝑖) = b (\final(𝑒𝑖, 𝐸 𝑓 , 𝐵, 𝐵 𝑓 ), 𝑐1, 𝑐2, 𝑐3, 𝑐4) with \final = arcsin
(√︄

𝑒𝑖

𝐸 𝑓

𝐵 𝑓

𝐵

)
, (6.12)

is a function of the magnetic field 𝐵 and the transverse energy scale 𝑒𝑖 as a fit parameter,
containing the parameters 𝑐𝑖 of the transmission probability b , whereby 𝐵 𝑓 and 𝐸 𝑓 are
constant for the specific configurations. This function can only be used to derive the mean
transverse energy scale, since the observable transmission only contains information about
the mean energy. Results of the fits are given in tab. 6.1.

The mean value for isotropic directions of sin2(\𝑖) in eq. 6.9 is 𝛼iso = sin2(\̄ iso) ≃ 0.667.
However, the evaluated transverse energy scales of the individual fits does not fully
reproduce the initial kinetic energy as the mean ratio of 𝑒𝑖 divided by 𝐸𝑖 is 𝛼fit = 0.634(1).
So the initial kinetic energy 𝜖fit is underestimated by about 5 % from the combined fit
of the simulation data with eq. 6.12. This fact may arise from the approximation of the
initial magnetic fields 𝐵𝑖 to one value for the description of the ring-wise observable
transmission in fig. 6.13. On the other hand, it is not clear whether the isotropic emission
of electrons within the main spectrometer volume due to the ionisation of the Rydberg
atoms is realistic, since a Doppler-shift due to the Rydberg atoms motion and a aligning
torque on the atom, induced by the electromagnetic field, can be present.
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6.4.3. Analysis of the transverse energy scale

The analysis on the transverse kinetic energy scale relies on the observed rate behind the
pTEF and on the not-shadowed FPD pixels. The observed background fractions for the
different electromagnetic field settings is shown in fig. 6.14. It can be easily seen that
the background fraction increases for increasing central magnetic field strengths from
about 40 % to about 60 %. This is in contradiction to the expected transmitted background
fraction from the Rydberg background model, see fig. 6.13, where for 100meV electrons
a transmission probability of Ψ ≥ 70 % is expected. Such reduced transmission hints to
higher electron starting energies of the remaining KATRIN background. Therefore, a
closer look into the data selection and analysis regarding systematics will be made.

The data taken during the pTEFmeasurement campaign are filtered with a pixel selection
and an applied region of interest (ROI) cut. The veto system of the FPD was used, as
described in sec. 4.2. At measurements of high rate, induced by deliberate ignition of
the inter-spectrometer Penning trap, high statistics can be achieved which is useful to
perform the pixel selection for the campaign. The pixel selection is shown in fig. 6.15b,
where the boundary of the semi-circle can be seen by the green coloured pixels through
the center of the FPD. Since no precise calibration could be made, every pixel which was
partly shadowed by the pTEF has been rejected. Besides the pixel selection, the region
of interest cut was chosen as 𝑈ret ± 3 keV. This is narrow compared to the cuts at KNM
measurements where the energy ranges from 22 keV to 34 keV for measurements near

Figure 6.14.: Measured background fractions for various electromagnetic field configura-
tions. The indices 12, 18, 34 correspond to the high voltage set points of 12.0,
18.6, and 34.1 kV. Index sym at the 5.0 G measurements denotes a symmetric
potential (NAP) configuration. Other measurements are performed in the
inversely shifted SAP for different center magnetic fields or the standard
SAP configuration.
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(a) Energy histogram. (b) Pixel selection map.

Figure 6.15.: (a): Energy histogram of counts in bins of 0.5 keV width. Green data points
on FPD pixel selection, purple data points behind pTEF and light brown
data points represent the detector background. (b): Map of pixel selection,
used at the analysis of the pTEF measurement data. Yellow pixels at the top
denote the ones not influenced by the pTEF which are used as reference.
Dark blue coloured pixel on the bottom are behind the pTEF while the green
coloured ones are rejected from the analysis.

the tritium spectrum endpoint with post-acceleration. The narrow region arises from the
fact that diverse potential set points and no PAE was used, so that there is no influence
on the polar angle spectrum by the additional electric field. As the lowest high voltage
set point was chosen to 12 keV, the region of interest has to be narrow, as the intrinsic
detector noise dominates at energies below 8 keV, which can be seen in fig. 6.15a. To
maintain comparability between the different measurements the common narrow ROI was
selected. As the main peak is investigated in a range larger than the energy resolution,
significant differences between a narrow and broad ROI are not present. Additionally, the
detector background which was measured in advance (see sec. 4.2) was subtracted from
the individual measured rates as it would artificially increase the observed background
fraction Ψ.

Further systematic considerations arise from the global misalignment of the FPD and
pTEF with respect to the magnetic field, maintained by the super-conducting magnets
and the air coil system. As described in sec. 4.5.1, misalignment imprints on the detector
pixel map as a lateral shift of the minimum rate of the 𝑥 and 𝑦 coordinate. This leads to a
sinusoidal variation of the rate over pixel number within one detector ring which must be
taken into account at the pTEF campaign since the detector is split by the pixel selection
in specific areas, so that no entire detector ring is selected. Hereby, a rate difference on the
individual detector sections (yellow and dark blue in fig. 6.15b) is present even when no
pTEF is installed. This is shown in fig. 6.16 for background data of the KNM5 measurement
campaign. The individual pixel selections for the pTEF and FPD part are highlighted with
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Figure 6.16.: Background rate as a function of pixel number of data taken during KNM5.
The FPD (green) and pTEF (purple) pixel selection is highlighted and in-
dividually fit with an exponential function. A global fit of the misalign-
ment is made (light brown) which leads to a lateral shift of (Δ𝑥,Δ𝑦) =

(2.65(23)mm, −3.61(24)mm).

Figure 6.17.: Relative rate difference of the background rate for the pTEF to FPD pixel
selection for SAP (KNM5) and NAP (KNM2+KNM3|B) configuration as a
function of the analysing plane flux tube radius. The radial differences of
both configurations are fit by a power law 𝑝 (𝑟 ) = 𝑎 + 𝑏 · 𝑟𝑐 to describe
the rate difference for the pTEF and FPD pixel selection combined. The fit
parameters are 𝑎 = 0.99(1), 𝑏 = −0.031(9), 𝑐 = 1.55(24).
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purple and green points along the global fit of the effective lateral misalignment along 𝑥
and 𝑦, according

𝐵 = 𝑏0 − 𝑏 · exp𝑐 ·| ®𝑟𝑝−®𝑟0 | , (6.13)

whereby a lateral shift by ®𝑟0 with respect to the pixel center positions ®𝑟𝑝 is derived [139].
The fit lateral shift is ®𝑟0 = (Δ𝑥,Δ𝑦) = (2.65(23)mm, −3.61(24)mm). Both pixel selections
are individually fit with exponential functions which reveal that the rate difference between
those significantly increases to outer radii. Since the pixels of the FPD pixel selection have
an increased rate, while the rate is low for the pTEF selection, the azimuthal mounting
position was a disadvantage and the rate before the pTEF has to be corrected.
The expected rate before the pTEF has to be calculated from the rate observed on the

open FPD section by taking the rate difference due to the misalignment into account. The
rate difference on the two detector sections is derived by the global misalignment fits,
which were performed on data from KNM5 for the SAP configuration and a combination
of KNM2 and KNM3|B for the NAP configuration. Therefore, the rate before the pTEF
which will be used to derive the observed background fraction consists of the measured
rate on the FPD pixel selection multiplied by the relative rate difference, given in fig. 6.17,
which is parameterised by a power law, according 𝑝 (𝑟 ) = 𝑎 + 𝑏 · 𝑟𝑐 with the fit parameters
𝑎 = 0.99(1), 𝑏 = −0.031(9) and 𝑐 = 1.55(24).

Another major systematic which has to be considered is backscattering. Backscatter-
ing of electrons occurs regularly at the FPD silicon wafer. Depending on the incident
polar angle, mean backscattering probabilities of about 20 % are considered [140]. As

Figure 6.18.: Simulated transmission probability of electrons through pTEF with consider-
ation of backscattering from surfaces. The data points and the dashed lines
correspond to the simulations of electrons, started in the main spectrometer
volume which are tracked until their energy is below threshold. The solid
lines represent the derived simulations outcome, as shown in fig. 6.13.
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Figure 6.19.: Relative change on the transmission probability from backscattering effects.
The points are extracted for simulations at the different magnetic field
configurations at −18.6 kV. The effect can be modelled by a combination of
eq. 6.12.

electrons backscatter after transmission through the pTEF, their polar angle will change
and backwards transmission is not guaranteed, therefore electrons which were transmitted
are not detected on the FPD, scatter back, and get lost at the pTEF in the worst case.
This would highly reduce the observable background fraction if 20 % of the transmitted
electrons were not detected. However, the pTEF itself is made out of gold which provides a
higher probability for electrons being scattered from the surface, since the backscattering
probability depends on the atomic number 𝑍 of the target material [141]. Additionally, the
electrons which arrive at the pTEF are assumed to have small polar angles to the magnetic
field which is nearly parallel to the hexagonal channels of the filter.

Therefore, the incident electrons which hit inside the pTEF hexagonal channels, arrive
under large angles to the surface normal at the inner gold surface, which strongly increases
the scattering probability inside the pTEF. The effect of the backscattering from the FPD
silicon wafer with the possible loss of electrons, and the scattering of electrons from the
golden pTEF which increases the transmission, have been investigated with simulations.
To first order it seems that these two effects cancel out and the effect is small. Nevertheless,
there exists an initial magnetic field and initial kinetic energy dependence on the final
transmission under consideration of scattering from surfaces. In fig. 6.18, the simulation
result of the additionally considered backscattering effects is shown. The data points
and the dashed lines correspond to the simulation of electrons of various energies in the
range from 0.1 eV to 0.7 eV in steps of 0.1 eV, started isotropically in the relevant main
spectrometer flux tube volumes for the individual magnetic field configurations, shown in
fig. 6.11. The electrons are tracked with scattering of the FPD silicon surface and golden
pTEF surface with electrostatic reflection inside the main spectrometer until their energy
falls below the detection threshold at the FPD. Subsequently, the derived transmission
probability through the pTEF with detection at the FPD can be compared to the formerly
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derived transmission in fig. 6.13. It can be seen, that the difference depends on the magnetic
field similarly to the initial observable background fraction Ψ but differs especially at low
magnetic fields, where the sign inverts for increasing initial kinetic energy, while the effect
at high magnetic fields becomes smaller. The relative difference is separately shown in
fig. 6.19, supporting this observation. The relative transmission change [ can be modelled
using a combination of the function, given in eq. 6.12, according to

[ (𝐵, 𝑘1, 𝑘2, 𝑘3) =
𝑘2 · Ψ(𝐵, 𝑘1)
Ψ(𝐵, 𝑘3)

, (6.14)

𝑘2 is a global reduction parameter on the observable transmission, 𝑘1 is an auxiliary
transverse energy scale, and 𝑘3 = 𝑒𝑖 from tab. 6.1. The evolution of these parameters,
depending on the initial kinetic energy, is given in fig. A.16. The relative transmission
change [ is most prominent at low magnetic fields and increased initial kinetic energies
with effects on the order 10 % at 𝐸𝑖 ≈ 600meV. However, the observable background
fraction Ψ in this regime for increased electron energies is already reduced to about 30 %
which leads to an absolute effect on the transmission at the percentage level, with a change
of sign. On the one hand, transmission is increased at low magnetic fields as the electrons
have an higher polar angle, according eq. 6.1, so that scattering through the pTEF is more
frequent. On the other hand, the transmission is only slightly reduced at high magnetic
fields because the final polar angles are smaller, so the transmission through the pTEF and
the backscattering effect from the FPD silicon wafer are almost in equilibrium.
In summary, the considerations at the analysis of the pTEF measurement data are

the narrow region of interest (ROI) for inter-comparability of the different high voltage
set points, the application of the veto, and the pixel cuts. Furthermore, magnetic field
misalignment and the effect of scattering of electrons from either the silicon detector
surface or the gold pTEF surface is taken into account and modelled to derive final fit
functions for the description of the observed background fractions. The ring-wise mean
magnetic field values are extracted from dedicated background simulations which are used
to describe the transmission probability b . The difference on the used fit function Ψ(𝐵, 𝐸𝑡 )
in eq. 6.12 is the application of the backscattering effect due to [ which leads to

Ψ̃(𝐵, 𝐸𝑡 ) = Ψ(𝐵, 𝐸𝑡 ) · [ (𝐵, 𝑘𝑖) = b (\final(𝐸𝑡 , 𝐸 𝑓 , 𝐵, 𝐵 𝑓 ), 𝑐 𝑗 ) · [ (𝐵, 𝑘𝑖) , (6.15)

whereby the parameters 𝑐 𝑗 are derived from the transmission probability b (see fig. 6.9),
the parameters 𝑘𝑖 are derived according their evolution, given in fig. A.16 and tab. A.9,
and the transverse energy scale 𝐸𝑡 is fit parameter.

The fit on the measured background fraction, with the mentioned adjustments regarding
alignment and detector background, is shown in fig. 6.20. Two different options are taken
into account, a global fit of the transverse energy scale 𝐸𝑡 , and a modified fit function with
an additional pre-factor 𝑐 , through which possibly unconsidered systematics are taken
into account. The regular function eq. 6.15 deviates at small and large magnetic fields
from the measured background fraction, which can not be explained by incorrect mean
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Figure 6.20.: Fit of the transverse energy scale 𝐸𝑡 on the ring-wise background fraction Ψ
for the pTEF measurement data, taken at 𝑈ret = 18.6 keV. The fit function
is given in eq. 6.15, which corresponds to the solid black line. Additionally,
the fit is performed with an additional reducing factor according Ψ∗ = 𝑐 · Ψ̃
(pink dashed line) to take possibly unconsidered systematics into account.

magnetic fields, underlining the necessity of the pre-factor 𝑐 . The results of the fits are as
follows

single scale : 𝐸𝑡 = 414.16 ± 8.01 meV 𝜒2

ndof = 2.687 , (6.16)

with pre − factor : 𝐸𝑡 = 217.46 ± 19.56 meV

𝑐 = 0.801 ± 0.017 𝜒2

ndof = 0.898 , (6.17)

whereby the fit with the global reduction factor 𝑐 better describes the data since the
reduced 𝜒2 is closer to 1. The comparison of the fit results with and without consideration
of scattering is shown in fig. A.17.
The existence of an unaccounted systematic leading to a global reduction to 80 % is

speculative, although there are possibilities. The largest concern at the performed mea-
surements is the alignment, especially the alignment of the FPD and pTEF to the guiding
magnetic field lines and the planarity of the pTEF with respect to the FPD wafer. Due
to the stiffness of the pTEF mounting structure (Fig. 6.10), significant tilting of the pTEF
surface normals relative to the wafer surface normals is not expected, but was also not
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Figure 6.21.: Influence on the OAR by a tilted pTEF relative to the magnetic field. Four
cases are demonstrated since the effect of the tilt about the angle 𝜗 depends
on the orientation of the hexagon, which is varied by the azimuthal rotation
about 𝜙 . Data kindly provided by J. Lauer [142].

measured. Therefore, this has an uncertainty on a sub-degree level. Nevertheless, the
alignment of the pTEF and FPD relative to the guiding magnetic field remains uncertain,
as this quantity can not be measured. Sub-degree tilts of the superconducting coils inside
their housings to each other have been measured [78], which does not account for the
FPD wafer position inside the beam-tube. The detector section coordinates are regularly
measured with a laser camera system, which shows that lateral shifts are only present on
the mm-scale which corresponds to small angles on the beamline length of 1.7m from the
main spectrometer exit to the detector. Such misalignment would cause a reduction of the
open-area-ratio (OAR) as the direct line-of-sight through the channels gets reduced by the
inner channel surface. The influence on the OAR by rotation is shown in fig. 6.21. The
remaining open area decreases with the rotation angle 𝜗 until the inner channel surface
shadows it completely. This effect depends slightly on the orientation of the hexagonal
channel which is why it is shown for four different cases of azimuthal rotation about
the axis parallel to the surface normal around 𝜙 . To obtain a global reduction to 80 % of
the initial OAR, a rotation between 6° and 7° is necessary, depending on the azimuthal
orientation. Deviations on the order of a few degrees are not to be expected, as the various
effects can conservatively add up to about only 2°, where the open-area is reduced to 94 %
of the initial value.

Moreover, defects on the pTEF structure can be taken into account. In fig. 6.22, two
pictures of the pTEF, mounted to the fixation ring of the holding structure are shown. In
the upper picture, defects on the hexagonal channels can be seen, which directly negatively
influence the transmission probability. In addition, the pTEF has a slight curvature while
mounted. The maximal height difference from the center to the right side outer edge is
about 1mm which corresponds to tilt angle of 𝛼 ≤ 1.3°. This tilt only exists locally and
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Figure 6.22.: Pictures of the pTEF for describing possible reduction effects. Top: Defects
on the hexagonal channels can be seen. Three larger areas exist at the
edge of the sensitive pTEF area, but also smaller ones occasionally in the
center region. Bottom: The pTEF is not fully planar mounted to the holding
structure. A slight bulge is created, with a maximum height difference of
1mm from the centre to the edge on the right side.

does not account for the whole filter, through which only a minor effect on the OAR can
be deduced.

Nevertheless, various aspects of possible influences on the open-area-ratio or the trans-
mission ability of electrons through the pTEF exist, but can not be accurately quantified.
Conservatively, an reduction effect analogous to a tilt of about 1° to 5° can be assumed,
which would result in a reduction of the OAR by about 0.9.

Therefore, it can not be concluded, if the transverse energy scale is more likely on the
order of 200meV or 400meV. Certainly, the initial transverse energy scale is well above
the expectation by the Rydberg background model, whereby a value of the transverse
energy scale on the order of 10meV was expected, which also is in accordance with the
measurement at 12.0 and 34.1 keV, shown in fig. A.18. Measurements with a pulsed electric
dipole field in the main spectrometer had no influence on the background rate, wherefore
no significant amount of trapped electrons is derived, based on [96, 97]. Thus, existence of
electrons with energies well above the individual spectrometer resolutions, on the order
of few eV, which are favourably being trapped, are essentially excluded. Conservatively,
a minor part of high energetic electrons below the spectrometer resolution induced by
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decay of residual radon can be present, which shifts the transverse energy scale to higher
values. However, to compensate the Rydberg background model expectation to energy
scales on some hundred meV a large fraction of these had to be present, which is excluded.
As a result, other ionisation mechanisms and states of the sputtered atoms have to be
taken into account to supply electrons of energies of the observed scale.

6.5. Research on active transverse energy filters

The simulation work on transverse energy filters is being performed parallel to the pTEF
investigations regarding active transverse energy filters as replacement of the current FPD
which would improve the signal-to-background ratio. The research activities on active
transverse energy filters (aTEF) focus on two different approaches on development of a
novel detector system based on electron filtering as described in sec. 6.2. In contrast to the
pTEF, the electrons with high polar angles are intended to be detected, while background
electrons with small polar angles surpass the filter unhindered. On the one hand, research
and development of micro-structured silicon wafers is performed which would replace
the current wafer, maintaining the present detector electronics at the experiment. On
the other hand, micro-scaled scintillators are under development in which the signal
electrons produce light which will be collected and the scintillation photons counted with
single-photon-avalanche-diodes (SPAD).

Micro-structured silicon wafers

First ideas of aTEFs were based on commercial microchannel-plates (MCP). Here, electrons
that hit inside the channels produce secondary electrons which are accelerated, through
which an electron avalanche emerges. However, such devices can not be used in strong
magnetic fields, such as those present in the KATRIN experiment. The simplest, but also
most challenging way to produce an aTEF detector is to micro-structure Si-PIN diodes,
such as those already used as a detector at KATRIN, as the current readout electronics of
the detector could continue to be used. Etching hexagonal channels into thin silicon wafers
is part of the research of collaborators of the University of Münster. The process is based

500 µm

100 µm

Figure 6.23.: Electron microscope image of a micro-scale cryo-etched silicon wafer. Etch-
ing is executed by inductively coupled plasma reactive-ion etching (ICP-RIE).
The achieved etch-depth is 225 µm with a hexagon side length of 100 µm
and a wall thickness of 10 µm [143].
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on photo-lithography to produce a mask of the structure on the wafer and subsequent
cryo-etching with reactive ions. The manufacturing result of this procedure is shown
in fig. 6.23, an electron microscope image of a cryo-etched Si-PIN diode with a depth of
225 µm, hexagon side length of 100 µm, and a wall thickness of 10 µm. The efficiency of the
signal-to-background enhancement depends on the channel depth provided, which is still
under development in order to reach depths up to 400 µm, which is challenging in terms of
the precision of the walls along the channels. First proof-of-principle measurements with
etched Si-PIN diodes have been performed at the Münster Nanofabrication facility, and
research is ongoing with respect to the material and detection properties of such novel
detectors [143–145].

3D-printing of micro-scaled scintillators

Another approach to using micro-structured units as a novel detector with filtering of
electrons according to their transverse energy or polar angle are scintillators in combination
of photon detectors [146]. As of now, quadratic structures of plastic scintillators are under
development, and first non-scintillating plastic micro-structures have been fabricated.
Microscope images of the first 4 times 4 grid structures are shown in fig. 6.24. The plastic
structures are manufactured by collaborators of the Institute of Applied Physics (APH) at
KIT. They use a novel ultra-precise 3D printer from the company nanoscribe [147], which
is based on 2-photon polymerisation, which is also known as direct laser writing [148],
making it possible to produce structures with high precision on sub-micrometer scale.
Electrons of high transverse energy interact with the scintillator producing photons

which are confined by internal reflections and transported through thematerial. Depending
on their angle to the surface reflection or transmission occurs, according the Fresnel
equations [149]. This also includes loss of photons which is tolerable as many photons are
produced per incident electron, typically on the order of 10 γ/keV for commercial plastic
scintillators [150]. Decoupling of the photons out of the material is then primarily taking
place at the top and the bottom of the grid structure.

23 µm

250 µm 100 µm

Figure 6.24.:Microscope images of a 3D printed plastic micro-structure by 2-photon
polymerisation. The edge length of the quadratic channels is 250 µm with a
wall thickness of 25 µm.
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Figure 6.25.: Sketch of 3x3 structure grid of pixelised SPAD array. The blue line represents
the position of the plastic scintillator grid on top of the SPADs [142].

At the bottom, an complementary metal-oxide-semiconductor (CMOS) based single
photon avalanche diodes (SPAD) array is planned to be used to count the scintillation
photons [146, 151]. Such types of detectors are manufactured at the Fraunhofer Institute
for Microelectronic Circuits and Systems in research collaboration with the University of
Heidelberg. The individual SPADs have a size on the micrometer scale and will be operated
in Geiger-mode, which means that photon signals are binary. When a photon arrives at
the SPAD, the cell is triggered. With the help of gates and summation specialised readout
architectures, smart trigger by groups of pixel are possible. In fig. 6.25, the status of the
grid-based CMOS SPAD arrays is shown. Since the photons are dominantly leaving the
scintillators at the top and bottom, the SPAD cells can be arranged localised underneath
the micro-structure (blue line). A first prototype of such a CMOS SPAD array detector is
planned to be manufactured in 2022, with which dedicated studies regarding collection
and detection efficiency will be performed. The current design considerations are based
on Geant4 simulations, for which further details can be found in [142].

A first test facility with a CMOS based SPAD detector and commercial plastic scintillators
is in use at the Institute for Astroparticle Physics (IAP) at KIT Campus North to investigate
the properties of this detection system.
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background model

From the pTEF measurement campaign, a higher than expected initial kinetic energy
scale of the background electrons is observed. The initial kinetic electron energies were
expected to be well below 100meV by the Rydberg model [8, 9, 96]. The ionisation of
highly excited hydrogen Rydberg atoms via black-body-radiation (BBR) leads to a mean
energy of about 22meV (see fig. 4.18). Under the assumption of isotropic emission in the
sensitive main spectrometer volume the mean transverse energy is obtained to

𝐸t,Ryd = 𝐸𝑖,Ryd · sin2(\ i,iso) ≃ 14.5meV . (7.1)

A simulated initial energy distribution resulting from the ionisation of Rydberg atoms by
BBR is shown in fig. 7.1 together with the initial polar angle \𝑖 distribution with respect to
the magnetic field lines and the squared sinus of \𝑖 . The squared sinus distribution has a
mean value of 0.667, but a significant portion is above 0.9.
However, the transverse energy scale fit on the pTEF measurement data show best

compatibility with initial transverse energies in the range of 200meV to 420meV, depend-
ing on the trueness of the introduced reduction factor. Such transverse energy scales
correspond to initial kinetic electron energies in the range of 300meV to 630meV which
strongly disagree the expectation of the Rydberg background model. Since only the mean
transverse energy could be derived, a combination of mechanisms providing very low
and higher electron energies can be present, forming a broad energy distribution that
complements the Rydberg background electrons. The generation mechanisms of electrons

Figure 7.1.: Left: Initial kinetic energy 𝐸𝑖 of electrons released by ionisation of Rydberg
atoms by BBR. Center: Initial polar angle \𝑖 to the magnetic field distribution
for isotropic emission in the sensitive main spectrometer flux tube volume.
Right: Distribution of the squared sinus of the initial polar angle \𝑖 which
has a mean of 0.667.
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7. Developments on the Rydberg background model

within the main spectrometer with energies in the derived range are puzzling, so it is in
concordance with the various dependencies of the background rate, for example inner
electrode potential. A major contribution of residual radon that would generate secondary
eV-electrons is refuted. Furthermore, detailed simulations of the interaction of Rydberg
atoms with photons of the black-body-radiation by stimulated transition and ionisation
show a remarkably good agreement between measurement and simulation with respect to
the sensitive flux tube volumes, the radial background distribution on the FPD, the vessel
temperature and the inner electrode potential [9], which is why additional mechanisms
must resemble this.

The natural extension of the Rydberg model which deals with hydrogen Rydberg atoms
is the consideration of other atomic species. As known from the SRIM simulations all atoms
of the main spectrometer stainless steel composition are transferred into the volume by
sputtering. Oxygen is the most abundant sputtered species, which certainly depends on the
surface composition model. However, this underlines the observation of the background
rate reduction by baking the main spectrometer up to 200° [8, 9]. Here, a reduction
of only 40 % was achieved which can not be explained by the dependence on surface
adsorbed atoms such as hydrogen since these have been effectively released from the
surface. Rydberg states of atoms other than hydrogen can be easily taken into account.
If their excitation is high, the excited electron is bound to the remaining ionic core of
charge +1. The contributions of the other electrons which are close to the nucleus are
not seen due to the far distance, especially for states of high angular quantum number 𝑙 ,
this results in a circular orbit around the remaining ion which acts as a heavier proton
[135]. However, such Rydberg atoms are not able to provide higher electron energies
after ionisation. The ionisation by BBR photons delivers the small amount of energy
that is necessary to overcome the ionisation threshold which is independent of the atom
or threshold energy, generating low energy electrons in the known regime well below
100meV.

Nevertheless, the consideration of atoms other than hydrogen opens various properties
of the involved atoms as they provide more than one electron. In particular, oxygen is an
interesting candidate due to its electronic structure which is 1𝑠22𝑠22𝑝4, providing a ground
state triplet with the term symbol 3𝑃2,1,0. Term symbols are defined as

2𝑆+1𝐿𝐽 , (7.2)

with the total orbital angular momentum 𝐿 = |∑𝑚𝑙 |, the total spin 𝑆 = |∑𝑚𝑠 | and total
angular momentum 𝐽 for 𝐿𝑆-coupling. Only not completely filled subshells contribute to
the calculation of 𝐿 and 𝑆 , specifically the 2𝑝 subshell for oxygen since it contains four
electrons. The total orbital angular momentum is express by capitals for which holds
𝐿 = 1, 2, 3, 4, 5, ... = 𝑆, 𝑃, 𝐷, 𝐹,𝐺, ....

The electronic configuration of ground state oxygen 3𝑃2 and the first low lying excited
states are shown fig. 7.2. The three boxes for the 2𝑝 subshell represent the three orbitals
with𝑚𝑙 = (+1, 0,−1), leading to 𝐿 = 1 for the ground state configuration, which can be
filled with up to six electrons under consideration of the Pauli exclusion principle for the
spin orientations. The first excited states of oxygen, 1𝐷2 and 1𝑆0 with excitation energies
of 1.94 eV and 4.19 eV [152], respectively, are special as these states are metastable [153].
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Figure 7.2.: Electronic configuration of lowest states of atomic oxygen. Outer left:
Ground state configuration of 3𝑃2. Center: First and second lowest excited
states above the ground state triplet with term symbols 1𝐷2 and 1𝑆0. Outer
right: First Rydberg state with one electron excited to the 3𝑠 orbital to the
configuration 1𝑠22𝑠22𝑝3(4𝑆◦3/2)3𝑠 .

De-excitation is forbidden by direct electric dipole interaction but possible via electric
quadrupole or magnetic dipole transitions which are suppressed. The corresponding
lifetimes of these states are τ = 108.9 s (1𝐷2) and τ = 0.7 s (1𝑆0) [153, 154]. Further
excitation leads to the lowest Rydberg state 1𝑠22𝑠22𝑝3(4𝑆◦3/2)3𝑠 with a level energy of
9.15 eV [152]. All spins of the outer electrons are aligned so that the total spin amounts
to 𝑆 = 2 but 𝐿 = |∑𝑚𝑙 | = 0 as every orbital is filled once, which leads to the term
symbol 5𝑆2. Here, transitions to lower-lying states are also only possible via second-order
transitions by spin-orbit interactions with the 3𝑃 ground state, resulting in an enhanced
lifetime of τ ≈ 180 µs [155]. Frequently, the electronic configuration of the remaining
ion is mentioned, which is 4𝑆◦3/2 in the case of oxygen. However, there exist further
configurations of the remaining ion in 2𝐷 and 2𝑃 states which have higher ionisation
thresholds, 3.3 eV and 5.0 eV respectively, than the 4𝑆 state. This fact leads to another
feature of interest when considering oxygen. Since the ionisation thresholds of the 2𝐷
and 2𝑃 states are significantly larger than the threshold of the 4𝑆 state, autoionisation can
occur.

Autoionisation of atomic oxygen states is observed after dissociation of oxygenmolecules
with light [156, 157]. Fragment atoms are also produced in excited states of the remaining
ions of states 2𝐷 and 2𝑃 which can be labeled as double excited states with excitation of
the remaining ion core. Formation of these excited fragments leads to the dissociation and
double ionisation of the primary molecule according to

𝑂2 + ℎa → 𝑂∗ +𝑂∗ → 𝑂+ + e−︸  ︷︷  ︸
fast

+ 𝑂∗ → 𝑂+ + e− +𝑂+ + e−︸   ︷︷   ︸
slow

. (7.3)

Especially in [157], a fast and slow electron signal was observed that was associated
with core- (fast) and valence-excitations (slow). The lifetime of the valence-excitation is
assumed to be on the order of µs [159], which is emphasised by forbidden transitions in
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7. Developments on the Rydberg background model

Table 7.1.: Energies and assignments of atomic autoionising states [158]. Roman letters
refer to peak labels in fig. 7.3. Primes and double primes refer to the (2𝐷) and
(2𝑃 ) core, respectively. Reused with permission from [157] Copyright (2022)
by the American Physical Society.

Peak Electron kinetic energy (eV) Assignment
a 0.420 3𝑝′(1𝑃, 3𝐷)
b 0.495 3𝑝′(3𝐹 )
b’ 0.510 3𝑠′′(3𝑃)
c’ 0.754 3𝑠′′(1𝑃)
c 0.850 3𝑝′(1𝐷)
d 1.567 4𝑠′(3𝐷)
e 1.672 3𝑑′(3𝑃)
f 1.790 3𝑑′(1𝑃)
g 2.001 3𝑝′
h 2.464 4𝑑′, 4𝑓 ′
i 2.770 5𝑑′

Figure 7.3.: Autoionisation spectrummeasured in kinetic-energy range from 0 eV to 3.5 eV.
There exist double peaks due to Doppler splitting at observed lines. Peak
amplitudes are convoluted with a continuous background shape. Reprinted
figure with permission from [157] Copyright (2022) by the American Physical
Society.
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the scope of 𝐿𝑆-coupling [160]. The autoionisation electron spectrum, obtained by double
ionisation and dissociation of molecular oxygen by 539.4 eV photons is shown in fig. 7.3
with the highlighted peak energies in tab. 7.1.

Several transitions have been observed in the energy range from 0.42 eV up to 2.77 eV
which are superimposed with the shake-off continuum [157]. However, these autoionising
states and the corresponding electrons have also been observed by interactions with
photon energies of approximately 50 eV [156], revealing that the generation of electrons
by autoionisation above 1 eV depends on the initial photon energy.
The formation of autoionising states of oxygen can not be exclusively achieved by

photons, but also by scattering with other atoms, for example helium atoms [161], also
providing electrons of the energies, given in tab. 7.1, measured by Penning ionisation
electron spectroscopy. Penning ionisation describes the ionisation of reactants at scattering
interactions of atoms ormolecules𝑌𝑛 , whereby the initial excited atoms𝑋 ∗ that are involved
transfer their excitation energy according to

𝑋 ∗ + 𝑌𝑛 →
{
𝑋 + 𝑌 +

𝑛 + e−

𝑋 + 𝑌 ∗
𝑛

(7.4)

to either ionise or excite the atoms 𝑌 (𝑛 = 1) or molecules (𝑛 > 1) [130]. This process of
energy transfer is important in the model extension on how the excited states are formed
inside the KATRIN main spectrometer. Formerly, resonant neutralisation of hydrogen
atoms close the the metallic surface was considered [9, 112] but during sputtering processes,
many atoms on the timescale of one decay are released. An example lateral position
distribution is shown in fig. 7.4b with a cluster size of 43 atoms and a mean inter-atomic
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Figure 7.4.: Inter-atomic distance sputtering of atoms from the main spectrometer surface.
(a): Distribution of the distance between sputtered atoms on the surface
derived from the SRIM simulations (sec. 4.5.3). The distance is collected from
each atom to every other atom from the α-decays with at least two sputtered
atoms (N>1). (b): Example of lateral positions distribution of sputtered atoms
on the surface. Here, 43 atoms were sputtered with a mean distance to each
other of 37Å. The size of an excited hydrogen atom to 𝑛 = 8 is highlighted as
a green dashed line, according eq. 4.7.

107



7. Developments on the Rydberg background model

distance of 37Å, whereas clusters of up to 200 atoms are possible (fig. 4.16). Additionally,
the geometric size of a hydrogen Rydberg state is shown with a principle quantum number
𝑛 = 8 that provides a orbital radius of 33.9 Å. The atoms are distributed on a surface
of approximately 63 nm2 with the closest proximity in the range of few angstrom. The
inter-atomic distance of the generation positions of all simulated sputtered atoms of the
210Po-decay is shown in fig. 7.4a, whereat most of the atoms have distances below 200Å
to each other with a maximum at approximately 10Å.
The orbital radius of excited atoms largely exceeds the inter-atomic distances, as it

scales with 𝑛2, overlapping electron clouds of atoms are therefore highly probable which
result in various scattering interactions within the atomised particles that leave the main
spectrometer surface in sputtering processes. Under these considerations and the presence
of excited atoms, numerous interactions such as autoionisation, Penning ionisations and
excitations, and electron-atom interactions close to the spectrometer surface take place.
This leads to several electron generations near the surface, but also to various excited states
leaving the surface into the main spectrometer volume. The existence of clustered electron
events from the inner main spectrometer surface with cluster sizes up to 50 electrons on a
timescale of 𝛿𝑡 < 200 µs have been observed in measurements [8]. What was surprising
here was the extent of the mapped area to the detector from which the electrons were
measured. It was on the order of 0.25m2, which can only be explained by short-lived states
propagating into the volume and releasing the electrons at a greater distance from the
inner spectrometer surface.
However, electron generation at or in the proximity of the inner main spectrometer

surface is not of relevance in standard operation at KATRIN. Autoionising states, even with
enhanced lifetime, decay on timescales shorter than necessary to provide the measured
electron rate in the center of the main spectrometer volume. Certainly, excited states of
the high energy part of the sputtered atoms with velocities above 100 km s−1 (see fig. A.4)
could potentially reach the inner regions of the flux tube, but their appearance probability
is only 7 % which makes this scenario worth mentioning, but rather unlikely.

As a result, further mechanism than fast autoionising states have to be considered. Both
neutral double Rydberg states and excited anions which exceed the ionisation threshold
have to be discussed. In contrary to the fast autoionising states where the remaining ionic
core is excited, double Rydberg states deal with two valence electrons excited to higher
lying states with 𝑛 > 3, which are also called planetary atoms [162]. Such states can be
described by the Hamiltonian of a two-electron atom (or ion) by

𝐻 =
𝑝2

1 + 𝑝2
2

2 − 𝑍

𝑟1
− 𝑍

𝑟2
+ 1
𝑟12

+𝑉𝑛𝑐 (𝑟1) +𝑉𝑛𝑐 (𝑟2) (7.5)

in atomic units with the potentials 𝑉𝑛𝑐 that account for non-Coulombic perturbations
[163] and the positions of the electrons 𝑟1 and 𝑟2, as well as their distance to each other
𝑟12. Neglecting the potentials 𝑉𝑛𝑐 , the non-relativistic Hamiltonian of an helium atom is
obtained for 𝑍 = 2 [131, 135, 164], which can be used for the description of these states.
Of particular interest are states with 𝑟1 > 𝑟2 which is given when both excited electrons
are in a state of high angular quantum number 𝑙 , or 𝑛2 << 𝑛1. The orbital radius increases
with 𝑛2, as expressed in eq. 4.7, while the orbital motion becomes circular around the
remaining ionic core for increasing angular quantum number 𝑙 . Their autoionisation rate
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highly depends on the combined excitation states of the outer electrons, which can be
thought as the overlap of electron clouds. Both electrons orbit around the remaining ion
in areas of certain residence probability. In the case of a planetary atom, both electrons
are highly excited 𝑛𝑖 >> 1, through which their radiative lifetime is large, as it scales
with 𝑛3. Additionally, high angular quantum numbers 𝑙𝑖 are assumed, so their orbits are
circular and no overlap of their radial residence probability is present, which minimises
the interaction between the electrons 𝑉 (𝑟12) . The square of the overlap integral can be
expressed as

⟨a𝑙 |a′𝑙⟩2
=

4aa′sin2(𝜋 (a′ − a))
𝜋2(a′2 − a2)2 (7.6)

with the quantum defect adjusted quantum number a = 𝑛 − 𝛿 in a quantum defect theory
[131]. It is obvious that the overlap integral varies periodically by the squared sine function
which is maximal for similar a𝑖 so does the transition (autoionisation) rate. The transition
of autoionising double excited states strongly depends on the inner excited electron with
quantum number 𝑛2 since the number of decay channels into the continuum increases
proportional to 𝑛2.
In some cases, however, the states of the outer electrons lead to destructive interfer-

ence due to the spin-orbit interaction between highly excited Rydberg electrons and the
residual ionic core. This had been observed in barium [165] and helium [164] atoms, and
was theoretically described by semi-classical celestial mechanics by Percival [162]. This
destructive interference causes the transition rate Γ to almost disappear, and therefore to
outmost enhanced lifetimes of the double excited states up to the order of seconds [162,
164] or stable configurations [166].

The electron energy range in these autoionisation process of doubly excited Rydberg
atoms is similar to the one discussed for oxygen. Kinetic energies over the range of
few meV to eV are possible which occur as peaks, depending on the electronic structure
of the double excited atom [167]. In the same manner, the existence of excited anions
can be suggested to be able to ionise by interactions with BBR photons, such as photo-
detachment processes observed for H− anions [168] which also deliver electron energies
from several hundred meV to eV. In particular, the existence of hydrogen anions at the
KATRIN experiment is experimentally proven since negative ions produce an explicit peak
in the energy spectrum on the FPD well below the electron peak due ions loosing more
energy in the dead layer of the silicon wafer. The formation of H− anions has showed an
inner electrode potential offset dependence [8, 169].
Conclusively, the current Rydberg background model [9, 96], which deals with the

sputtering of hydrogen atoms in highly excited states so that ionisation by black-body-
radiation photons of meV energy is possible, has to be extended as observation with a
passive transverse energy filter showed that the energy spectrum strongly differs from
the Rydberg background model prediction of less meV electron starting kinetic energies.
Possible generation mechanisms of background electrons over the range of several hundred
meV up to eV are discussed which are feasible explanation of the observation for which
atomic species other than hydrogen had to be considered. Of relevance are metastable
double excited Rydberg states with excitation energies above the ionisation threshold
of the corresponding ion. Due to destructive interference of interaction channels of the
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7. Developments on the Rydberg background model

Figure 7.5.: Final polar angle distribution of Rydberg background, tritium beta electrons
and electrons from autoionisation of oxygen for the 5G symmetric magnetic
field setting at 18.6 keV retarding potential. Electron energies and relative
occurrence according to [156] fig. 2 with the labels A1-A7 and A10.

participating electrons and the remaining ionic core, enhanced lifetimes of these states, up
to several seconds, are possible which are able to explain the observed radial background
distribution in the KATRIN main spectrometer. Furthermore, autoionising states of short
lifetime are presumed to be primarily observed in the outer range of the magnetic flux tube
in proximity to the inner main spectrometer vessel surface. However, the velocity of the
sputtered atoms can also be excessively high above 100 km s−1, through which electrons
of short-lived autoionising states are generated in center-regions. In these processes, the
kinetic energy of the resulting electrons are on the order of several hundred meV up to
eV, comparable to the autoionisation spectrum of oxygen, as shown in fig. 7.3. These
energies lead to enlarged final polar angles at the FPD, thus a reduced background fraction
behind the passive transverse energy filter. The final polar angle distribution of electrons,
resulting from autoionisation of oxygen is shown in fig. 7.5 according the kinetic energies
and relative occurrence from [156]. The distribution of the initial kinetic energy has a
mean of 𝐸𝑖 = 0.76 eV.

The novel KATRIN background model contains the former Rydberg background model,
as it was very successfully describing the radial background rate and other dependencies
in simulations [9], but is extended by further electron generation mechanisms. These
result in higher kinetic energy in accordance with the pTEF measurement results under
comprehension of Radon-induced background, which would lead to trapped electrons
not observed in such quantities. The observed higher mean transverse energy can be
explained by the combination of classical Rydberg background electrons and electrons
from autoionisation processes of doubly excited multi-electron atoms such as oxygen.
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The KATRIN experiment is a very suitable device to investigate the absolute effective
electron neutrino mass by ultra-precise spectroscopy of beta electrons from tritium decays.
It provides the best upper limit on the neutrino mass with𝑚a < 0.8 eV/c2 (90 % C.L.) and
aims to reach a final sensitivity of 0.2 eV/c2 [4]. This limit was reached with the data from
the first neutrino mass measurement campaigns KNM1 and KNM2, which corresponds
to about 50 measurement days, at reduced source luminosity. The goal is a complete
measurement period of 1000 days. Of major importance to fulfill the design neutrino mass
sensitivity is the reduction of systematic error contributions. Systematics that arise from
background processes dominantly influence the sensitivity on the squared neutrino mass
with up to 0.29 eV2 within one campaign which is unacceptable.
An elevated background level of about 150mcps, 15 times higher than anticipated limits
the statistical sensitivity. In addition, three different contributions by background events
were encountered: a retarding potential variation on the background rate, the non-Poisson
overdispersion of the measured background electrons within one scan-step, and the scan-
step-duration-dependent background, originating from the inter-spectrometer Penning
trap. Within the scope of the measurement campaigns KNM2 to KNM5 each of these could
be efficiently reduced to a combined level of 0.01 eV2 error contribution on the squared
neutrino mass. The background level, as well as the contribution by residual radon
which leads to a non-Poisson broadening of the measured background rate, was reduced or
completely removed by changing theMAC-E filter electromagnetic field configuration from
NAP (nominal analysing plane) to SAP (shifted analysing plane). Herewith, the maximum
potential and the minimum magnetic field are shifted towards the detector through which
the sensitive flux tube volume decreases, providing a reduced background rate by a factor
of two with no non-Poisson overdispersion but maintaining the transmission conditions
of the MAC-E filter. In addition to the eliminated non-Poisson broadening, the scan-step-
duration-dependent background source, which was detected during KNM4 and formed
in the inter-spectrometer Penning trap, could also be eliminated by grounding the pre-
spectrometer. The influence of the high electron flux as a background source, which then
enters the main spectrometer and possibly ionises residual gas, is not a concern in the SAP
configuration because the sensitive flux tube is further away from the entrance of the main
spectrometer. Lastly, the increasing background rate with increasing retarding potential
remains the only background-related systematic contribution. This was improved by
dedicated background slope measurements in the SAP configuration to 0.01 eV2. This
contribution can be further improved by additional background measurement time.
In order to be able to improve the background level by appropriate countermeasures,
knowledge of the mechanism of electron generation is essential. The current Rydberg
background model [9], which describes this generation mechanism by the ionisation of
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highly excited hydrogen Rydberg atoms by black-body-radiation (BBR) nicely validates
the measured data with respect to the radial, temperature, and inner electrode potential
dependency. Thereby, the highly excited atoms are generated by sputtering processes
from the inner spectrometer surface due to 1 kBq of radioactive decays of 210Pb which
accumulated during the construction of the inner electrode system by decays of natural
occurring 222Rn.

Former dedicated background measurements [77, 96] indicate that the background elec-
trons are generated with higher initial kinetic energy than expected from the ionisation of
Rydberg atoms by BBR. The derived energy scale is on the order of several hundred meV,
whereas the expectation is at 22meV. To further investigate the background from the main
spectrometer volume with respect to the initial kinetic energy of the electrons, a novel
device was introduced into the KATRIN beamline. The passive transverse energy filter
(pTEF) is a gold plate equipped with micro-scale hexagonal channels and acts as a geomet-
rical boundary to electrons in the high magnetic field in front of the detector. Electrons
with high initial kinetic energy possess larger transverse energies which then impact on
the filter and are not detected with the focal-plane detector (FPD), whereas electrons with
small transverse energy (small initial kinetic energy) are transmitted and detected. With
the use of the pTEF in front of the FPD, the Rydberg background model can be probed since
meV-electrons should be transmitted efficiently with the geometry used. The only model
assumptions are the adiabatic motion of the electrons, thus, conservation of the magnetic
moment of the cyclotron motion ` and the background density profile in the sensitive flux
tube volume. This can be approximated by the distance to the inner main spectrometer
surface from which the atoms originate at the sputtering process. The authenticity of the
former measurements was limited by special electromagnetic field calculations and models
describing the measured data. This problem was solved by measurements with the pTEF.

The observation of higher than anticipated initial kinetic electron energies of the back-
ground electrons was confirmed with the pTEF measurement data. By successively chang-
ing parameters that influence the final polar angle distribution and thus the transmission
probability through the filter, such as the magnetic field and the electric potential, the
mean transverse energy scale was derived. Since the background rate reduction behind the
pTEF is measured, only the mean value of the initial energy distribution is accessible which
is determined to be in the range from 300meV to 630meV, depending on the consideration
of unidentified systematics. This result contradicts the initial electron energy scale of
the current Rydberg background model by at least a factor of 13, so extensions to the
background generation mechanism were made which describe all detected characteristics.
Firstly, atoms other than hydrogen are considered, which is a rather obvious extension
since hydrogen accounts for only a part of the sputtered atoms gathered with SRIM sim-
ulations. This opens up the possibility of double excitations of atoms and autoionising
states whose resulting background electrons are not dependent on the low energy of
the BBR photons and therefore are able to provide higher initial kinetic energy in the
required range. During sputtering from the inner main spectrometer surface many atoms
are released at single α-decays of 210Po, which in particular lead to many interactions
such as excitation and Penning ionisation processes in the proximity of the surface. This
explains the large electron cluster sizes observed in measurements [8].

112



Presumably oxygen plays a key role in the consideration of double excited autoionising
states as metastable states of enhanced lifetime exists due to electronic core excitations
which are forbidden to de-excite by electric dipole transitions. Electrons, following au-
toionisation of oxygen have been observed in experiments [156–158] in the range from
420meV to energies above 2 eV which certainly can explain the pTEF observation, depend-
ing on their relative appearance. However, autoionisation is a fast process and would not
entirely match the observed radial background distribution, especially in the center of the
magnetic flux tube for which lifetimes on the order of µs are necessary which would only
account for the high energy part of the sputtered atoms with velocities above 100 km s−1.
Apart from this, double excitation can also produce long-lived states called double Rydberg
states or planetary atoms [162]. These are characterised by two valence electrons in
excited states far apart from each other. This is possible through excitations to states
with an additionally high angular quantum number 𝑙 ≲ 𝑛, where the radial probability is
located at the associated Larmor radius and the orbit around the remaining ion core is
circular. If the principal quantum numbers 𝑛1 and 𝑛2 are high and different, no overlap of
their corresponding electron cloud (radial probability) exists which results in significantly
enhanced lifetimes up to seconds since the interactions of the electrons with each other
or the remaining ionic core are diminished. The presence of such states in combination
with the Rydberg background model and fast autoionising states is capable of explaining
the observed radial background distribution in the KATRIN experiment and, at the same
time provides higher electron energies after ionisation in accordance with the transverse
energy scale derived at the pTEF measurements.
In the near future further measurements with passive transverse energy filters are planned,
during the upcoming campaign in winter 2022 a new pTEF with two different hexagonal
channel geometries will be used. With smaller channel dimensions, the total share of
the classical Rydberg background in the total background rate can be extracted, while
additionally larger channels are used as a cross reference to this observation with respect to
unidentified systematic contributions. Furthermore, the measurements will provide more
information since investigation with beta electrons from the tritium source whose final
polar angle distribution is well known, will be performed. In parallel to the investigations
on the background with passive transverse energy filters, research activities on active
transverse energy filters will continue. It is planned to perform light yield investigations on
self-made plastic scintillators in combinationwith single-photon-avalanche-diodes (SPADs)
which could be used as a novel detection system at KATRIN, reducing the background
rate by their geometry and advanced signal triggers.
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Appendix

NAP configuration table

Table A.1.: Ring-wise parameters of NAP configuration at 𝑈HV = −18600𝑉 . The used
values for the field calculations with Kassiopeia are given in 8. Given is the
downstream volume 𝑉ds, the maximal radius 𝑟ana, the minimum magnetic
field 𝐵ana, and the minimum potential 𝑈ana at the analysing plane, as well
as the longitudinal position 𝑧 in KATRIN global coordinates of the AP. The
Z-position is given in mm with a precision of 0.5mm.

Ring no. Pixels 𝑉ds (m3) 𝑟ana (m) 𝐵ana (G) 𝑈ana (V) z (mm)
0 0-3 4.52 0.45 6.50 -18599.8 2.6
1 4-15 13.64 0.89 6.50 -18599.8 2.9
2 16-27 13.78 1.18 6.50 -18599.8 2.1
3 28-39 13.89 1.41 6.49 -18599.8 2.6
4 40-51 14.05 1.61 6.49 -18599.8 2.6
5 52-63 14.15 1.79 6.49 -18599.8 3.0
6 64-75 14.32 1.95 6.48 -18599.8 3.8
7 76-87 14.46 2.1 6.48 -18599.8 3.1
8 88-99 14.61 2.24 6.48 -18599.8 2.9
9 100-111 14.74 2.37 6.48 -18599.9 3.1
10 112-123 14.88 2.49 6.48 -18599.9 3.9
11 124-135 15.10 2.61 6.47 -18599.9 3.2
12 136-147 15.16 2.72 6.47 -18599.9 3.1
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Appendix

Code snippets of the NAP configuration simulations

This code snippets declare the used values for the determination of the electromagnetic
fields simulated with Kassiopeia [75]. The values for the superconducting magnets are:

1 <external_define name="rs_solenoid1_current" value="{0.0}"/>

2 <external_define name="rs_solenoid2_current" value="{0.0}"/>

3 <external_define name="rs_solenoid3_current" value="{0.0}"/>

4 <external_define name="rs_solenoid_booster_current" value="{0.0}"/>

5 <external_define name="rs_EGun_solenoid_current" value="{0.0}"/>

6 <external_define name="rs_magnetic_dipole1_current" value="{0.0}" />

7 <external_define name="rs_magnetic_dipole2_current" value="{0.0}" />

8 <external_define name="rscm_current" value="{57.0}"/>

9 <external_define name="wgts_current_M1M4M5" value="{216.9}"/>

10 <external_define name="dps1r_dipole_x_current" value="{0.0}" />

11 <external_define name="dps1r_dipole_y_current" value="{0.0}" />

12 <external_define name="wgts_current_M2M3" value="{216.2}"/>

13 <external_define name="wgts_current_M6M7" value="{146.2}"/>

14 <external_define name="dps1f_dipole_x_current" value="{0.0}" />

15 <external_define name="dps1f_dipole_y_current" value="{0.0}" />

16 <external_define name="dps_coil_1_current" value="{56.8}"/>

17 <external_define name="dps_coil_2_current" value="{56.7}"/>

18 <external_define name="dps_coil_3_current" value="{56.7}"/>

19 <external_define name="dps_coil_4_current" value="{56.7}"/>

20 <external_define name="dps_coil_5_current" value="{56.9}"/>

21 <external_define name="cps_coil_current" value="{140.0}"/>

22 <external_define name="ps_1_current" value="{109.5}"/>

23 <external_define name="ps_2_current" value="{108.8}"/>

24 <external_define name="pinch_magnet_current" value="{60.9}"/>

25 <external_define name="detector_magnet_current" value="{39.3}"/>

The values for the eLFCS coils are:

1 <external_define name="emcs_use_realistic_model" value="0"/>

2 <external_define name="elfcs_1_current" value="50.8"/>

3 <external_define name="elfcs_2_current" value="0.0"/>

4 <external_define name="elfcs_3_current" value="44.6"/>

5 <external_define name="elfcs_4_current" value="{79.5*(8.0/14.0)}"/>

6 <external_define name="elfcs_5_current" value="{43.0*(8.0/14.0)}"/>

7 <external_define name="elfcs_6_current" value="{64.8*(8.0/14.0)}"/>
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8 <external_define name="elfcs_7_current" value="{25.7*(8.0/14.0)}"/>

9 <external_define name="elfcs_8_current" value="52.8"/>

10 <external_define name="elfcs_9_current" value="34.9"/>

11 <external_define name="elfcs_10_current" value="38.7"/>

12 <external_define name="elfcs_11_current" value="9.2"/>

13 <external_define name="elfcs_12_current" value="35.9"/>

14 <external_define name="elfcs_13_current" value="92.7"/>

15 <external_define name="elfcs_14_current" value="13.2"/>

16 <external_define name="elfcs_15_current" value="0.0"/>

17 <external_define name="elfcs_16_current" value="0.0"/>

18 <external_define name="elfcs_17_current" value="0.0"/>

19 <external_define name="elfcs_18_current" value="0.0"/>

20 <external_define name="elfcs_19_current" value="0.0"/>

21 <external_define name="elfcs_20_current" value="0.0"/>

The parameters of the high voltage configuration are:

1 <external_define name="ground_potential" value="0."/>

2 <external_define name="hull_potential" value="-18400"/>

3 <external_define name="ie_common_potential" value="-200.0"/>

4 <external_define name="ap_offset_potential" value="0."/>

5 <external_define name="steep_cone_additional_offset" value="0."/>

6 <external_define name="fpd_pae_voltage" value="0."/>

7 <external_define name="upstream_full_metal_cone_offset" value="40."/>

8 <external_define name="upstream_steep_cone_offset" value="40."/>

9 <external_define name="upstream_small_flat_cone_offset" value="0."/>

10 <external_define name="upstream_middle_flat_cone_offset" value="0."/>

11 <external_define name="upstream_large_flat_cone_offset" value="0."/>

12 <external_define name="central_cylinder_offset" value="0."/>

13 <external_define name="downstream_large_flat_cone_offset" value="0."/>

14 <external_define name="downstream_middle_flat_cone_offset" value="0."/>

15 <external_define name="downstream_small_flat_cone_offset" value="0."/>

16 <external_define name="downstream_steep_cone_offset" value="40."/>

17 <external_define name="downstream_full_metal_cone_offset" value="40."/>
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Appendix

SAP configuration table

Table A.2.: Ring-wise parameters of SAP configuration at 𝑈HV = −18600𝑉 . The used
values for the field calculations with Kassiopeia are given in 8. Given is the
downstream volume 𝑉ds, the maximal radius 𝑟ana, the minimum magnetic
field 𝐵ana, and the minimum potential 𝑈ana at the analysing plane, as well as
the longitudinal position 𝑧 in KATRIN global coordinates of the AP. Further,
the energy resolution Δ𝐸 is given for 𝐵max = 4.2 T, 𝐸 = 𝐸0 = 18575eV, and
𝐵min = 𝐵ana, according eq. 3.2.

Ring no. Pixels 𝑉ds (m3) 𝑟ana (m) 𝐵ana (G) 𝑈ana (V) z (m) Δ𝐸 (eV)
0 0-3 1.69 0.38 6.41 -18593.5 5.21 2.84
1 4-15 5.03 0.76 6.34 -18593.7 5.29 2.81
2 16-27 4.99 1.01 6.23 -18593.9 5.41 2.77
3 28-39 4.94 1.20 6.11 -18594.2 5.53 2.71
4 40-51 4.90 1.37 5.99 -18594.4 5.66 2.66
5 52-63 4.87 1.52 5.86 -18594.7 5.78 2.60
6 64-75 4.84 1.66 5.72 -18594.9 5.90 2.54
7 76-87 4.83 1.78 5.57 -18595.2 6.01 2.47
8 88-99 4.83 1.90 5.41 -18595.6 6.13 2.39
9 100-111 4.82 2.01 5.22 -18595.9 6.24 2.31
10 112-123 4.84 2.11 5.02 -18596.3 6.36 2.22
11 124-135 4.87 2.21 4.80 -18596.7 6.47 2.12
12 136-147 4.92 2.31 4.56 -18597.1 6.59 2.01

138



Code snippets of the SAP configuration simulations

This code snippets declare the used values for the determination of the electromagnetic
fields simulated with Kassiopeia [75].

The values for the superconducting magnets are:

1 <external_define name="rs_solenoid1_current" value="{0.0}"/>

2 <external_define name="rs_solenoid2_current" value="{0.0}"/>

3 <external_define name="rs_solenoid3_current" value="{0.0}"/>

4 <external_define name="rs_solenoid_booster_current" value="{0.0}"/>

5 <external_define name="rs_EGun_solenoid_current" value="{0.0}"/>

6 <external_define name="rs_magnetic_dipole1_current" value="{0.0}" />

7 <external_define name="rs_magnetic_dipole2_current" value="{0.0}" />

8 <external_define name="rscm_current" value="{57.0}"/>

9 <external_define name="wgts_current_M1M4M5" value="{216.9}"/>

10 <external_define name="dps1r_dipole_x_current" value="{0.0}" />

11 <external_define name="dps1r_dipole_y_current" value="{0.0}" />

12 <external_define name="wgts_current_M2M3" value="{216.2}"/>

13 <external_define name="wgts_current_M6M7" value="{146.2}"/>

14 <external_define name="dps1f_dipole_x_current" value="{0.0}" />

15 <external_define name="dps1f_dipole_y_current" value="{0.0}" />

16 <external_define name="dps_coil_1_current" value="{56.8}"/>

17 <external_define name="dps_coil_2_current" value="{56.7}"/>

18 <external_define name="dps_coil_3_current" value="{56.7}"/>

19 <external_define name="dps_coil_4_current" value="{56.7}"/>

20 <external_define name="dps_coil_5_current" value="{56.9}"/>

21 <external_define name="cps_coil_current" value="{140.0}"/>

22 <external_define name="ps_1_current" value="{109.5}"/>

23 <external_define name="ps_2_current" value="{108.8}"/>

24 <external_define name="pinch_magnet_current" value="{60.9}"/>

25 <external_define name="detector_magnet_current" value="{39.3}"/>

The values for the eLFCS coils are:

1 <external_define name="emcs_use_realistic_model" value="0"/>

2 <external_define name="elfcs_1_current" value="120"/>

3 <external_define name="elfcs_2_current" value="-4"/>

4 <external_define name="elfcs_3_current" value="116"/>

5 <external_define name="elfcs_4_current" value="70"/>

6 <external_define name="elfcs_5_current" value="70"/>
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7 <external_define name="elfcs_6_current" value="70"/>

8 <external_define name="elfcs_7_current" value="70"/>

9 <external_define name="elfcs_8_current" value="110"/>

10 <external_define name="elfcs_9_current" value="110"/>

11 <external_define name="elfcs_10_current" value="110"/>

12 <external_define name="elfcs_11_current" value="-60"/>

13 <external_define name="elfcs_12_current" value="-28"/>

14 <external_define name="elfcs_13_current" value="58"/>

15 <external_define name="elfcs_14_current" value="5"/>

16 <external_define name="elfcs_15_current" value="120"/>

17 <external_define name="elfcs_16_current" value="120"/>

18 <external_define name="elfcs_17_current" value="-120"/>

19 <external_define name="elfcs_18_current" value="-119"/>

20 <external_define name="elfcs_19_current" value="-120"/>

21 <external_define name="elfcs_20_current" value="-120"/>

The parameters of the high voltage configuration are:

1 <external_define name="hull_potential" value="-18395.0"/>

2 <external_define name="ie_common_potential" value="-205.0"/>

3 <external_define name="ap_offset_potential" value="0."/>

4 <external_define name="steep_cone_additional_offset" value="0."/>

5 <external_define name="fpd_pae_voltage" value="0."/>

6 <external_define name="upstream_full_metal_cone_offset" value="125"/>

7 <external_define name="upstream_steep_cone_offset" value="125"/>

8 <external_define name="upstream_small_flat_cone_offset" value="25."/>

9 <external_define name="upstream_middle_flat_cone_offset" value="25."/>

10 <external_define name="upstream_large_flat_cone_offset" value="25."/>

11 <external_define name="central_cylinder_offset" value="10."/>

12 <external_define name="downstream_large_flat_cone_offset" value="2."/>

13 <external_define name="downstream_middle_flat_cone_offset" value="0."/>

14 <external_define name="downstream_small_flat_cone_offset" value="2."/>

15 <external_define name="downstream_steep_cone_offset" value="45."/>

16 <external_define name="downstream_full_metal_cone_offset" value="105."/>
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Background dependencies

Radial profile

(a) Volume normalised radial background rate.

(b) Flux tube volumes and background density.

Figure A.1.: (a): Radial background distribution for different symmetric magnetic field
settings with varying volume and flux tube radii [8]. (b): Left: Magnetic
flux tubes for different magnetic field strengths and their enclosing volumes.
Right: Sensitive flux tube volumeswith the radial background densitymapped
on the detector [9].
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Appendix

210Pb decay
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Figure A.2.: Energy spectrum of electrons, released at 210Pb decays with linear scale. 106

decays have been simulated which result in a total of 1867360 electrons.

Table A.3.: 210Pb decay transitions and their probability [91]. If β(17 keV) occurs, the γ
transition probability is 100 %. The total appearance probability of an L-shell
conversion electron is 𝑃ecL = 0.58 · 0.802 · 100 % = 46.5 %.

Energy (keV) Probability (%)
β 17.0 80.2
β 63.5 19.8
γ 46.54 80.2

ecL 30.152 58.0
ecM 42.540 13.7
ecN 45.601 3.5

eAuger <10.7 36.0
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238U decay chain with daughters 222Rn and 210Pb

Figure A.3.: Decay chain of 238U with its daughter atoms 222Rn and 210Pb, final decay to
stable 206Pb [170].
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Decay chain and recoil atom energies of 222Rn

Table A.4.: Decay chain of 222Rn with the corresponding α and β− decay modes, see fig.
A.3. The decay energy 𝑄 is given in MeV from [91] and the energy of the
recoil atom 𝐸recoil is calculated according eq. 4.3, given in keV. The half-life of
the radioactive reactants is given in years (y), days (d), minutes (m), or seconds
(s), correspondingly from [91].

Reactant Product Mode 𝑄 (MeV) 𝐸recoil (keV) 𝑇1/2

222Rn 218Po α 5.5903 100.726 3.2332(8) d
218Po 214Pb α 6.1147 112.196 3.071(22)m
214Pb 214Bi β− 1.019 2.61×10−3 26.916(44)m
214Bi 214Po β− 3.270 8.38×10−3 19.8(1)m
214Po 210Pb α 7.8335 146.420 162.30(12) µs
210Pb 210Bi β− 0.0635 1.7×10−4 22.23(12) y
210Bi 210Po β− 1.1612 3.03×10−3 5.011(5) d
210Po 206Pb α 5.4075 102.9991 138.3763(17) d

Main spectrometer stainless steel composition

Table A.5.: Chemical composition of the KATRIN main spectrometer stainless steel 1.4429,
values are given in % (neglecting the traces of P, S and Si) [101, 171].

C Mn N Cr Mo Ni Fe
≤ 0.03 ≤ 2 0.17 ± 0.05 17.5 ± 1.0 2.75 ± 0.25 12.5 ± 1.5 balance
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SRIM simulations
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Figure A.4.: Velocity-dependent sputtering yield of the relevant 210Po decay with the
additional sputtering on the opposite side by transmitted recoils.
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Figure A.5.: Angular-dependent sputtering yield of the relevant 210Po decay with the
additional sputtering on the opposite side by transmitted recoils. The polar
angles to the surface normal follow a cosine distribution [9].
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Table A.6.:Measurement configuration and region of interest ROIs applied at the mea-
surement campaigns KNM2-KNM5.

KNM2 14 - 32 keV NAP (6.3 G)
KNM3-A 22 - 34 keV SAP
KNM3-B 22 - 34 keV NAP (6.3 G)
KNM4 all 22 - 34 keV SAP
KNM5 22 - 34 keV SAP

KNM ROIs and pixel-cuts

Applied pixel-cuts at the KNMmeasurements, the named pixels with its numbering ranging
from 0 to 147 have been excluded from the analysis:

• KNM2: 97, 98, 110, 111, 121, 122 (large noise), 100 (shadowed by FBM), 112, 113, 123,
124, 125, 126, 127, 128, 129, 130, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144,
145, 146, 147 (alignment)

• KNM3-KNM5: 100 (FBM), 99, 112, 113, 123, 124, 125, 126, 127, 128, 129, 130, 135, 136,
137, 138, 139, 140, 141, 142, 145, 146, 147 (alignment)
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Non-Poisson fraction Σnp

Figure A.6.: Poisson and Gauss distributions for different mean values `𝑖 = 5, 15, 30, 60
and the standard deviations 𝜎𝑖 =

√
`𝑖 for the Gauss distributions. For high

enough ` the Poisson equals the Gauss distribution.

Figure A.7.: Observable non-Poisson fractions as a function of the measurement time.
For given measurement times ranging from 10 h to 300 h, the observable
non-Poisson fraction was extracted by 50k trials at each measurement time
by the mean and standard deviation of the resulting distribution of fractions.
The uncertainty on Σnp follows a 𝑥−1/2 distribution. At 60h, 𝜎Σ = 2.9 % which
means that in 68.2 % of all observations an absolute fraction smaller than
2.9 % (positive or negative) is measured, or larger for 31.8 %, although the
real value is zero.
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Radon-induced electron inter-arrival times
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Figure A.8.: Inter-arrival time spectrum of background electrons, induced by Radon de-
cays on the FPD. The pressure at this simulation was set to 𝑝 = 4×10−11mbar,
but only 1500 decays have been simulated, as such simulations are time-
consuming. An exponential fit is made which shows that the arrival times
are also nearly Poisson distributed but in reality arrivals of secondary elec-
trons of different primary electrons as source arrive at the detector since the
inter-arrival times are up to several thousands of seconds.
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Radon-induced electron cluster sizes for NAP and SAP
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(b) SAP.

Figure A.9.: Cluster sizes of Radon-induced electrons for NAP and SAP configuration. The
cluster size is the amount of electrons, arriving at the detector for one radon
decay, which releases several electrons per decay, which further produce
secondary electrons by residual gas ionisation. (a): Simulation result for the
NAP configuration, cluster sizes up to 260 electrons are observed with a mean
of 6.8 electrons of this distribution. (b): Result for the SAP configuration,
cluster sizes up to 90 are observed with a mean of 2.3 electrons.
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Closest distance to MS Wall - SAP

Figure A.10.: Ring-wise closest distance to MS wall for SAP configuration
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Radial background distribution KNM3|B and KNM5

(a) KNM3|B.

(b) KNM5.

Figure A.11.: Radial background distribution on the FPD, obtained during KNM3|B (NAP)
and KNM5 (SAP). No pixel cut was applied as the background is not that
affected compared to the beta electrons with respect to the global mis-
alignment. The rate is normalised to the volume mapped on the individual
detector rings as a function of the flux tube radius in the corresponding
analysing plane.
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Final polar angle electron simulation

Figure A.12.: Probability densities along the beamline axis 𝑧 for the individual FPD rings
for the 5.0 G configuration. All probabilities are normalised to a maximum
value of 1. It is distributed most homogeneous for inner FPD pixels (green
line) and the effect of the closer distance to the wall is more pronounced
for outer detector rings (light brown line).

Figure A.13.: Probability densities along the beamline axis 𝑧 for the individual FPD rings
of the SAP configuration. All probabilities are normalised to a maximum
value of 1. It is distributed most homogeneous for inner FPD pixels (green
line) and the effect of the closer distance to the wall is more pronounced
for outer detector rings (light brown line).
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Table A.7.: Fit parameters 𝑐1−4 and their uncertainty of the electron transmission proba-
bility of eq. 6.8 at 18.6 keV, shown in fig. 6.9.

Parameter value uncertainty
𝑐1 −1.2889 0.005 22
𝑐2 90.1438 0.094 63
𝑐3 56.0010 1.050 48
𝑐4 15.8852 1.075 54

Figure A.14.: Electron transmission probability through pTEF for different energies of 10,
20, and 30 keV.

(a) Detector section flux tube. (b) Local flux tube.

Figure A.15.: Flux tube radius at the full detector section and around the FPD wafer and
the pTEF position at 𝑧 = 13.783 75m.
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Table A.8.: Ring-wise mean initial magnetic field strengths, determined by the geometric
mean of 𝐵𝑖 at the generated electron starting positions.

FPD ring 2.7 G 5.0 G 5.0 G sym. 8.0 G 12.0 G 17.0 G SAP
1 3.86 6.15 6.42 9.43 13.49 18.19 9.25
2 3.84 6.12 6.31 9.34 13.42 18.15 9.06
3 3.76 6.1 6.32 9.31 13.47 18.13 8.86
4 3.73 6.06 6.27 9.32 13.51 18.07 8.78
5 3.68 6.03 6.18 9.35 13.39 18.01 8.57
6 3.64 5.99 6.16 9.23 13.37 18.02 8.38
7 3.59 6.0 6.06 9.24 13.35 18.0 8.17
8 3.54 5.92 6.02 9.26 13.36 17.89 7.89
9 3.49 5.9 5.98 9.23 13.33 17.99 7.64
10 3.43 5.82 5.91 9.17 13.31 17.85 7.31
11 3.37 5.78 5.85 9.14 13.33 17.79 7.03
12 3.32 5.77 5.79 9.08 13.21 17.8 6.68
13 3.25 5.69 5.71 9.03 13.19 17.63 6.37

Backscattering effects at the pTEF measurement
configurations

Figure A.16.: Parameter evolution of 𝑘𝑖 , describing the energy and magnetic-field-
dependent transmission change due to backscattering. The individual de-
rived parameters 𝑘𝑖 are fitted with second-order polynomials to describe the
backscattering effect on the transmission probability [ as a function of the
initial kinetic energy of the electrons which are used in eq. 6.14, through
which the change as a function of the magnetic field is obtained.
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Table A.9.: Fit parameters for the evolution of the parameters 𝑘𝑖 in fig. A.16, fitted with a
second-order polynomial 𝑝 (𝑒) = 𝑝1 · 𝑒2 + 𝑝2 · 𝑒 + 𝑝3.

𝑘1 𝑘2 𝑘3

𝑝1 -0.0458 -0.09360 -0.0276
𝑝2 0.5711 0.1282 0.6574
𝑝3 -0.0147 0.9063 -0.0032

Figure A.17.: Comparison of the transverse energy scale fit with and without considera-
tion of scattering effects. The single fit on the transverse energy scale 𝐸𝑡
is not influenced by the consideration of backscattering (bs), although the
reduced 𝜒2 improves from 3.59 to 2.67. However, at the fit with a global
reduction factor, the transverse energy scale increases, so does the reduction
factor, which is equal to less reduction. The reduced 𝜒2 remains at 0.898.

Transverse energy scale fit at 12.0 keV and 34.1 keV retarding
potential

At 12.0 keV a lower transverse energy is obtained in addition to a stronger reduction. This
is caused by an increased background fraction at the 2.7G measurement. This may arise by
the better spectrometer resolution as higher energetic electrons are more efficiently being
trapped and do not reach the detector. Therefore this part of the electron energy spectrum
misses and the transmission is enhances as only a lower energetic part is being detected.
Or scattering enhances the low magnetic field part more drastic. The reduced 𝜒2 are
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(a) 12.0 keV.

(b) 34.1 keV.

Figure A.18.: Fit of transverse energy scale 𝐸𝑡 for the measurements at 12.0 keV and
34.1 keV without consideration of scattering.

worse with 4.29 for the single 𝐸𝑡 fit and 1.42 with the reduction factor. At 34.1 keV larger
background fractions are obtained, which is expected by the final polar angle dependence
on the final energy. However, larger transverse energies are fitted to the data, but with
a smaller reduction. Both reduced 𝜒2 are rather good with 1.41 of the single 𝐸𝑡 fit and
0.69 for the fit with reduction. Also here, the higher energy scale may arise from the
background electron energy dependence of the spectrometer resolution. However, no
significant amount of trapped electrons have been observed at dedicated measurements.
Both measurements are less reliable as the magnetic field range is reduced compared to the
measurement at 18.6 keV. In both cases, no scattering is considered as the measurements
are less reliable, certainly the effect of scattering is different to the case of 18.6 keV as the
polar angle distribution is different.
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