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1. Introduction

Understanding what matter is composed of and how it interacts has been an everlasting
question. The search for the answer drove scientists and philosophers to perform experiments
and develop theories to explain their findings. Research in the last centuries has revealed a
lot about the constituents of matter and the fundamental forces which govern them.
With the discovery of the electron at the end of the 19th century [1] the search for the
smallest constituents of matter gained in momentum. Over the following decades, scientists
succeeded in understanding the nucleus of an atom to be composed of protons and neutrons.
With the advent of the first particle accelerators, it was possible to gain further insights
and validate the theories that had been developed in an attempt to describe experimental
observations.
The remaining part of the last century continued to be a period of great success for particle
physics. Theories, proven to withstand the scrutiny of experiments, were used to bring
an order into the plethora of particles discovered on the way. To continue the journey of
understanding matter, research facilities had to be improved constantly. In 1953, the European
Organization for Nuclear Research (CERN) was founded for “research of a pure scientific
and fundamental character relating to high-energy particles”, as is stated in its convention [2].
With a series of particle accelerators, starting with the Synchrocyclotron in 1957 accelerating
protons up to an energy of 600MeV [3], CERN is still driving developments in particle
acceleration. This has culminated in the most powerful particle accelerator ever built, the
Large Hadron Collider (LHC). However, to keep advancing the field of particle physics,
concepts for future machines are continuously being developed.
Today, at the LHC, bunches of protons are accelerated up to a center-of-mass energy of about
13 TeV in two opposing particle beams. Every 25 ns the beams are crossed at multiple points
distributed along the circular accelerator, causing collisions of the partons constituting the
protons. With large detectors placed at these interaction points, the collisions are recorded
to analyze their products. One of these detectors is the CMS detector. It was designed with
the goal to test the most successful theory of particle physics, the Standard Model, as well
as probe for extensions of it. A description of the LHC and the CMS detector is given in
chapter 4.
Collisions at hadron colliders are expected to give rise to numerous partons. Due to their
hadronic nature they produce a large number of collimated streams of particles which are
called jets and interact with the detector material. To get a thorough understanding of the
complete underlying physics processes, it is essential to precisely measure the properties of
such jets. However, with a lot of different detector components taking part in these complex
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1. Introduction

measurements a discrepancy between the expected and the measured properties of the jets
is inevitable. To mitigate these detector effects as well as shortcomings in the predictions,
corrections factors can be derived to improve the agreement.
This thesis describes the algorithm used to correct for discrepancies between the measured
and modeled jet energy. The correction measurement is a workflow consisting of multiple
steps, which are carried out by several groups within the CMS collaboration. The first steps
alleviate distortions due to the high frequency at which collisions take place in the detector
and multiple protons scattering during one bunch crossing, as well as apparent deficiencies
in the simulations. In an additional step, differences between measured and simulated events
that remain after applying these first corrections are taken into account. The final correction
factors mitigating these differences between measured and simulated responses are derived
in this thesis. The so-called absolute residual corrections are obtained using recorded data.
This is done with events in which a Z boson is produced in association with a jet (Z + jet),
stored during the data taking period in year 2018 with the CMS detector.
Two methods are discussed for the derivation of the absolute residual corrections. Both
exploit kinematic properties of Z + jet events, these being that the transverse momenta
of the Z boson and the jet are in opposite directions. This event feature can be used to
calibrate the jet by balancing it against the Z boson. For the analysis, events are selected in
which the Z boson decays into a pair of electrons or muons, which can be measured with
greater accuracy than the jet. The analysis using these methods and its results is described in
chapter 5, after a basic introduction into quantum chromodynamics, the fundamental theory
describing quarks and gluons, was given in chapter 3.
HEP experiments such as the CMS detector generate vast amounts of data for physicists
to analyze. For such an analysis, the measured low level data is reconstructed to higher
level objects and then compared with simulated samples. To generate these simulated
samples, the whole process, including the collision of the partons, called hard interaction,
the intermediate processes up to the way the products of the collision interact with the detector,
and the electronic signals produced by the single detector components are simulated per
event. These simulations are based on properties and interactions derived from theoretical
models. Computational resources are needed, not only for these event simulations and the
reconstruction of the recorded and simulated events, but also for the analysis of the millions
of events. Additionally, huge data storage systems to retain all the data, recorded with the
detectors, and the simulated samples are required.
The HEP community operates a distributed computing infrastructure to provide these re-
sources: the Worldwide LHC Computing Grid (WLCG). It consists of a sizeable amount of
computing centers around the world, which store the data samples and provide computational
resources for reconstruction, simulation and analysis. An overview of this computing infras-
tructure with a special focus on the situation in Germany is given in chapter 2. As discussed
in this chapter, this infrastructure is expected to possibly fall short in the medium-term. It
is predicted that a lack of computational resources of a factor of about two will arise if no
mitigating development is done.
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1. Introduction

In addition to optimizing simulation and analysis algorithms and advancing or deploying
specialized hardware, another approach to address this resource shortage is the allocation
of additional non-HEP resources. This approach, however, is not as trivial as it might
seem at first glance. The simulations and analyses require specialized software, specific
storage systems using community-specific protocols to store samples and analysis results,
and possibly access to certain file systems. Resources provided through the WLCG meet
these distinct requirements. However, resources from different providers such as university
computing clusters or commercial clouds likely do not. Hence, to utilize such resources,
additional effort is required to prepare them for transparent usage for HEP workflows.
To provide the required software stacks for analysis and storage access, containerization and
virtualization technologies can be used. These have the additional advantage of being able
to use already established infrastructure, such as image hubs that are operated commercially
or for academia and science, for resource provisioning at different providers.
Another challenge is to use such resources efficiently. Only when HEP resources cannot
satisfy the demand should additional external resources be allocated. These allocated
resources should be made available in such a way that their use is easy for the user. The
implication is twofold: first that resources should be made available dynamically when
needed, but also released when this is not the case anymore, and second, that all resources
should be provided through one single point of entry.
The integration of such resources is discussed in chapter 6, alongside the resource scheduler
COBALD/TARDIS that is being developed at KIT. Different exemplary contexts of usage,
especially the successful dynamic integration of an HPC cluster into a WLCG site are
demonstrated and issues encountered during this setup process as well as their solutions are
discussed.
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2. Computing in High Energy Physics

The ever increasing amount of data, recorded by high energy physics experiments needs to be
transferred, processed, stored, and analyzed. For this, large infrastructures are deployed and
complex algorithms for managing those infrastructures are developed. The infrastructures
have to provide the necessary network, compute, and data storage resources to reconstruct
raw data, compute data samples for end-user analysis and perform Monte Carlo (MC)
simulations of physics processes. Additionally, compute power for end-user analysis is
needed to derive physics results. In order to store all raw and intermediate data structures
also huge storages are needed. A large fraction of those resources are distributed around the
globe as part of the Worldwide LHC Computing Grid (WLCG). The WLCG was planned in
parallel with the design of the Large Hadron Collider and its experiments to ensure sufficient
resources. Further details on the design of the WLCG are described in section 2.1, and
references [4] and [5], which the discussion in section 2.1 is based on.
Many users have additional resources at hand, provided e.g. by their local institutes, or their
universities. These resources have the great advantage that they are often available quickly,
and close contact with the local operations team of the site helps to easily resolve any issues
that may arise. The situation of those resources within the German HEP community is
discussed in section 2.2.

2.1. The Worldwide LHC Computing Grid

As mentioned above, the WLCG provides a large amount of computing resources for HEP
experiments to perform different tasks. The tiered structure of the WLCG was designed
with a very specific top-down mode of operating and distinct functions for the different tiers
in mind:
Tier 0 This top-level computing center is located close to the experiments, responsible for

first data processing and storage of the raw detector data and the derived data samples.
In the original design of the WLCG only one computing center exists at this level.

Tier 1 15 tier 1 computing centers are available for the reprocessing of the data, to produce
analysis samples. Furthermore each of the centers archives (tape storage) parts of the
raw data, also stored on the tier 0 and provides fast storage (disks) for analysis samples.
Tier 1 centers also provide computing resources for analysis
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2. Computing in High Energy Physics

Figure 2.1.: The structure of the WLCG. The tiered design is shown, which implicates the top-down mode of
operation of the tasks assigned to the different layers. Figure taken from reference [6]

Tier 2 Additional approximately 170 tier 2 computing centers provide decentralized com-
puting resources for end-user analysis, as well as data storage capacity for those users
and the analysis samples required. Those centers are often located at the universities
participating in the respective experiments.

This structure is depicted in fig. 2.1. The tier 0 and tier 1 sites, are connected via the dedicated
LHC Optical Private Network (LHCOPN). This network connects the majority of the tier 1
sites to the tier 0 with more than 100GB𝑝s. The tier 2 sites in the LHC Open Network
Environment (LHCONE) are connected with at least 10GiB𝑝s.
For the upcoming upgrade of the LHC and the experiments, a large increase in need for
computing resources is expected. In fig. 2.2 an estimate for CPU time and disk storage
requirements by the CMS collaboration up to year 2034 is shown. The CPU requirements are
given in kHEP-SPEC06 (kilo HEP Standard Performance Evaluation Corporation 06) [7],
the score of a HEP benchmark for CPU performance with the same name. The disk storage
requirements are given in Petabyte (PB). The numbers presented are for data processing
and analysis, however, only estimate WLCG resources. The blue lines depict two different
scenarios, assuming performance improvements in analysis, MC and reconstruction methods
and algorithms, as well as improved data formats (solid) and without such developments
(dashed). The luminosities per year and trigger rates are adjusted to what is expected in the
respective runs. The gray area, enclosed in the black lines, gives a range of the expected
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2.2. Computing in German High Energy Physics
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Figure 2.2.: The CPU performance in kHEP-SPEC06 (left) and disk storage in petabyte (right) the CMS
collaboration expects to require per year for up to 2034 as of November 2021. Figures taken from reference [8].
In Run 4 a luminosity of 270 fb−1 per year with 5 kHz of data saved permanently is expected, and respectively
350 fb−1 per year with 7.5 kHz of data saved in Run 5. The solid blue line shows the expected need of WLCG
(tier 0, tier 1, and tier 2) resources if neither developments in analysis MC and reconstruction performance
nor improvements in data formats are considered. The dashed blue line includes such developments in the
projection at their most probable outcome. The black dashed lines with the enclosed gray areas show the
expected available resources with only an 10% to 20% increase in resources per year. In the best case, no lack
of resources is to be expected. In the worst case scenario, a factor of 3 to 4 in terms of computing power and a
factor of 2 in terms of disk storage is expected.

resources with an anticipated resources increase of 10% to 20% per year. With this model,
in the best case enough resources are available to meet the demand. In the worst case, a
shortage of a factor of 3 to 4 in terms of computing time and a factor of 2 in terms of disk
storage is expected.

2.2. Computing in German High Energy Physics

In German high energy physics the landscape in which computing takes place is very diverse.
The physics departments of the Karlsruhe Institute of Technology (KIT), the RWTH Aachen
University (RWTH), and the Deutsches Elektronen-Synchrotron (DESY) in collaboration
with the Universität Hamburg (UHH) operate official WLCG resources. KIT operates the
German tier 1 WLCG site “GridKa”, of which it pledges approximately 5250 cores to the
CMS collaboration as of today. RWTH and DESY each operate a WLCG tier 2 site, pledging
2900 and 4600 cores to the CMS collaboration, respectively. Those sites provide for a large
amount of compute resources for end-user analysis.
Besides the WLCG resources, the German HEP institutes operate computing resources
for their local research groups to provide enough resources for end-user analysis. For all
German users associated to an LHC experiment, DESY provides the National Analysis
Facility (NAF). This site is tightly connected to the WLCG tier 2 computing center, DESY
operates. NAF provides users with computing power for analysis with a high-bandwidth
connection to the dCache-storage [9] at DESY .
On top of that, each of the institutes also operates its own infrastructures to provide resources
for the local groups. For example at the Institute of Experimental Particle Physics (ETP) at
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2. Computing in High Energy Physics

KIT, several local clusters either operated by the institute, the university, or even the federal
state are available for, e.g., end-users to perform analysis or generate MC simulations.
This plethora of resources provides the German HEP community with a lot of computing
power. However, due to changes in funding, the situation will change in the future and
the resource landscape will become more heterogeneous. Funding agencies in Germany
will provide computing resources through larger, shared computing clusters for multiple
research communities rather than funding individual centers per research community. This
will reduce the capacities of German WLCG sites, which has to be counterbalanced by
the use of non-WLCG sites. The use of such sites is thus indispensable to keep up the
contributions from German sites to the WLCG. A way to consolidate those resources and
provide end-users with a transparent way of access, is discussed in chapter 6.
The variety of different kinds of workflows of the HEP community, including, e.g., theory
calculations, Monte Carlo (MC) simulations of events, and data analysis, with very different
needs, allows HEP computing to take place on a distributed computing infrastructure,
comprising heterogeneous resources. Choosing the most fitting site for a given type of
workflow, can increase the overall throughput of workflows through the system.
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3. Introduction to Quantum
Chromodynamics

Scientists always wanted to understand the fundamental processes of phenomena observed
in nature as well as experiments and strive to describe them in a unified theory. These
theories of our understanding of physics as of today have developed over the last centuries
and are yet to be completed. Particle physics, studying the phenomena of the elementary
corpuscles forming the matter we interact with every day on a scale only accessible at the
highest energies, has come a long way— especially in the last decades.
Particle accelerators like the Large Hadron Collider, accelerating protons nearly up to the
speed of light, prior to bringing them to collision within experiments like the CMS detector,
are testing the understanding of the theoretical models of particle physics we have today.
Based on measurements of such machines, the theories can be tested, refined, and free
parameters of the models can be determined.

3.1. The Standard Model of Particle Physics

The objective of particle physics is to develop a unified theory of the interaction of the
elementary particles, describing their kinematic properties and the forces they exert onto
each other. This theory is called the Standard Model (SM) of particle physics. It comprises
the description of the fundamental forces: the electromagnetic, the weak, and the strong
force. The fourth fundamental interaction, although mathematically described for centuries,
the gravitation, could not yet be included in the unified description of interactions, which
the SM represents. However, very weak on the scales of hadron collider physics, it can be
neglected in the following discussions. This section is very loosely based on reference [1,
chapter 1].
The forces contained in the picture of the SM are described by their underlying fundamental
theories: the strong force emerges from quantum chromodynamics (QCD), the electro-
magnetic force and the weak force are combined within the electroweak theory (EW). The
SM accomplishes a unification of those theories, however, leaves a few parameters to be
determined by experiments. These parameters include, but are not limited to, certain masses
of the elementary particles and the coupling strength parameters of the forces.
In addition to the forces, the SM describes different types of particles: the fermions contain
quarks and leptons which make up matter, and the class of bosons comprising the gauge
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3. Introduction to Quantum Chromodynamics

bosons which mediate the forces and the Higgs boson, closely associated to the mechanism
responsible for the masses of the particles. Quarks exist with two different electric charges:
up (𝑢), charm (𝑐), and top (𝑡) carry electric charge +2

3 in units of elementary charge. Those
are referred to as up-type. They are complemented by the down-type quarks down (𝑑),
strange (𝑠), and bottom (𝑏) which carry electric charge −1

3 . Additionally the quarks carry
a weak charge which is usually described by the third component of the weak isospin, 𝑇3.The up-type quarks carry 𝑇3 = +1

2 , while down-type quarks have 𝑇3 = −1
2 . To each quark

its corresponding antiparticle, the anti-quark, exists, which carries opposite charges, but
all other quantum numbers remain the same. Furthermore, each quark carries a color red,
green, blue, or the corresponding anti-color anti-red, anti-green, or anti-blue. The color is
the charge of the strong force, which will be discussed below. Quarks therefore participate
in electromagnetic, weak, and strong interactions.
Leptons can be organized in two groups: electron-like leptons, i.e. the electron (𝑒), muon
(𝜇), and tau (𝜏), in order of increasing mass, carry electric charge −1 and weak isospin of
𝑇3 = −1

2 , while their corresponding neutrinos (𝜈𝑒, 𝜈𝜇, and 𝜈𝜏) are electrically uncharged

Table 3.1.: The particles of the Standard Model of particle physics. The column “Forces” indicates which
interactions the particles participate in with “E”, “W”, and “S” encoding electromagnetic, weak and strong
interaction, respectively. For the gauge bosons, the interaction they mediate is given in the brackets after
their name. The charge of the particles is given in units of the elementary charge. Masses are taken from
reference [10].

Name Charge / [𝑒] Mass Forces

Fe
rm

ion
s Qu

ark
s

𝑢 up 2∕3 2.16MeV E, W, S
𝑑 down −1∕3 4.67MeV E, W, S
𝑐 charm 2∕3 1.27GeV E, W, S
𝑠 strange −1∕3 93MeV E, W, S
𝑡 top 2∕3 172.8GeV E, W, S
𝑏 bottom −1∕3 4.18GeV E, W, S

Le
pto

ns

𝑒 electron −1 511 keV E, W
𝜈𝑒 electron neutrino 0 W
𝜇 muon −1 105.7MeV E, W
𝜈𝜇 muon neutrino 0 W
𝜏 tau −1 1.777GeV E, W
𝜈𝜏 tau neutrino 0 W

Bo
son

s
gau

ge

𝑔 gluon (S) 0 S
𝛾 photon (E) 0
𝑍 Z boson (W) 0 91.19GeV W
𝑊 ± W boson (W) ±1 80.38GeV E, W
𝐻 Higgs boson 0 125.1GeV W
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3.2. Quantum Chromodynamics and the Strong Force

Figure 3.1.: The fundamental vertices of quantum chromodynamics (QCD): The interaction of a quark ( )
with a gluon ( ) on the left. The two right diagrams portray the triple and quartic self-coupling vertices
of the gluon due to its color-charge.

and carry a weak isospin of 𝑇3 = +1
2 . Charged leptons participate in electromagnetic and

weak interactions, neutrinos only in weak interactions.
The quarks and leptons interact by the exchange of force mediating gauge bosons. The
gluons (𝑔) are the mediators of the strong force which also carry a color charge leading to
self-interactions which is discussed below and shown in fig. 3.1. The electromagnetic force
is mediated by the photon (𝛾), while the electrically neutral Z boson and the positively and
negatively charged W bosons transmit the weak force. The bosons are a direct consequence
of the requirement of invariance under local gauge transformations of the respective fields
of the underlying quantum field theories.
The last particle, the Higgs boson, is a result of the Higgs mechanism, the theoretical
description of how the massive particles of the SM acquire their mass.1 An overview of the
particles and some of their properties are summarized in table 3.1.

3.2. Quantum Chromodynamics and the Strong Force

Quantum chromodynamics (QCD) is the theory of the strong interaction which quarks and
gluons are governed by. When bringing protons to collision at the LHC, the interacting
particles are the quarks and gluons, which the proton consists of. Each of these quarks
and gluons carry a fraction of the momentum of the proton. This fraction influences the
probability of them taking part in the interaction. The probability is described by the parton
distribution function (PDF), as discussed in more detail in reference [12].
The following discussion is based on references [1, chapters 2 and 8] and [13].
The fundamental interaction vertices of the strong interaction are given in fig. 3.1. These
are combined to derive more complex processes. Each vertex in the Feynman diagrams
introduces a factor proportional to the gauge coupling constant 𝑔𝑠 =

√

4𝜋𝛼𝑠 of the strong
interaction. The “constant” depends on the momentum scale 𝜇2. For increasing 𝜇2, the
coupling constant decreases. This means, at high energies and small distances, quarks
and gluons can be approximated as free particles in perturbation theory. This is known
as asymptotic freedom, which was introduced in reference [14]. At lower energies and

1 An exception are neutrinos, which are massless in the current state of the SM, but are observed to oscillate
between their mass eigenstates, implying a non-zero mass. [11]
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larger distances, on the other hand, the coupling √

𝛼𝑠 increases, as the energy in the field
of the strong interaction increases. This results in particles being created when spatially
separating color-charges, as it reduces the potential energy in the strong field. This is known
as confinement and as a consequence, only bound states of color-charged particles can exist
freely in nature.
As described above, the charge, strongly interacting particles carry, is called color. Each
quark carries either red, blue or green as color, accordingly anti-quarks carry a unit of
anti-color anti-red, anti-blue or anti-green. Gluons carry color and anti-color. The theory,
based on the 𝑆𝑈 (3) group with 𝑇𝑎 = 𝜆𝑎∕2, where 𝜆𝑎 are the Gell-Mann matrices, as its
generators, predicts a color singlet and a color octet, as introduced in reference [15]. Each of
the octet states corresponds to a gluon, which, due to the net color charge they carry, couple
to each other, causing the triple and quartic self-coupling, shown in fig. 3.1.
Because of the asymptotic freedom in deep inelastic scattering experiments at high energies
as e.g. the experiments at the Large Hadron Collider, the hard scattering process can be
approximated as an interaction of free quarks and gluons, also called hard interaction. The
colliding particles are the initial-state particles, the products of the hard interaction the
final-state particles. Due to their high energies, strongly interacting final state particles might
radiate off gluons. This process can repeat, causing numerous color-charged particles to be
radiated off, generating a parton shower and losing energy during this process. Reaching a
certain energy scale, the showering stops and instead a cascade of color-neutral particles,
so-called hadrons, is produced. This process is called hadronization. The particles generated
during these processes are eventually measured by the detector. The process from the
initiating final state particle, undergoing parton-showering and hadronization gives rise
to collimated streams of particles, which are called jets. Jets and the calibration of the
measurement of their energy are described in detail in chapter 5.

3.3. Z + Jet Events

For the calibration of the jet energy scale, as will be discussed in chapter 5, events in which a
Z boson is produced in association with a jet are used. The Z boson, discovered in 1983 [16],
is a prime candidate for calibration purposes at the LHC, as its properties have been studied
in great detail in the past. Its mass

𝑀𝑍 = 91.1876 ± 0.0021GeV

and full decay width
Γ = 2.4952 ± 0.0023GeV

have been measured with great precision [10] and are often used for checking data consistency
in analyses.
For the calibration, events are used in which a Z boson is produced in association with a
jet, as the Z boson itself can be reconstructed rather precisely from a pair of electrons or
muons. In QCD theory calculations, complex problems are often not analytically solvable
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Figure 3.2.: The Feynman diagrams of the leading order production processes of a Z boson ( ) in
association with a quark or gluon and the Z boson decaying into a pair of electrons or muons. The left diagram
depicts the quark-antiquark production channel, the center diagram the quark-gluon channel via the exchange
of a quark and the right diagram the quark-gluon channel via an intermediate quark. The strongly interacting
final state particle produces a jet of particles which can be detected in the detector material.

to complete precision, hence processes are Taylor expanded in orders of √𝛼𝑠. This is called
perturbative QCD and is discussed in greater detail in reference [13].
Expanding the process up to only leading order, the Z + jet production happens either in a
quark-antiquark channel, a quark-gluon channel via the exchange of a quark or a quark-gluon
channel via an intermediate quark. These production processes, with the Z boson afterwards
decaying into a pair of electrons or muons, are shown in fig. 3.2.
When producing such events at the LHC, the initial state particles collide head on. Their
momentum transverse to the beam line is negligible. Thus, due to momentum conservation,
the sum of the transverse momenta of the final state particles has to vanish as well. This
allows to balance the measured jet against the Z boson, using the latter as reference object.
This event property will be indispensable in the derivation of the jet energy correction,
discussed in chapter 5.
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4. The Large Hadron Collider and the CMS
Experiment

To learn about the nature of particles, large facilities are built to investigate their properties.
Particles are accelerated up to nearly the speed of light before being brought to collision.
During this process, new particles are generated that traverse elaborate detectors built around
the collision point.
By moving through the detector and interacting with its material, the particles leave tracks
and energy deposits in different parts of the detector. Those traces are recorded electronically
and made accessible for physicists. Using sophisticated reconstruction algorithms and
analysis techniques, analyses of the recorded signals are performed and high-level variables
for comparison with theory are derived and measured.
In the following sections, the processes of how protons are accelerated and brought to
collision, how the generated particles leave traces in the detector and how those traces,
manifesting as electronic signals, are used to derive particle trajectories, are discussed. The
Large Hadron Collider with its accelerator complex is described in section 4.1. In the
subsequent section 4.2, the different components of the Compact Muon Solenoid detector
are described and how the measurements of the different subdetectors are combined is
outlined.

4.1. The Large Hadron Collider

The Large Hadron Collider (LHC) is a particle accelerator located underground at the border
between Switzerland and France, next to Lake Geneva. Approximately 100m underground
in the tunnel of its predecessor, the Large Electron-Positron Collider, protons and ions are
brought up to nearly the speed of light through a series of accelerators. The LHC is the
final and largest machine in this acceleration chain and as of today the machine reaching the
highest center-of-mass energy. Protons traverse the ring, running in two beams in clockwise
and counterclockwise directions. These two beams are brought to collision at four interaction
points (IPs). At those IPs the detectors are located, recording the particles produced in the
collision.
The discussion in this section is based on reference [17], which can be referred to for further
details.
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Figure 4.1.: The Large Hadron Collider accelerator complex. Figure taken from reference [18].

The proton-proton collisions at the LHC take place at a center-of-mass energy of √𝑠 =
13TeV. The acceleration of the particles is done in multiple steps. The protons have their
source in a bottle of hydrogen gas installed before they are accelerated for the first time in
the linear accelerator LINAC 2 (shown in purple in the lower region of fig. 4.1). With an
energy of 450MeV, the protons reach the Proton Synchrotron Booster (BOOSTER), the
first circular accelerator. Here, the acceleration continues until the protons reach an energy
of 1.4GeV. The next stage is the Proton Synchrotron (PS), where an energy of 25GeV is
reached, followed by the last pre-accelerator, the Super Proton Synchrotron (SPS). With an
energy of 450GeV, the protons are then fed into the LHC.
Due to the nature of the synchrotron pre-accelerators, the protons enter the LHC in bunches.
With a distance of 25 ns, these “packets” of approximately 1.15 × 1011 protons circulate
inside the ring. In this last stage, the protons are accelerated to reach their nominal energy of
6.5 TeV. With the geometry of the bunches at the IPs, this yields an instantaneous luminosity
of approximately

𝐿 = 1034 cm−2 s−1.
At eight locations around the ring, the LHC can be accessed from above ground. At each
point either experiment or beam monitoring and maintenance infrastructure is installed. The
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Figure 1.1: A perspective view of the CMS detector.

to measure precisely the momentum of high-energy charged particles. This forces a choice of
superconducting technology for the magnets.

The overall layout of CMS [1] is shown in figure 1.1. At the heart of CMS sits a 13-m-
long, 6-m-inner-diameter, 4-T superconducting solenoid providing a large bending power (12 Tm)
before the muon bending angle is measured by the muon system. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon stations to be integrated to ensure robustness and full
geometric coverage. Each muon station consists of several layers of aluminium drift tubes (DT)
in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented by
resistive plate chambers (RPC).

The bore of the magnet coil is large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of 5.8-m length and 2.6-m di-
ameter. In order to deal with high track multiplicities, CMS employs 10 layers of silicon microstrip
detectors, which provide the required granularity and precision. In addition, 3 layers of silicon
pixel detectors are placed close to the interaction region to improve the measurement of the impact
parameter of charged-particle tracks, as well as the position of secondary vertices. The expected
muon momentum resolution using only the muon system, using only the inner tracker, and using
both sub-detectors is shown in figure 1.2.

The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with cov-
erage in pseudorapidity up to |η | < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap region. A
preshower system is installed in front of the endcap ECAL for π0 rejection. The energy resolution

– 3 –

Figure 4.2.: The CMS experiment with its subdetectors. Figure taken from reference [21]

four major experiments ALICE, ATLAS, CMS, and LHCb are marked yellow in fig. 4.1.
ATLAS and CMS are multipurpose experiments designed to investigate a wide range of
physical processes, while ALICE focuses on studying quark-gluon plasma and LHCb with
its fundamentally different, asymmetric setup concentrates on decays containing bottom
and charm hadrons. Not shown in fig. 4.1 are LHCf (Large Hadron Collider forward)
and TOTEM (Total Elastic and Diffractive Cross Section Measurement). The former is
located at 140m from the ATLAS detector between the two beam pipes and can be used for
luminosity measurements, the latter is in the vicinity of the CMS detector and studies the
total proton-proton cross-section, as well as elastic and diffractive scattering. [19, 20]

4.2. The Compact Muon Solenoid

One of the multipurpose detectors is the Compact Muon Solenoid (CMS) experiment. It is
located at interaction point 5 of the LHC accelerator complex. The CMS detector, as shown
in the sketch in fig. 4.2, has a cylindrical layout, centered around the interaction point. In a
layered structure, different detector technologies are used to record the trajectories of the
particles traversing the detector.
At CMS, a Cartesian coordinate system that aligns with the nominal interaction point is
used. It is outlined in fig. 4.3. The 𝑥-axis points towards the center of the LHC, the 𝑦-axis
upwards, and the 𝑧-axis in the direction of the counterclockwise beam. Furthermore, a
spherical coordinate system is used, also shown in the figure, reflecting the cylindrical
symmetry of the CMS detector: The azimuthal angle, 𝜑, is measured from the 𝑥-axis in the
plane transverse to the beam. The polar angle, 𝜗, is measured from the 𝑧-axis. To describe
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Figure 4.3.: The coordinate system used at CMS. The 𝑥-axis points to the center of the LHC, the 𝑦-axis
points upwards, and the 𝑧-axis in counterclockwise direction. The azimuthal angle 𝜑 is measured in the plane
transverse to the beams, the polar angle 𝜗 is measured from the 𝑧-axis. Figure adapted from reference [22].

events in the detector, most often the pseudorapidity 𝜂 = − ln (tan (𝜗∕2)) is used instead
of the polar angle 𝜗. This is done because for highly relativistic particles pseudorapidity
differences are invariant under the Lorentz transformation, meaning they do not depend on
the longitudinal boost of the reference frame.
In the following, a short introduction to each subdetector is given. The descriptions follow
roughly reference [21], which can be consulted for a more thorough discussion.

4.2.1. Silicon Tracker

At the center of the layered detector design, directly around the interaction point, is the
inner tracking system. It is designed to precisely measure charged particles, especially their
momentum, and the position of the collision in the detector, taking advantage of the Lorentz
force bending the trajectories of charged particles in magnetic fields.
The innermost part is the pixel detector. It consists of four cylindrical layers (BPix) with a
length of 54 cm comprising silicon pixels with a size of 100 µm × 150 µm at radii 2.9 cm,
6.8 cm, 10.9 cm, and 16.0 cm centered around the interaction point. With six disks of pixels
(FPix), each covering the radius range from 4.5 cm up to 16.1 cm, mounted at 𝑧 = ±29.1 cm,
𝑧 = ±39.6 cm, and 𝑧 = ±51.6 cm complementing the BPix on either end, the pixel tracker
covers a pseudorapidity range of |𝜂| < 2.5. [23]
The outer part of the silicon tracker is the silicon strip tracker. This part of the silicon tracker
covers the radial range from 10 cm to 116 cm and, like the pixel detector, the pseudorapidity
range |𝜂| < 2.5. In four different parts, the tracker inner barrel (TIB) and disk (TID), the
tracker outer barrel (TOB), and tracker end caps (TEC), different kind of silicon strip sensors
are used. The whole tracking system is read out with ∼75 × 106 channels.
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4.2.2. Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is the next layer surrounding the tracker. It aims
to precisely measure the energy of electrons and photons. To measure the energy of electro-
magnetic particles, lead tungstate (PbWO4) crystals are used, which absorb the particles and
convert their energy into photons, which in turn are collected and read out by photodetectors.
The material PbWO4 has a very high density of 8.28 g cm−3, resulting in a short radiation
length of 0.89 cm. In combination with the small Molière radius of 2.2 cm, this allows for a
compact and highly granular design of the ECAL.
The ECAL is structured in various subsystems using distinct crystal shapes and different
photodetectors. The ECAL barrel (EB) covers the pseudorapidity range |𝜂| < 1.479 within
the radius range of 129 cm to 152 cm. The length of this geometry corresponds to 25.8
radiation lengths. The ECAL endcaps (EEs) cover the pseudorapidity range 1.479 < |𝜂| <
3.0. They are placed at 𝑧 = ±315.4 cm with a crystal length of 220mm corresponding to
24.7 radiation lengths. The ECAL preshowers (ESs) are located in front of the EEs. The
ESs are sampling calorimeters, combining lead absorber plates with silicon strip sensors.
The whole ECAL consists of 75 848 lead tungstate crystals covering the pseudorapidity
range up to |𝜂| < 3.0, each with an individual readout channel.

4.2.3. Hadronic Calorimeter

The hadronic calorimeter (HCAL) is located outside the ECAL. Its purpose is to measure
the energy of particles not completely depositing their energy in the ECAL. The HCAL
as a sampling calorimeter measures energies by stacking absorber material with active
material, in this case brass plates and plastic scintillators respectively. After being col-
lected by wavelength-shifting fibers, the scintillation light yield is read out using silicon
photomultipliers.
Like the ECAL, the HCAL is also composed of various subsystems covering different
pseudorapidity and radius regions. The HCAL barrel (HB) covers the region |𝜂| < 1.3 in
the radius range from 1.77m to 2.95m, right up to the solenoid. On the outer side of the
solenoid, the HCAL outer (HO), also called tail catcher, covers the same pseudorapidity
range, using the solenoid as an absorber material. Located next to the EEs, the HCAL
endcaps (HEs) cover the region 1.3 < |𝜂| < 3.0. In the forward region 2.8 < |𝜂| < 5.2,
located at 11.2m from the IP, the HCAL forwards (HFs) use Cherenkov light from the
electromagnetic component of showers to measure the energy.

4.2.4. Solenoid and Iron Return Yoke

One of the defining features of the CMS detector is the superconducting solenoid, generating
a homogeneous 4 T magnetic field inside. The 220 t solenoid measures 6m in diameter
by 12.5m in length. It is powered by a 20 kA power supply. In its free bore, it contains
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the tracking and calorimetry systems discussed above. A 10 000 t iron return yoke, which
confines the magnetic field to the detector volume, provides structural support for the vacuum
vessel, containing the four layers of the niobium-titanium superconductor. The solenoid and
the return yoke together make up approximately 90% of the detector’s mass.
Because of the magnetic field, charged particle trajectories, adhering to the Lorentz force,
are bent, which contributes to their identification. Based on the direction of deflection of
the trajectory of a charged particle, its charge sign can be determined. The curvature of the
particle’s track can be used for measuring its momentum, which is an essential part of the
energy measurement. This is especially important for muons, that are not fully absorbed by
the calorimeters but traverse the detector to its most outer regions.

4.2.5. Muon Chambers

Embedded within the iron yoke is the muon system. Muon detection at CMS is performed
using different types of gaseous detectors. 250 drift tube (DT) chambers in four layers cover
the pseudorapidity range of |𝜂| < 1.2. Charged particles passing through the argon-carbon
dioxide filled DTs ionize the gas. The free electrons move to the positively charged sensitive
wires and produce a signal. By combining signals from multiple tubes, the trajectory of
the particle can be reconstructed. In the endcap region, 468 cathode strip chambers (CSCs)
cover the pseudorapidity range up to |𝜂| < 2.4. The use of anode wires with perpendicular
cathode strips allow for precise measurements, even with inhomogeneous magnetic fields.
Complementing the DTs and the CSCs, resistive plate chambers (RPCs) are installed up to
|𝜂| < 1.6. These consist of two resistive, parallel plates separated by gas. Again, traversing
particles ionize the gas and the resulting avalanche of electrons produces a signal in the
detecting strips. From the signal of the electrons on the strip, a good estimate of the primary
particle momentum can be made. As the response times of the RPCs are well below the 25 ns
between two bunch crossings [24], their signals can be used for triggering, cf. section 4.3.

4.3. Trigger and Data Acquisition

With a bunch crossing frequency of 40MHz and on average 20 simultaneous proton collisions
at each crossing, even more for later run periods, at the given luminosity, it is impossible
to record all events. In order to be able to reduce the number of events permanently stored
while not discarding events of great interest, a two-tiered trigger system is installed. This
discussion loosely follows reference [25].
The level 1 trigger (L1) is implemented in custom, programmable hardware. It aims to
reduce the data output to a rate of up to 100 kHz with a latency of 4 µs. For the L1, low
level detector readouts are used to decide whether to drop an event or forward it for further
reconstruction. These decisions are based on trigger primitives which are first generated
using energy deposits in the calorimeters (ECAL and HCAL), or track segments and hits in
the muon system (DTs, CSCs, and RPCs).
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Trigger primitives from the calorimeters consist of the transverse energies and quality flags
from the calorimeter towers. They are then combined by the regional calorimeter trigger
(RCT) to trigger objects. Such object can be an electron or photon candidate or regional
transverse energy. The trigger objects are sorted and assessed by the global calorimeter
trigger (GCT), which also finds jets, calculates the missing transverse energy, and then
outputs the global calorimeter trigger objects.
Trigger primitives originating from the muon subsystems DTs, CSCs, and RPCs are com-
bined by their respective track finders. These tracks are then transmitted to the global muon
trigger (GMT), which combines candidates with tracks in multiple subsystems to avoid
double counting and assesses the quality of the muon candidates. The GMT outputs global
muon trigger objects.
The final decision of whether to keep an event at this stage is implemented in L1 trigger
menus and performed by the L1 global trigger system (GT). A menu contains up to 128
“paths”, which are evaluated in parallel. Each path acts on the global trigger objects and
incorporates technical and external triggers, which include other signals from the CMS
detector. All paths are combined with a logical OR, resulting in the final decision of the GT.
If this decision is positive and all systems are available, the trigger control system (TCS)
fires an L1 accept (L1A) signal. The decision process happens in less than 1 µs.
On L1A, the detector readout is transferred from the front-end buffers through the data
acquisition (DAQ) to the high level trigger (HLT). The DAQ has to withstand an input
rate of 100 kHz from the various subdetector components, the maximum output rate of
L1. The HLT performs a much more complex analysis compared to the L1, running a
simplified reconstruction workflow on the complete detector readout, including information
from the various detector subsystems, and reduces the number of events, which will finally
be stored offline by a factor of 1000. While L1 is hardware based, the HLT is implemented in
software and runs on a compute-farm. Therefore, more complex analyses can be performed
on the detector readout and the algorithms can be adapted as needed. To keep trigger
efficiencies high, the reconstruction algorithms are close to the ones applied afterwards in
offline computing. The output rate of the HLT is approximately 100Hz with an event size
of roughly 1.5MB. [26]

4.4. Event Reconstruction and Particle Flow

The raw data measured by the different subdetectors is not suitable directly for end-user
analysis. For this, the low-level detector entries, consisting e.g. of measurements of energy
deposits in the calorimeters or tracker hits, need to be converted into more high-level objects,
like particles, jets, or event quantities like the missing transverse energy. At CMS, this
reconstruction of particle candidates is done by the particle flow (PF) algorithm. It is
described in more detail in reference [27], on which also the following discussion is based.
The PF algorithm starts by reconstructing basic elements from the detector entries:
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Charged Particle Trajectories and Vertices Trajectories of charged particles and vertices
are reconstructed using tracker hits in an iterative procedure. A number of neighboring
tracker hits are combined and used as seeding hits for a fitting procedure, optimizing with
respect i.a. the resulting compatibility with the primary vertex. The hits associated to the
track are removed from the collection and from the remaining hits a new fitting procedure
with looser quality criteria is started. Well-performing tracking of charged particles is crucial,
as for example an untracked charged hadron would be reconstructed with the calorimeters
as neutral and therefore heavily distort the energy fractions used for jet identification.

Calorimeter Clusters Another element for the generation of the PF candidates are the
calorimeter clusters, used to measure the energy of particles, identify electrons and photons,
and improve the energy measurements of charged hadrons. In the ECAL, a cluster seed
consists of a single lead tungstate crystal, while in the HCAL multiple crystals form a cluster
seed. The clustering in the multiple subsystems of the ECAL and HCAL is done separately
with the exception of the HF, in which the energy deposits are not clustered.
The clustering starts from cluster seeds above a certain threshold energy and with higher
energies than the cells in their vicinity, hence a local energy maximum. By an iterative
algorithm, cells above the threshold, sharing a corner with the seed are added, and topological
clusters are built. If a cell can be associated to several topological clusters, the energy is split
between them, depending on the distance. Afterwards, assuming Gaussian energy deposits
of the seeds within the topological cluster, the spatial position and energy of the clusters are
determined by fitting a Gaussian mixture model with a maximum-likelihood fit.

Muon Tracks A similar approach as for the reconstruction of the tracks is used for the
reconstruction of muons. Three different types of muons are considered:

1. Standalone Muons are reconstructed starting from hits in the DTs and CSCs as fitting
seeds. For the final fit, the hits in RPCs are also taken into account.

2. When a standalone muon can be matched with a compatible track from the tracking
system, these hits get combined for the fitting procedure, resulting in a global muon.

3. Each track in the tracking system above a certain momentum threshold is extrapolated
to the muon system. If a compatible hit is found in the muon system, satisfying specific
requirements, the track in the tracking system is considered a tracker muon.

4.4.1. Particle Flow

A particle in the detector usually creates multiple PF elements such as tracks and calorime-
ter clusters. To generate the particle, those elements from the different subdetectors are
combined with a link algorithm. The algorithm combines several PF elements to PF blocks
depending on their distance within the (𝜂, 𝜑)- or (𝑥, 𝑦)-plane and specific rules for the
different elements. The link can either be directly between two elements or chained with
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another common element between them. To generate the reconstructed particle, the PF
blocks are then combined based on the type of particle candidate. All elements are then
removed from the collection for the next particle reconstruction.
The link algorithm results in particles, each one of type charged hadron, electron, muon,
photon, or neutral hadron. [28] These are saved as PF candidates which subsequently pass
through further reconstruction algorithms to determine higher-level objects like the missing
transverse momentum or jets, as discussed later in section 5.1.1.

4.4.2. Pileup

The PF algorithm assumes all reconstructed particles, jets, and other objects to originate
from the same hard interaction. However, as protons at the LHC are accelerated and brought
to collision in bunches, as discussed in section 4.1, multiple scatterings during the same
bunch crossing are inevitable. These additional scatterings cause tracks and energy deposits
in the detector and contaminate the detector readout, assumed to be from the hard interaction.
Such additional detector activity within one bunch crossing is called in-time pileup (PU).
Accordingly, out-of-time PU is activity in the event, which originates from the previous
or the next bunch crossing. The former can happen if the detector is read out before the
calorimeter is “cooled down”, meaning the signal present from the previous bunch crossing
is not yet depleted. The latter happens, if the integration time of the measurement is too
long, continuing the measurement when the next bunch crossing already occurs.
Such effects have to be taken into account in the later analysis of the events. Concerning
jets, such algorithms are discussed in section 5.1.2. As the clustering and the reconstruction
of the jets, however, happens before the analysis, jets have to be corrected for the offset in
their energy due to PU, as will be discussed in section 5.3.1.

4.5. Data Tiers

Events are stored as collections of their particles and associated information, following
the Event Data Model (EDM) in root-files [29], a compressed file-format which provides
tree-like access to the contents of the events. With several successive data tiers, starting from
low-level detector readout to reconstructed and calibrated physics objects ready for high-level
analysis, different degrees of detail are provided to perform physics studies. Owing to the
different amounts of information contained, the data tiers vary widely in their size. The
following discussion is based on reference [26].

4.5.1. Recorded Data

The detector readout after passing through the L1 and the HLT is called RAW. As mentioned
before, in this data tier, each event has a size of approximately 1.5MB. It is used as input
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for the reconstruction, which produces the RECO data tier as output. In the latter, roughly
0.25MB are stored per event, containing very detailed information of the included objects.
For physics data analysis, the Analysis Object Data (AOD) data tier is derived. It also
contains the reconstructed objects, but the degree of detail of the information is decreased.
Because of this, the size can be reduced to 0.05MB per event. AOD is the first data tier
viable for use in physics analysis.
Even more reduced data tiers called MINIAOD and NANOAOD, in order of decreasing
storage size per event, are derived from AOD and MINIAOD, respectively. The contained
objects store less detailed reconstruction information but are already highly optimized for
standard physics analyses. This means, particles are already corrected for all known detector
and reconstruction inefficiencies as known at the time of production of the files, or at least
the correction factors are provided with the events. Preparing the data this way reduces the
time needed to process an event in the final analysis but especially decreases the amount of
data that needs to be transferred from storage to the machine running the analysis.
However, as information is heavily condensed, specific analyses might require additional
information on specific objects that are not provided in the basic NANOAOD. This is
approached by providing analysis group specific versions of the NANOAOD data tier, which
are augmented with the necessary information.

4.5.2. Monte Carlo Simulations

Events are simulated starting from the fundamental inelastic scattering of the protons.
The final state particles emerging from the hard interaction undergo parton-showering,
hadronization, and underlying event simulations using e.g. PYTHIA8 [30] or HERWIG [31,
32]. The result is referred to as particle-level. The last stage also including the simulation
of the detector’s response using e.g. GEANT4 [33], called detector-level, completes the data
tier GENSIM. Additional pileup collisions following the expected pileup distribution are
simulated and overlayed. This is the lowest level data tier concerning MC simulated data.
The different levels in GENSIM are crucial in gaining a better understanding of the detector
response by comparing them to later stages in reconstruction.
Now, at a stage corresponding to the raw detector readout, reconstruction can take place
as with RAW when handling recorded data. The output is appropriately referred to as
RECOSIM, the postfix “SIM” indicating that the data is simulated. Subsequent data tiers
are derived, adhering to the same data flow of reconstruction algorithms and data reduction
as above, while suffixing the names with “SIM”.
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As discussed in chapter 3, the interacting particles at the LHC are not the protons themselves
but rather their constituents, the quarks and gluons. Owing to their nature of interacting
strongly, in combination with the high energies at which collisions take place at the CMS
experiment, quarks and gluons hadronize close to the interaction point (IP) and generate
numerous “streams of particles” that traverse the detector. These streams are called jets and
can be used to study the underlying processes. They often originate from the hard interaction
process, including also radiative processes before or after the collision.
In this chapter, the reconstruction of such jets, starting from PF candidates as introduced
in section 4.4, is described. As these jets, however, are highly intricate and measurements
from different detector components are combined for their reconstruction, great care has
to be taken to understand and consequently calibrate the detector response. The multilevel
energy calibration process is outlined in the following with a focus on the derivation of the
level 3 absolute residual corrections using events in which such a signature of interest is
paired with a Z boson, decaying into a pair of electrons or muons.

5.1. Jets

The particles in the final state created in a collision at the LHC, which are stable enough
to interact with the detector material, are either charged leptons or the hadrons originating
from the hadronization process of quarks and gluons, due to the phenomenon called color
confinement as introduced in section 3.2. Those hadrons, owing to the momentum of the
initiating quark and momentum conservation, travel in the same direction in the detector,
forming a collimated stream of particles. This object, leaving a complex detector signature,
is called jet. The reconstruction of jets is done using jet clustering algorithms, described
below. These jets can then be used to study the properties of the initiating quark.
Depending on the underlying process, jets can be very numerous in the event. With their
energies often reaching several hundred GeV, they are most important to get a handle on the
kinematic properties of the event. Gaining a thorough understanding of jets in the detector
is significant for mostly all analyses.
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5.1.1. Jet Clustering Algorithms

Jets are composite objects, which are built from the reconstructed PF candidates as introduced
in section 4.4.1. These types of jets are referred to as reconstruction-level or detector-level
jets. With MC simulations, the stable particles at the end of the simulation chain prior to the
detector simulation can also be used as an input to the jet clustering algorithms discussed
in the following. As these objects are composed of the stable particles, they are called
particle-level jet and can be studied with great detail up to the constituting particles.
The jet clustering algorithm takes the individual PF candidates or MC particles and combines
them to form the jets. The combination depends on the transverse momenta of the constituents
𝑝𝑖T and their separation to each other in the 𝜂-𝜑-plane. This separation Δ𝑅𝑖𝑗 is defined by:

Δ𝑅2
𝑖𝑗 =

(

𝜂𝑖 − 𝜂𝑗
)2 +

(

𝜑𝑖 − 𝜑𝑗
)2 . (5.1)

In the most common sequential recombination jet algorithms [34] the distance between two
particles 𝑖 and 𝑗 is defined as

𝑑𝑖𝑗 = min
(

𝑝2𝑎T, 𝑖, 𝑝
2𝑎
T, 𝑗

) Δ𝑅2
𝑖𝑗

𝑅2
. (5.2)

The radius parameter 𝑅 determines the size of the jets, hence defining the minimal distance
of two jets and can be freely chosen.
The clustering is performed sequentially, starting with the pairwise distances 𝑑𝑖𝑗 of all
candidates, as well as the candidates’ distances to the beam 𝑑𝑖𝐵, which is defined by

𝑑𝑖𝐵 = 𝑝2𝑎T, 𝑖. (5.3)
Following this metric, the closest candidates (𝚤, 𝚥) are merged into the object 𝑘 by adding the
respective four-vectors. This object is added to the list of candidates, and the constituents 𝚤
and 𝚥 are in turn removed. If the minimal distance is 𝑑𝚤𝐵, the candidate 𝚤 is defined as a jet
and also removed from the list of candidates. This process is repeated until all candidates
are assigned to jets.
The parameter 𝑎 is used to decide in which order the candidates are effectively merged.
Depending on the sign of 𝑎, the algorithm starts by clustering either the softest or hardest
candidates in terms of transverse momentum. With 𝑎 = 1, the clustering starts with the
softest candidates, which is called the 𝑘T-algorithm. [35] With 𝑎 = 0, the clustering does
not depend on the transverse momentum of the candidates but rather only considers their
distance in the 𝜂-𝜑-plane. This is the so-called Cambridge/Aachen algorithm. [36, 37]
With 𝑎 = −1, hard particles, i.e. particles with large momenta, are preferred in the ordering
of the clustering algorithm. This is the so-called anti-𝑘T-algorithm. [34]
Jet clustering algorithms should be collinear and infrared safe. Collinear safety means that
any of the four-vectors in the jet can be divided into multiple vectors, which add up to the
original one, without changing the result of the clustering. An infrared safe algorithm allows
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5.1. Jets

(a) Collinear splitting (b) Soft emission

Figure 5.1.: Examples for a collinear (a) and infrared (b) unsafe jet clustering. A collinear-safe jet clustering
algorithm is not susceptible to the collinear splitting of the four-vector of any of its constituents. In the example,
the jet would not be clustered if the central four-vector is split. Infrared safe algorithms do not change the jets
if soft particles are added. Here, because of the added soft particle, the algorithm erroneously merges the two
clustered jets. Figure adapted from reference [13].

for an arbitrary number of low energetic particles to be added anywhere to the event without
changing the outcome of the clustering algorithm, i.e. the number of jets and their properties
do not change by adding “infrared” particles. The above described jet clustering algorithms
are called sequential recombination algorithms and both are collinear and infrared safe.
Examples for collinear and infrared unsafe jet clusterings are illustrated in fig. 5.1.
The default jet clustering algorithm at the CMS experiment is the anti-𝑘T-algorithm with
the radius parameter 𝑅 = 0.4, which is also used in the later analysis. For certain studies,
however, anti-𝑘T clustering with a radius parameter of 𝑅 = 0.8 is also used.

5.1.2. Pileup Mitigation

To suppress the contribution from pileup (PU), as introduced in section 4.4.2, to the jet
energy, CMS has established two different approaches: charged hadron subtraction (CHS)
and pileup per particle identification (PUPPI). [38] Both aim at removing particles from PU
events from the clustering in order to better describe the event. In terms of PU mitigation,
the vertex with the largest sum of 𝑝2T of associated objects is called leading vertex (LV). An
object is considered “associated” if its track was used in fitting the vertex as introduced in
section 4.4.
The most used algorithm to remove in-time PU at the CMS experiment is charged hadron
subtraction (CHS). The algorithm associates each charged candidate to a primary vertex
and removes the ones originating from PU vertices, i.e. not the LV. CHS helps to drastically
reduce the contribution of PU vertices to the jet energy.
CHS, however, is only able to reduce the impact of charged particles contributions. Contri-
butions from neutral particles are alleviated per event by subtracting the average estimated
over numerous events. An approach seeking to improve on this is the PUPPI method. It
assigns each candidate a weight on how likely it originates from the primary vertex. Tracks
from charged candidates are checked if they originate from the primary vertex or close to
it. If so, they are assigned a weight of 1, if not, a weight of 0. For neutral candidates, a
𝑝T-weighted distance to all other candidates is calculated and transformed into a probability
to originate from the primary vertex.
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Pileup Jet Identification

Pileup jets can, although individually rather soft, add up to jets which are reconstructed as
objects with substantial 𝑝T. Such jets contaminate the event and need to be removed. By
checking each jet’s compatibility with the primary interaction vertex of the event, PU jets
originating from a single PU vertex can be identified. If a jet, however, contains particles
from multiple PU vertices, it has a different shape which can be used to distinguish such jets.
Generally, several jet properties are used in multivariate analysis techniques to identify PU
jets.

5.2. Missing Transverse Momentum

The partons participating in the collisions at the interaction point have negligible transverse
momentum. Because of this, the final state particles are expected to be balanced in the
transverse plane:

0 =
∑

final stateparticles 𝑖

𝑝𝑖T. (5.4)

However, as not all particles can be detected and detector noise and PU spoil the measure-
ments of single collision events, eq. (5.4) with any measurement is essentially never fulfilled.
The following discussion loosely follows reference [39].
The imbalance is accounted for with the quantity missing transverse momentum (MET),
𝑝miss
T . A commonly used definition is

𝑝miss, raw
T = −

∑

𝑖∈all
𝑝𝑖T, (5.5)

which is called raw MET and sums over all particles. This, however, includes particles not
directly measurable, i.e. “true” imbalances in the transverse plane, but also contributions
due to detector noise, reconstruction inefficiencies, faulty detector components, and miscali-
brations. To correct the raw MET to converge to the true MET, CMS has several levels of
correction, which are applied on top of the raw MET and filters to sift badly reconstructed
events, as described in the following.

5.2.1. MET Corrections

Besides the raw MET, eq. (5.5), other types of METs are defined for user analysis. First, the
set of particles that is summed over is split into reconstructed jets and unclustered particles

𝑝miss, raw
T = −

∑

𝑖∈jets
𝑝𝑖T −

∑

𝑖∈uncl.
𝑝𝑖T. (5.6)
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5.2. Missing Transverse Momentum

Next, replacing the raw reconstructed jets with the corrected jet collection (denoted by the
superscript JEC) yields the so-called type-I corrected MET

𝑝miss, type-I
T = −

∑

𝑖∈jets
𝑝𝑖, JEC
T −

∑

𝑖∈uncl.
𝑝𝑖T (5.7)

= 𝑝miss, raw
T −

∑

𝑖∈jets

(

𝑝𝑖, JEC
T − 𝑝𝑖, raw

T

)

. (5.8)

Another type of MET is obtained by replacing the reconstructed objects with CHS corrected
objects (denoted by the superscript CHS) in the definition of the raw MET. This gives the
type-0 MET

𝑝miss, type-0
T = −

∑

𝑖∈all
𝑝𝑖,CHS
T . (5.9)

As stated above, this is not necessarily a good correction of the MET, as it considers only
charged particle contributions. For a more thorough description, it is assumed that the sum
of true transverse momenta for PU equals zero. Furthermore, the energy of neutral PU is
presumed to be scaled by a factor 𝑅0. With this, the type-0 MET can be written as

𝑝miss, type-0
T = 𝑝miss, raw

T +
(

1 − 𝑅0)
∑

𝑖∈ch. PU
𝑝𝑖T. (5.10)

However, it must be kept in mind that applying both corrections, type-I and type-0, to the
raw MET can overcorrect some particle candidates. This is expected to be negligible.

5.2.2. MET Filters

MET is interesting for many physics processes, hence its correct description is of major
importance for many analyses. As imbalances can also originate from detector noise, beam
halo, or reconstruction deficiencies, those have to be identified. Major effort is put into
developing algorithms for the detection of this “fake MET”. For end-user analysis, a set of
filters is provided for easy removal of events with such contributions to the MET.
In the later derivation of the level 3 residual corrections, the following filters, described in
more detail in reference [39], are applied on recorded and simulated events:
goodVertices This filters events with vertices not compatible with certain quality criteria.
globalSuperTightHalo2016Filter This filter suppresses events with significant contributions

from particles from the beam halo, interacting with calorimeter cells.
HBHENoiseFilter and HBHENoiseIsoFilter These filters act on HCAL channels, removing

events with anomalous energy deposits. The latter additionally uses ECAL channels
to identify activity in HB and HE which does not match tracker measurements.

EcalDeadCellTriggerPrimitiveFilter This filter suppresses events with underestimated en-
ergy, due to defective ECAL cells.
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Applied to data

Applied to MC simulation

Reconstructed
Jets

Pileup
offset

Simulated
response
(𝑝T, 𝜂)

Relative
Residual (𝜂)

Absolute
Residual (𝑝T)

Flavor Calibrated
Jets

Figure 5.2.: The factorized workflow of the jet energy calibration. Sequential correction factors target different
effects. Some corrections are derived in bins of 𝑝T and 𝜂 as indicated. Residual corrections are applied only
on data. The figure is adapted from [40].

BadPFMuonFilter This filters events with muons of low reconstruction quality and high
transverse momentum.

5.3. Jet Energy Calibration

Starting from PF particles, jets are clustered using the jet clustering algorithms discussed
above in section 5.1.1. As such, jets are very sensitive to measurements of the energy of the
comprising particles but also to effects like pileup and the underlying event. The energy of
the jet has to be corrected for those effects, as discussed in the following. This workflow is
called the jet energy calibration (JEC).
The correction of the jet energy at the CMS experiment is done in a factorized approach. First,
using data and simulated events, corrections for the contribution of pileup are derived. Then,
corrections of the detector response are determined. Those are referred to as level 1 (L1)
and level 2/level 3 (L2L3) corrections, respectively. Residual differences are mitigated in
the steps afterwards with data-driven methods using dijet (level 2 residuals, L2Res) as well
as 𝛾 + jet, Z + jet, and multi-jet events and the two jets from a hadronically decaying W
boson from semileptonic 𝑡𝑡 events (level 3 residuals, L3Res). The complete workflow from
reconstructed, uncalibrated jets to energy corrected, calibrated jets, ready for user analysis,
is shown in fig. 5.2. Indicated in the figure is the optional step in which flavor-dependent
corrections are applied on the jets. These corrections are not derived in the jet energy
calibration in the current version.
This factorized approach can be written as

𝑝corr =  ⋅ 𝑝raw, (5.11)
with the correction factor

 = 𝐶L1(𝑝raw
T ) ⋅ 𝐶L2L3(𝑝′T, 𝜂) ⋅ 𝐶L2Res(𝜂) ⋅ 𝐶L3Res(𝑝′′T). (5.12)

Denoted like this, the transverse momenta used for derivation of the different correction
levels are corrected with up to the respective correction level, that means 𝑝′T = 𝐶L1 ⋅ 𝑝raw

Tand 𝑝′′T = 𝐶L2L3 ⋅ 𝐶L2Res ⋅ 𝑝′T.
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5.3.1. Pileup Offset Corrections

As described in section 4.4.2, traces from other collisions of the same bunch crossing (in-
time), as well as contributions due to a finite reaction time of the detector and the readout from
collisions from previous and subsequent bunch crossings (out-of-time), can contaminate the
event. The first way of mitigating such pileup contributions is the CHS method, as described
in section 5.1.2. Remaining contributions to the jet energy are called pileup offset. The
level 1 pileup offset corrections aim at reducing this effect. This is accomplished through
the hybrid jet area and random cone methods.
The correction factor of the hybrid jet area method is defined as

𝐶PU, hybrid
(

𝑝raw
T , 𝜂, 𝐴, 𝜌

)

= 1 −

[

𝜌0(𝜂) + 𝜌𝛽(𝜂)
(

1 + 𝛾(𝜂) log
(

𝑝raw
T

))]

⋅ 𝐴
𝑝raw
T

, (5.13)

with the jet area, 𝐴, its transverse momentum, 𝑝T, and its pseudorapidity ,𝜂. The offset
energy, 𝜌, is determined per event by comparing multi-jet samples, simulated with and
without PU, as the average 𝑝T-difference of the jets in bins of 𝜂 and 𝜑. The parameters 𝜌0(𝜂),
𝛽(𝜂), and 𝛾(𝜂) relate the correction to the pseudorapity.
Remaining offsets in data are mitigated with the random cone method. For this, a zero-bias
sample is used, which consists of events triggered randomly. In the events, jets are clustered
in cones placed randomly in the 𝜂 − 𝜑-plane. The average transverse momentum of these
jets is thus assumed to be mainly from PU, disregarding noise. The obtained distribution
of the average transverse momentum can then be compared to simulation and the resulting
scale factor used to correct data.

5.3.2. Simulated Response Corrections

The second step in the factorized approach of calibrating the jet energy corrects for mis-
modelings in the MC simulation of the detector response. For this, reconstructed jets are
matched to the initiating generator level particle using the Δ𝑅-metric in the 𝜂-𝜑-plane
defined in eq. (5.1). The response is defined as the ratio of the transverse momentum of the
reconstructed jet and the transverse momentum of the corresponding particle on generator
level:

𝑅L2L3 =
𝑝reco
T

𝑝gen
T

. (5.14)

It is derived in bins of particle level transverse momentum 𝑝gen
T and 𝜂. The correction factors

are obtained per bin by averaging the responses within those bins:

𝐶L2L3 = 1
⟨𝑅L2L3⟩

[

𝜂, 𝑝gen
T

] . (5.15)
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5.3.3. Residual Corrections

The preceding levels of the JEC assume a good description of the detector and its response
in the generation of the MC simulation samples. Residual differences due to shortcomings
in the MC simulation samples, are hence alleviated using data-driven methods. For this,
well-known physics observables like masses are used for calibration. Responses are defined
in two different ways, which are explained in the following.

𝗽𝗧-balance A straightforward approach to balance the probe jet against a reference ob-
ject that can be measured precisely is called 𝑝T-balance or direct balance. Assuming no
additional objects, the response is determined by measuring the transverse momenta of two
objects in a back-to-back topology. The response is then defined by the ratio of the probe
and the reference object:

𝑅𝑝bal
T

=
𝑝probe
T

𝑝ref
T

. (5.16)

The simplicity of this, however, has the obvious drawback of being prone to the existence of
imbalances in the transverse plane. Missing transverse energy for example can introduce
large biases in the responses. To get a handle on this and to be able to extrapolate the
corrections for ideal event topologies, a measure on additional jet activity is introduced as

𝛼 =
𝑝jet3
T

𝑝avg
T

, (5.17)

where 𝑝jet3
T is the transverse momentum of the third-hardest jet and 𝑝avg

T is the average
momentum of the two leading jets. By selecting only events with a value of 𝛼 lower than a
certain threshold, events with a close to ideal event topology are used for analysis.

MPF A different approach is the missing transverse energy projection fraction (MPF). For
this, again, an ideal back-to-back event topology on generator level is assumed:

𝑝gen, ref
T + 𝑝gen, probe

T = 0. (5.18)
However, when measuring the objects, the responses are scaled by detector response fac-
tors, 𝑅ref and 𝑅probe. These non-ideal responses manifest in a missing transverse energy
component

0 = 𝑝miss
T + 𝑅ref ⋅ 𝑝

gen, ref
T + 𝑅probe ⋅ 𝑝

gen, probe
T . (5.19)

With the assumption of accurately known reference objects, i.e. 𝑅ref = 1 and 𝑝gen, ref
T = 𝑝ref

Tas well as eq. (5.18), eq. (5.19) reads
0 = 𝑝miss

T + 𝑝ref
T − 𝑅probe ⋅ 𝑝ref

T ,
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from which the response factor 𝑅MPF = 𝑅probe can be derived as

𝑅MPF = 1 +
𝑝miss
T ⋅ 𝑝ref

T
(

𝑝ref
T
)2

. (5.20)

With this response definition, additional jet— or in this case also called second jet— activity
is defined by

𝛼 =
𝑝jet2
T

𝑝ref
T

. (5.21)

Relative Residual Corrections

Relative corrections on the jet energy are derived using jets from the central region, i.e.
|𝜂| < 1.3, where the detector is assumed to be more accurate in measuring the energies of
jets. Using the 𝑝T-balance method on dijet events, a jet at arbitrary 𝜂 is balanced against
a reference jet within the central region. The correction factors are obtained in bins of 𝜂,
comparing responses in data and MC simulation.

Absolute Residual Corrections

On top of the relative corrections, absolute corrections are applied. These level 3 absolute
residual corrections determine the absolute jet energy scale. For this, jets are balanced
against other well known and precisely measurable objects within the central region. As
described above, at CMS, 𝛾 + jet, Z(→ 𝑒𝑒∕𝜇𝜇) + jet, and multi-jet events as well as the two
jets from a hadronically decaying W boson from semileptonic 𝑡𝑡 events are used to derive
𝑝T-balance and MPF responses. Both of the responses rely on the balance of the objects
in the transverse plane, with MPF including the missing transverse momentum 𝑝miss

T . To
account for these event topologies, the responses are determined in bins of additional jet
activity 𝛼 so as to extrapolate the corrections to no additional activity in the event: 𝛼 → 0.

5.4. Absolute Residual Corrections with Z + Jet Events

This section discusses the derivation of the absolute residual corrections as just introduced
using events with a jet in association with a Z boson. In this analysis, the Z boson decays
in a pair of electrons (𝑒𝑒) or a pair of muons (𝜇𝜇). The calibration is performed with data
taken in 2018 during Run II of the LHC. The (ultra-)legacy re-reconstruction (UL) with
updated detector calibrations and simulations was used.

33



5. Jets in CMS and the Jet Energy Calibration

5.4.1. Event Samples and Selection

The data samples used for the calibration in this analysis were recorded at a center-of-mass
energy of √𝑠 = 13TeV with the CMS detector. The integrated luminosity of the data
samples is 59.83 fb−1. An overview of the datasets is given in table A.1 in the appendix.
The samples in year 2018 were recorded in four different eras, which are referred to as “A”,
“B”, “C”, and “D”. Within an era, no significant changes in the experimental conditions are
expected, and the data recorded in a single era should be able to be treated equally.
Data samples at CMS are provided in primary datasets. This is a collection of events, passing
one of certain trigger selections, hence enriched with specific types of events. [41] The
datasets selected for this analysis are chosen to contain events with the relevant final state
particles, especially a pair of muons, DoubleMuon, or a pair of electrons or photons. For
2018, a DoubleEG dataset, the corresponding trigger path for a pair of electrons or photons,
was not available. Therefore, the more inclusive EGamma dataset was used. It includes
at least a single electron or photon and will be skimmed for events containing a pair of
electrons or photons later in the analysis.
For comparison to the recorded data, simulated events pass through the analysis the same
way as recorded events do. The simulated MC sample, given in table A.2 in the appendix, is
generated using PYTHIA8 [30] and MADGRAPH [42] as an event generator with the CP5-
tune [43]. Pileup events are generated as additional events from an estimated underlying
distribution and added to the event contents.

Pileup Reweighting

When generating the MC simulations, for each event, the number of pileup interactions,
𝜇, is drawn from a distribution that is expected in data. At CMS, this is done with the
minimum-bias cross-section of 𝜎min bias = 69.2mb. However, the true number of pileup
interactions cannot be known before data taking. To account for the differences between
the simulated and the measured pileup distributions, simulated MC events are assigned a
pileup-weight. The weights are derived in bins of 𝜇, reweighting the number of simulated
events 𝑁𝜇𝑘

MC in bin 𝑘 to the number of events observed in data, 𝑁𝜇𝑘
data, in the same bin 𝑘,

yielding
𝑤k,PU =

𝑁𝜇𝑘
data

𝑁data
⋅

(

𝑁𝜇𝑘
MC

𝑁MC

)−1

. (5.22)

Jet Identification

Jets are clustered from the PF candidates, using the algorithms discussed in section 5.1.1.
The jet ID used at CMS aims to identify valid jets while suppressing fake ones. A fake jet is
an object that is not a jet, but leaves detector signatures comparable to a jet and is therefore
falsely reconstructed as one.
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For the jet ID, several selections are performed on the constituting objects. Fractions of
the total energy of the jet of different particle types are determined and have to fulfil the
criteria given in table 5.1. Because of the different regions in the detector, the jet ID is
binned in pseudorapidity-regions of the jet. For some of the regions criteria on the number
of constituents of the jet, the charged multiplicity, or the number of neutral particles are also
given.

Muon and Electron/Photon Corrections

The derivation of the level 3 residuals requires well described electrons and muons. Hence,
corrections are applied before using them for the calibration of the jet energy scale. Muons
are corrected for detector misalignments, biases in the reconstruction algorithms, and uncer-
tainties in the magnetic field using the so-called “Rochester” corrections. [44] These are
provided centrally by the corresponding muon working group [45].
For electrons and photons, correction factors are also provided to correct for differences
between MC simulations and data. For the particles, the energy is scaled to match the energy
in the MC simulation, while the resolution in the MC simulation is smeared in order to
match the resolution in data. A more detailed discussion can be found in [46]. Again, these
corrections are provided centrally by the respective E/𝛾 working group [47].

Event Selection

The CMS collaboration provides a file, commonly called “golden JSON”, that lists the
events certified by the experiment for use in data analysis. The file excludes periods of data
recorded when the quality might be compromised because the accelerator, detector, or DAQ
were not working properly. For the legacy campaigns of the year 2018, the valid events
correspond to an integrated luminosity of 59.83 fb−1.
For the analysis at hand, events have to be selected which fulfill the very specific topology
required for the calibration task. The objects needed for determining the level 3 absolute

Table 5.1.: The CMS jet identification requirements for anti-𝑘T reconstructed CHS jets with radius parameter
𝑅 = 0.4 (AK4CHS) for the data taking period of 2018.

|𝜂| ≤ 2.4 2.4 < |𝜂| ≤ 2.7 2.7 < |𝜂| ≤ 3.0 3.0 < |𝜂| ≤ 5.0

Neutral hadron fraction < 0.90 < 0.90 – > 0.2
Charged hadron fraction > 0 – – –
Neutral EM fraction < 0.90 < 0.99 > 0.01 and < 0.99 < 0.9
Charged EM fraction < 0.80 < 0.80 – –
Muon fraction < 0.80 < 0.80 – –
Number of constituents > 1 – – –
Charged multiplicity > 0 – – –
Number of neutral particles – – > 1 > 10
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residual corrections are a jet and the reference object, in case of this analysis, a Z boson.
The latter is reconstructed from two leptons, 𝑒𝑒 and 𝜇𝜇, hence a careful selection for these
objects is also necessary.
The event is expected to have at least one jet, 𝑁jet ≥ 1, and the leading jet has to pass the
jet ID requirements, as given in table 5.1. The jets used for the determination of the level 3
absolute residual corrections are corrected with all the correction levels preceding the one
to derive.
The Z boson and the lepton pair it is reconstructed from have to fulfill several criteria to be
selected for analysis:

• In the muon channel, events have to pass the di-muon trigger path HLT_Mu17_TrkIso-

VVL_Mu8_TrkIsoVVL_DZ_Mass8, requiring one muon with transverse momentum
𝑝𝜇1T > 17GeV and a second muon with transverse momentum 𝑝𝜇2T > 8GeV. Their in-
variant mass has to be greater than 8GeV. Additionally, muons have to pass the muon
identification and PF isolation as described in [48] at the tight working point. In the
offline selection after the full reconstruction, the two muons have to pass 𝑝𝜇T > 20GeV
yielding high trigger efficiencies. Furthermore, only events where the two leading
muons are in the tracker region (|𝜂𝜇| < 2.3) are considered.

• In the electron channel, the selection is analogous: Events have to pass the di-electron
trigger path HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL, requiring a transverse mo-
mentum of 𝑝𝑒1T > 23GeV (𝑝𝑒2T > 12GeV) for the leading (sub-leading) electron. With
the same reasoning as above, the two leading electrons in the offline selection have to
fulfill 𝑝𝑒T > 25GeV. Both electrons have to pass the cut-based electron identification
at the tight working point as described in reference [49]. In this channel, only events
with the electrons in the pseudorapidity range |𝜂𝑒| < 2.4 are considered.

• In both channels, selection requirements apply on the Z boson, as reconstructed from
the two leptons: To be able to calibrate in a well-known region, the mass of the
reconstructed Z boson, 𝑚𝑍 , must not deviate too much from the literature value, 𝑚PDG

𝑍 :
|

|

|

𝑚𝑍 − 𝑚PDG
𝑍

|

|

|

< 20GeV. Furthermore, it is required to have a transverse momentum
of 𝑝𝑍T > 15GeV. With respect to the leading jet in the event, the Z boson also has to
fulfill ||

|

|

|

|

𝜑𝑍 − 𝜑jet1
|

|

|

− 𝜋||
|

< 0.44. This so-called back-to-back-cut ensures that the Z
boson indeed balances the leading jet. Also, the additional jet activity 𝛼 measured
by the transverse momentum of the sub-leading jet should not exceed the transverse
momentum of the Z boson: 𝑝jet2

T ∕𝑝𝑍T < 1.

5.4.2. Input Distributions

For the correct derivation of the level 3 absolute residual correction responses, a validation of
the input distributions is important. In the following, some variables of interest characterizing
the leading jet, the Z boson, and the missing transverse momentum are presented, each in the
di-electron and the di-muon channels. In all cases only shape comparisons are performed,
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Figure 5.3.: Distributions of the transverse momentum of the leading jet, shown on the left in the di-electron,
on the right in the di-muon channel. MC distributions are normalized to the integral of the recorded data to
allow for shape comparisons.

as absolute event counts are not relevant here. Distributions in the simulated MC sample are
normalized to the integral of the recorded data for this study. All distributions are shown
after the application of the corrections and the selection criteria given above.

Leading Jet

Figures 5.3 and 5.4 show the distributions of the transverse momentum 𝑝T and the pseudora-
pidity 𝜂 of the leading jet, respectively. The transverse momentum shows an overabundance
of recorded events at lowest 𝑝T. This might indicate an underestimation of PU, resulting in
the modulation of the distribution, when normalizing to data. The individual eras behave in
a similar way.
The pseudorapidity is reasonably well described. The modulation will be absorbed by the
global fit, discussed later, when deriving the global JEC factors in bins of 𝜂.

Z Boson

As in the derivation of both responses, MPF and 𝑝T-balance, the Z boson is used to calibrate
the leading jet, it is important for it to be well reconstructed. In figs. 5.5 and 5.6 the
distributions of the transverse momentum and the invariant mass of the reconstructed Z
boson are shown.
As with the leading jet 𝑝T, the distribution of the transverse momentum of the Z boson shows
a modulation. A shift in the mass scale of the reconstructed Z boson can be observed in both
channels and all runs. This indicates that corrections on the energy scales of the leptons
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Figure 5.4.: Distributions of the pseudorapidity of the leading jet, shown on the left in the di-electron, on the
right in the di-muon channel. MC distributions are normalized to the integral of the recorded data to allow for
shape comparisons.
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Figure 5.5.: Distributions of the transverse momentum of the reconstructed Z boson, shown on the left in
the di-electron, on the right in the di-muon channel. MC distributions are normalized to the integral of the
recorded data to allow for shape comparisons.

used to reconstruct the Z boson are underestimated. This shift in the energy scale results in
slightly distorted level 3 jet energy calibrations. Both effects will be mitigated in the final
global fit when combining the Z + jet channel with all other analyses providing inputs to
the jet energy calibration. Because of this, small deviations are of no major concern at this
point.
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Figure 5.6.: Distributions of the mass of the reconstructed Z boson, shown on the left in the di-electron, on the
right in the di-muon channel. MC distributions are normalized to the integral of the recorded data to allow for
shape comparisons.

Missing Transverse Momentum

The distributions of the missing transverse momentum are shown in fig. 5.7. The MPF
method projects the reference object’s transverse momentum, in this case the Z boson, onto
the missing transverse momentum of the event to deduce the responses. Therefore, it is
favorable for the missing transverse momentum to be well described. The shape of the
simulated samples indeed agrees very well with what was recorded in data. A tendency
to overestimate events with low missing transverse momentum, however, can be observed
especially in runs A and C in both channels, which may be owed to contributions from PU
events not being completely mitigated, hence an underestimation of PU.

5.5. Derived MPF and 𝗽𝗧-Balance Responses

Using the data taken in 2018, corrected, selected, and validated as discussed above, the
responses of the 𝑝T-balance and the MPF methods are derived.
In fig. 5.8 the MPF responses for the level 3 residual corrections are shown. The responses
follow a roughly Gaussian shape, as is expected for detector responses. All individual runs A
to D, as well as the combined run ABCD already show very good agreement in the data/MC
ratio in both channels. However, there seems to be a slight shift towards smaller response
values in data.
In fig. 5.9 the 𝑝T-balance responses for the level 3 residual corrections are shown. The
responses are comparable for all runs, but the agreement with data is not as good as for the
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Figure 5.7.: Distributions of the missing transverse momentum in the events, shown on the left in the di-electron,
on the right in the di-muon channel. MC distributions are normalized to the integral of the recorded data to
allow for shape comparisons.
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Figure 5.8.: The responses derived with the MPF method on data taken in year 2018, shown on the left in
the di-electron, on the right in the di-muon channel. MC distributions are normalized to the integral of the
recorded data to allow for shape comparisons. The data-MC agreement is goof.

MPF method. The strong deviations at low values of the response in data is primarily due to
Z bosons being wrongly balanced against jets from PU, even though PU jet identification
and CHS are applied as introduced above.
Additionally, if the final state hadron, producing the jet in the detector, radiates off a gluon
with a significant energy fraction, the resulting particle shower might get reconstructed as
a separate jet, hence distorting the energy reconstruction of the final state hadron. This is
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Figure 5.9.: The responses derived with the 𝑝T-balance method on data taken in year 2018, shown on the left
in the di-electron, on the right in the di-muon channel. MC distributions are normalized to the integral of the
recorded data to allow for shape comparisons. The data-MC agreement is reasonable, considering the MC
samples are of leading order only.

called final state radiation (FSR) and causes the response to be shifted to smaller values.
Such radiation before the hard interaction is called initial state radiation (ISR).
As can be observed comparing figs. 5.8 and 5.9, the derivation of the MPF is significantly
more robust than 𝑝T-balance as it is less sensitive to PU jets and gluon radiation. Because of
this, the MPF method is given more weight for the derivation of the correction factors at the
CMS experiment.

5.6. Global Fitting Procedure and Validation

The responses, derived with the analysis in bins of the leading jet transverse momentum, 𝑝jet
T ,

and additional jet activity, 𝛼, are now used as inputs to a global fitting procedure performed
by the jet energy resolution and correction (JERC) group of the CMS experiment. The
“global fit” combines those responses with the responses derived in the analogous analyses
for the absolute level 3 residual corrections using 𝛾+jet and multi-jet events as well as the
analysis using the two jets from a hadronically decaying W boson from semileptonic 𝑡𝑡
events. For this, the MPF and 𝑝T-balance responses are extrapolated to 𝛼 → 0 to describe
the events with no additional jet activity. In a 𝜒2-fit the absolute level 3 residual corrections
are determined as a function of 𝑝jet

T .
The result of such a global fit is shown in fig. 5.10, taken from reference [50]. This jet
response can now be used to correct the absolute jet energy scale for data taken in year
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Figure 5.10.: The ratio of the jet response between data and MC simulations after the global fitting procedure
for year 2018. The global fit combines the responses derived with the Z + jet, 𝛾+jet, multi-jet, and 𝑊 → 𝑞𝑞′
analyses, performed by members of the JERC group. Figure is taken from reference [50].

2018. In combination with the relative level 3 residual corrections, they allow for a global
correction of the jet energy.
To validate the derived correction factors, in figs. 5.11 and 5.12 their mean values are shown
as functions of the transverse momentum of the Z boson and of the absolute pseudorapidity
of the leading jet. Each figure contains the distributions without residual corrections applied
(top row) and with residual corrections applied (bottom row). It can be observed that the
agreement of the data and the MC simulated distributions improves after the application
of the residual corrections and is generally within the 2.5% range. The agreement of the
𝑝T-balance response improves especially for 𝑝𝑍T > 20GeV. For smaller values of 𝑝𝑍T , the
agreement is not as good. The jets using such Z bosons as reference objects are themselves
of low transverse momentum. The description of such low energy jets, owing to PU, ISR,
and FSR effects, is often deteriorated, causing the slight disagreements for low energies.
In fig. 5.13 the ratios of the mean values of the MPF responses derived in data over the
ones derived in MC simulations are shown as a function of the transverse momentum of
the Z boson and the pseudorapidity of the leading jet for both channels. Especially in the
pseudorapidity region |𝜂jet1

| < 1.3, the agreement is very good. Only a few bins deviate
more than 3%. This is the detector region used for the derivation of the absolute residual
corrections. Outside this region, the agreement is not as good. As discussed above, for low
transverse momentum Z bosons, especially in the region at 𝜂 ≈ 1.3, where they transition
from barrel to endcap, the description is very poor.
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Figure 5.11.: Distributions of the MPF responses as a function of the transverse momentum of the Z boson,
shown on the left in the di-electron, on the right in the di-muon channel. The upper and lower plots show
the distributions without and with the level 3 residual corrections applied, respectively. MC distributions are
normalized to the integral of the recorded data to allow for shape comparisons.

Figure 5.14 shows the ratios of the mean values of the 𝑝T-balance responses derived in
data over the ones derived in MC simulations as a function of the transverse momentum of
the Z boson and the pseudorapidity of the leading jet for both channels. The agreement is
excellent, especially in the pseudorapidity region |𝜂jet1

| < 1.3. Only for high 𝑝𝑍T in a few
bins the deviation is more than 3%.
Overall, the good agreement of the responses, especially in the regions in which the responses
are derived in, validates the absolute level 3 residual corrections and makes them suitable for
use in physics analyses. The jet energy calibration resulting from the global fit, determined
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Figure 5.12.: Distributions of the MPF responses as a function of the pseudorapidity of the leading jet, shown on
the left in the di-electron, on the right in the di-muon channel. The upper and lower plots show the distributions
without and with the level 3 residual corrections applied, respectively. MC distributions are normalized to the
integral of the recorded data to allow for shape comparisons.

with the responses derived within this thesis are used in several analyses performed by the
CMS collaboration.
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Figure 5.13.: The ratios of the mean values of the MPF response in data over MC as a function of the transverse
momentum of the Z boson and the leading jet pseudorapidity, shown on the left in the di-electron, on the right
in the di-muon channel. Deviations of more than 3% are given numerically.
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Figure 5.14.: The ratios of the mean values of the 𝑝T-balance response in data over MC as a function of the
transverse momentum of the Z boson and the leading jet pseudorapidity, shown on the left in the di-electron,
on the right in the di-muon channel. Deviations of more than 3% are given numerically.
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High energy physics experiments generate a lot of data, which has to be analyzed at different
levels: Starting at the detector, at every moment enormous amounts of data are collected.
Trigger algorithms, as discussed in section 4.3, perform reconstruction tasks on a compute
farm to decide whether to keep an event. The data, passing these selections, is then stored
on permanent storage. On a global collaboration of computing centers, the so-called WLCG
which was already introduced in section 2.1, the data is then reconstructed, i.e. from the
raw detector data, a data format is derived in multiple steps, which is easily usable by
physicists to perform statistical data analysis of the billions of events. This process is
outlined in section 4.5. Furthermore, the, colloquially called, grid is also used for various
other computing tasks, such as Monte Carlo simulations, which are shortly discussed in
section 4.5.2. This constitutes an enormous need for computing resources. Also the analysis
of the simulated events as well as the recorded samples require computing resources. Cross-
section measurements, searches for new physics, signal strength measurements, or detector
calibration tasks, for example, need to process large datasets, containing thousands of files,
summing up to petabytes of data to transfer, handle, and analyze. All this results in very
diverse resource requirements for the computing infrastructure, which must be taken into
account.
The WLCG, provides a huge amount of such resources for performing analysis, but especially
for the two obligations, of official reconstruction, and MC simulation. For these tasks, the
experiments have dedicated groups, taking care of the planning, organization, and execution
of the campaigns. The groups work together closely with the respective groups responsible
for resource planning at the WLCG.
With these liabilities, the CMS experiment expects a shortage of computing time of a factor
of three to four in the worst case in 2034, when recording data in Run 5, starting in year
2032 as referenced in fig. 2.2 in chapter 2. Developments in different areas are expected to
alleviate this shortage:

1. The improvement of the implemented algorithms, the underlying software, and the
computing model.

2. General advances in hardware, especially CPU performance, and the usage of novel
hardware architecture like graphics processing units (GPUs).

3. Usage of additional, non-HEP resources.
Item 1 takes place continuously in the HEP community and the groups, implementing the
specifics of the tools used for analysis. Working packages were devised, which are addressed
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in experiment overarching teams already established and working efficiently as of today, e.g.
in Germany these developments are done within the project “Erforschung von Universum
und Materie” (ErUM) by the Bundesministerium für Bildung und Forschung (BMBF), the
German federal ministry of education and research. Other countries have their distinct
projects for the developments. Item 2 is of general concern, not only in high energy physics,
but improvements in CPU performance and the development of special accelerators, as e.g.
graphics processing units (GPUs) are of interest for many areas. In this chapter item 3,
the provisioning of additional resources, constituting one part of the ErUM project, is
discussed.
Research groups are normally associated with research institutes or universities, which
provide the groups with the necessary computing resources to their needs for tasks like data
analysis, or simulations. This is in addition to resources available to the groups e.g. from
their experiment collaborations, as the WLCG in case of HEP. Those sites are usually multi-
purpose, serving groups from different research areas with diverse needs. More resources
might be provided by further parties resulting in a number of sites for the groups to use. With
several sites, the user has to decide which site to use for which task at a given time. While
each additional site provides computing resources, it also leaves the user with a complex
decision to make.
As the sites are operated by different providers, the way how to access and how to use them
might differ widely. To gain access depends on the specifics of the policies, implemented at
each site. For further discussion on site policies, please refer to section 6.6. Also, each site
operates its distinct local resource management system (LRMS) to manage their resources.
All this adds another layer of complexity to the efficient usage of multiple of such different
sites.
In the end, the user has to decide, which sites to submit a specific workflow to. As each site
uses its own LRMS, the user also has to check, whether the site is available at the moment,
or whether it is busy running jobs from other users. More than that, by deciding for a specific
site and submitting the jobs to the LRMS of that site, the jobs will possibly be sitting in the
queue for some time, idling, even though resources might be available for processing jobs at
other sites.
To tackle all these challenges, KIT develops a resource management tool, using feedback
loops, to dynamically allocate resources at multiple sites whenever needed and to consolidate
all these sites within one system, providing a single point of entry to the various sites for
the user. The resource management tool, called COBALD/TARDIS [51, 52] integrates all
resources into one, common overlay batch system (OBS).

6.1. Batch Systems

Distributing large workflows, consisting of numerous computing payloads, over hundreds of
worker nodes, while ensuring fair allocation of resources to different users is task of a batch
system. Batch systems, well known in the context of high performance, and distributed
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computing, introduce several concepts to distribute the computing payloads to the worker
nodes, managing multiple users: [53]
Job or payload The central concept of most importance is the job, also referred to as payload.

It defines the executable and the resources needed for it to run. This includes the
number of CPU cores, the amount of memory and possible other resources, like disk
storage or accelerators like GPUs necessary to process the job. Often also an upper
limit on the expected wall-clock time of the jobs expected processing time has to
be provided. A workflow like an analysis, e.g., is most often split into a lot of jobs,
performing the same analysis on different input data files.

Queue The batch systems collects the submitted jobs in queues, servicing different user
groups and/or different resources. The jobs stay in their queues until they are processed.
By checking their queues, a user can also estimate how busy a batch system is.

Worker Nodes A worker node is the abstraction of the physical hardware, representing i.a.
CPUs, memory, disk. The machines integrated into the batch system are available for
processing the jobs, submitted by the user. Conditions can be implemented, which
jobs to accept for processing, as e.g. machines can be assigned only to specific queues,
or specific users. By using this abstraction, a machine can be taken out of the batch
system and disabled for job processing, without physically disabling it.

Scheduler The scheduler takes care of matching jobs from the queues to machines consid-
ering the jobs requirements, machine availabilities, and user priorities aiming at a fair
usage of the whole system. Specific policies can be implemented for the scheduling
process to follow, if e.g. a specific user should have higher priority.

The collection of all the involved machines, especially the worker nodes is often referred to
as pool. To increase the overall utilization of their resources while maintaining a fair share
of them between users, most sites have a batch system in place for the management of their
resources.

HTCONDOR

A very common batch system in HEP is HTCONDOR [54]. The HTCONDOR system operates
with several daemons, running on the involved hosts, taking care of the services the hosts
should provide. Users define jobs using the job description language (JDL) [55], a key value
based description of the job. After submitting the job to the HTCONDOR instance, several
daemons handle the management. The most important ones are
condor_master The condor_master is the main daemon, taking care of all other daemons

running on the host. When starting HTCONDOR, it starts all other daemons, the host is
configured to run, restarts them if needed, and periodically runs clean up campaigns.

condor_schedd When a user submits a job using the command “condor_submit”, the job
gets registered within the condor_schedd running on the submit host. When matching
jobs to resources, the set of condor_schedds are used to generate the queue.
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condor_shadow The condor_shadow is a lightweight process on the submit machine, rep-
resenting the job. It takes care of the file transfers of the executables to the worker
nodes, input files, output files, and redirects standard output and error.

condor_startd The condor_startd is the daemon running on the worker nodes. It starts
the jobs using the condor_starter and reports the status of the jobs to the condor_-

collector.
condor_starter Each job on the worker nodes is taken care of by a condor_starter. It

communicates with the condor_shadow on the submitter machine, transfers files, checks
the jobs status and reports it to the condor_shadow.

condor_collector The condor_collector obtains and provides information from several
HTCONDOR daemons. The condor_schedds and the condor_startds report the status
of their jobs and the worker nodes to the condor_collector. The information is then
used by the condor_negotiator.

condor_negotiator The matching of jobs to resources is performed by the condor_nego-

tiator. Taking care of the requirements of jobs and machines while also considering
user priorities, it decides which job to start on which resource.

6.2. Resource Management with COBALD/TARDIS

The resource management COBALD/TARDIS [51, 52] is developed at KIT to perform the
dynamic integration of sites for their transparent usage. The system integrates the resources
transparently in an OBS which acts as the single point of entry for the users. TARDIS
(Transparent Adaptive Resource Dynamic Integration System) uses the decision logic of
COBALD (COBALD – the Opportunistic Balancing Daemon) based on a feedback loop and
by this reacts on the decisions of the OBS, as discussed in the following.
Depending on the type of site being integrated, the resources allocation differs: For sites
using a LRMS, a placeholder jobs is submitted. Resources at sites using a cloud API for their
resource management are allocated by booting a placeholder virtual machine or container.
The term LRMS is used in the following in the context of integrated sites to better distinguish
from the OBS. A placeholder running on the resource of the integrated site, preparing it for
use within the OBS, is coined DRONE. The DRONE is a generalization of the pilot concept as
used e.g. with glideinWMS [56] within the WLCG.

50



6.2. Resource Management with COBALD/TARDIS

not
used

Suitability

Oc
cup

anc
y

𝑟𝑒
𝑠use

d
1

∕𝑟
𝑒𝑠

req
.

1

𝑟𝑒𝑠used
2 ∕𝑟𝑒𝑠req.

2

1

1

not used
Occupancy

Su
ita

bil
ity

𝑟𝑒
𝑠use

d
2

∕𝑟
𝑒𝑠

req
.

2

𝑟𝑒𝑠used
3 ∕𝑟𝑒𝑠req.

3

1

1

not used

Occupancy

Su
ita

bil
ity

𝑟𝑒
𝑠use

d
1

∕𝑟
𝑒𝑠

req
.

1

𝑟𝑒𝑠used
3 ∕𝑟𝑒𝑠req.

3

1

1

not
used

Suitability

Oc
cup

anc
y

𝑟𝑒
𝑠use

d
1

∕𝑟
𝑒𝑠

req
.

1

𝑟𝑒𝑠used
2 ∕𝑟𝑒𝑠req.

2

1

1

Suitability

Occupancy

𝑟𝑒𝑠used
1 ∕𝑟𝑒𝑠req.

1

𝑟𝑒𝑠used
2 ∕𝑟𝑒𝑠req.

2

𝑟𝑒𝑠used
3 ∕𝑟𝑒𝑠req.

3

1

1

1

Figure 6.1.: The metrics occupancy and suitability are determined per DRONE. They are a measure for how
well the jobs running at the moment fit with the integrated DRONEs. On the left, the determination of the
metrics, depicting the ratios 𝑟𝑒𝑠used∕𝑟𝑒𝑠req. as a multidimensional volume is shown. The green box shows the
volume provided by the DRONE, the dashed box shows the volume used by the jobs. On the right, multiple
DRONEs, each with several jobs are shown. The decisions by COBALD are then based on the pool average of
the metrics.

6.2.1. COBALD

COBALD assesses the fit of the current job mix to the currently integrated resources by
using the metrics

occupancy = max
𝑟𝑒𝑠∈

(

𝑟𝑒𝑠used
𝑟𝑒𝑠req.

)

, and (6.1)

suitability = min
𝑟𝑒𝑠∈

(

𝑟𝑒𝑠used
𝑟𝑒𝑠req.

)

. (6.2)

 is the set of resources to consider, it normally contains number of CPU cores, and amount
of memory, however, other resources as number of GPUs, amount of disk, or any other
measurable can be defined. The quantities 𝑟𝑒𝑠used and 𝑟𝑒𝑠req. correspond to the amount of
the various resources used by the jobs, running within the DRONE and requested by the
DRONE, respectively. With these definitions, occupancy is a measure for how much of the
DRONE is reserved by the jobs from the OBS, as in how much is actually occupied and
suitability measures how well the DRONE is utilized, i.e. how well it suits.
In this sense, a DRONE can be perceived as a multidimensional volume in a space spanned
by the resources in . Each job in turn occupies a fraction of this volume, decreasing the
remaining inner size of the DRONE. Another job can only fit, if its “shape” fits within the
remaining volume. DRONEs which are indistinguishable are grouped in a pool by COBALD
and the metrics are averaged per pool. The metrics per drone and per pool are depicted
in fig. 6.1. Based on these metrics, COBALD implements the logic when to increase the
number of DRONEs at a given site and when to release resources with a poor usage.
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Figure 6.2.: The feedback loop, COBALD/TARDIS uses to schedule resources. The users submit their jobs to
the OBS which dispatches them to all available nodes, including the DRONEs running at the different integrated
sites. COBALD uses the OBS to assess the metrics occupancy and suitability. Depending on these metrics,
the number of resources at the respective resource provider is increased by submitting resource requests to
the corresponding access point. The DRONEs starting up, are in turn integrated in the OBS. Figure is taken
from [58]

6.2.2. TARDIS

TARDIS performs the integration of the resources into the OBS and takes care of the whole
life cycle management of the individual DRONEs. The life cycle is described by the states, a
DRONE can be in: from booting state, over running, to stopped, deleted, and error. Through
generic functions, DRONEs get deployed, their status is checked, or they are released, as
discussed below.
TARDIS allows for a modular implementation of different types of sites and OBSs by pro-
viding abstractions for both. For a site to be able to be integrated using COBALD/TARDIS,
a SiteAdapter for the specific LRMS or cloud API has to be implemented. This is done
as a python-class providing asynchronous methods for deploying and stopping a DRONE,
getting its status and handling exceptions. The same is done to allow for different OBSs: a
python-class implements, how to integrate and disintegrate allocated resources, and how to
determine the metrics occupancy and suitability for COBALD to use.
In fig. 6.2 the way COBALD/TARDIS controls the number of resources integrated in the
OBS is shown: TARDIS periodically uses the OBS to measure the metrics occupancy
and suitability of the resources. In turn COBALD uses these metrics to decide whether to
increase or decrease the number of resources at a given site. The user submits their jobs to
the OBS as single point of entry, which dispatches them to the individual DRONEs integrated
into the OBS as worker nodes. This again has an effect on the metrics occupancy and
suitability and in turn affects the decisions made by COBALD/TARDIS. Rather than trying
to predict the resource needs as done in the predecessor ROCED [57], COBALD/TARDIS
is reacting on the decisions of the OBS, utilizing a feedback loop.
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6.2.3. COVID-19

The conceptual design of COBALD/TARDIS enables their use not only for the scheduling
of resources in the very specific HEP context, but rather allows to provide resources in a
more general meaning. When the COVID-19 pandemic broke out, a major research effort
was undertaken to understand the virus and find possible treatments of the disease caused by
the virus. For research in this area, the Folding@Home project [59] provides a distributed
computing infrastructure to which everyone can provide resources by running a specific
software on their own hardware. The Folding@Home software makes the resources available
to the distributed computing infrastructure and pulls the computing payloads, submitted by
the researchers, from central servers for processing on the local hardware.
With COBALD/TARDIS it was possible to dynamically provide institute resources to the
project when not needed otherwise. The setup allowed contributing roughly one hundred
CPU cores over the span of a couple of weeks, completing 49 109 work units, a measure of
the amount of resources provided by the project. This placed the institute on rank 4686 of
2 908 486 of the whole Folding@Home community. [60]

6.2.4. HTCONDOR Flocking

Another way of using resources from another HTCONDOR pool is to use the HTCONDOR
flocking mechanism. This is an HTCONDOR proprietary mechanism, allowing to define a
set of other HTCONDOR pools, which jobs can be forwarded to, if no match is found in the
local pool. A match is then looked for in any of the other pools, the local pool is configured
to flock to. The pools can be set up to flock in both directions. Using this mechanism has
the advantage of not needing any further software, however, only works with HTCONDOR
pools.
This mechanism was used to make the tier 3 analysis cluster TOPAS, which was designed to
be used for high throughput data analysis workflows, available for the users of the institutes
batch system. The latter was set up to flock to the HTCONDOR batch system, managing the
TOPAS resources. Further details on this setup can be found in references [61] and [62].

6.3. Site Requirements

In order to be able to be used for scientific workflows, sites have to meet very special
requirements. They have to provide users with the ability to access the resources in a way,
sensible for their workflows to run.
The sites also have to provide users with the ability to access their data for analysis, but
also give opportunity to store their results. The requirements to this vary heavily on the size
of the respective files. While small datasets summing up to a couple or tens of gigabyte
are often able to be stored on the site, processing large datasets in the range of terabytes
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or even more, requires a different solution. This is either a dedicated large scale storage
at the site or the possibility to use network to access external storages. Depending on the
other research infrastructure available to the researchers, the latter is normally preferable
for an easy integration with already established experiment storage. However, for this to
work reliably the network connection to the outside world, especially has to be reasonably
sized.
Such access to external resources like storages can give rise to other issues as specific
protocols might use non-standard ports. This is also a challenge with OBSs using non-
standard ports to connect e.g. the scheduler of the OBS to jobs running on the worker node
of the sites. Such ports have to be opened in the firewall of the respective site.
For the dynamic integration of such sites using COBALD/TARDIS, authentication against
the site has to be possible in an automated way, i.e. one-time passwords (OTPs) should not
be used and multi-factor authentication (MFA) should not be required as this makes human
interaction necessary. For sites using such authentication models, different solutions have to
be found. Related to this is also the question of accounting on the site in the scope of the
multi-user use of the resources. Jobs from the OBS, which get matched to the resources of
the site can be of any user, authenticated against the OBS. This user is not necessarily the
owner of the account on the site. For accountability and liability reasons, however, it has to
be possible to track users who submitted specific jobs. This is discussed in more detail in
section 6.6.
Another issue can be the lack of specific software, necessary to perform the analysis and
compute jobs. Different ways to provide the missing software exist. They are discussed in
greater detail in section 6.4.
Last but not least, the sites should offer a certain amount of resources for the research projects
for the work of integrating the site to be justifiable.

6.4. Software Deployment and Virtualization

Many sites not directly associated to an experiment or a specific scientific community lack
specific software necessary for running experiment or analysis workflows. As the analysis
tools are often very specialized and might need specific versions of software, this has to be
provided to the worker nodes on non-community sites. In the WLCG for example it has
been agreed upon to use CentOS Linux derivatives, which are based on Red Hat Enterprise
Linux (RHEL), a Fedora-based [63] distribution as the underlying operating system.1
How analysis software can be made available for the jobs depends on the site. If a specific
version of operating systems (OSs) is required, this can be distributed as a virtual machine

1 As of writing this thesis, Red Hat Inc. announced CentOS Stream [64], a rolling release distribution, and
that it will discontinue the development of CentOS Linux [65]. The corresponding working groups in the
WLCG have “propose[d] to target CentOS Stream as the standard distribution for experiments” [66] on
October, 25 2021.
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(VM) image if the site offers some type of cloud infrastructure management like OPEN-
STACK [67] or CLOUDSTACK [68]. If this is not the case, but the site offers the possibility
to use container technology, container images of appropriate architecture can be used. This
is described in more detail later in this chapter. Both types of images, VMs or containers,
can also be used to ship the necessary software as well.
Another way to provide the software is by making the software available on the site itself.
Either by installing the software in the user space, or, especially for software with rolling
updates, by using special software repositories, as for example the one widely used in HEP,
CVMFS, as described in the next section.

6.4.1. CERN Virtual Machine File System

The CERN virtual machine file system (CVMFS) [69, 70] is a read only file system developed
at CERN for distributing software across the world. It is designed in a tiered structure,
allowing for aggressive caching on the all levels.
A central stratum 0 web server is used for managing the software which should be published.
While data can be accessed by the clients directly from a stratum 0, aiming for more stability
stratum 1 servers can be set up for data redundance. Mirroring the stratum 0 data, hence acting
as proxies, deployment of stratum 1 servers constitutes a more reliable infrastructure.
On the client machines, the file-system is mounted as a read-only file system. The communi-
cation to the strata is done using the standard hypertext transfer protocol (HTTP). This has
the advantages of being able to reuse technologies, developed for content distribution within
the worldwide web. Especially, it allows to place additional squid-proxies [71] enabling
further caching. Also on the client machines, mounting the file-system, caches can be
instantiated. In an infrastructure with performant parallel file systems, those can be used for
caches as well.

6.4.2. Virtual Machines and Containers

The environment, the software is running in can be provided through virtualization technolo-
gies like virtual machines (VMs) or containers. VMs allow for running any guest system
in terms of hardware, OS, and software on a host of the same processor architecture, no
matter the host’s OS. This virtualization is done on top of a hypervisor running on the host,
taking care of the communication of the host’s and the virtualized hardware. Because of
this design, VMs are very versatile and can be run in very different environments, however
hardware abstraction and emulating the guest OS can be very costly in terms of computing
power.
A more resource-efficient approach is the usage of container technologies. Containers reuse
the kernel of the host’s OS and only ship the needed libraries and application layers. They are
started through a lightweight container engine, which if necessary decompresses the image
and prepares required mount points. Containers are also favorable because their images are
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Figure 6.3.: Different virtualization technologies: virtual machines (VMs) on the left, containerization on the
right. Not virtualized components are shown in shades of green, virtualized components in shades of blue. On
the left, applications run in virtual machines, which are managed by the hypervisor. Depending on the type of
hypervisor, no OS is needed on the host (type 1). The layer is shown as the sites discussed here using type 2
hypervisors require an underlying OS. On the right, the applications run in containers. The container images
are prepared and started through a lightweight container engine. Figure adapted from reference [72].

a lot smaller, compared to VM images. A comparison of the two technologies is shown in
fig. 6.3.
In the scope of this thesis, two different container technologies are considered: DOCKER [73,
74] and SINGULARITY [75, 76]. DOCKER has gained a lot of traction in industry in the
last couple of years for deploying software and services: due to its small footprint, a lot of
services were “dockerized”, meaning they are shipped as DOCKER images and easily set up as
containers when needed. This allows to deploy complex infrastructures by combining several
of such containers, dynamically starting them up whenever needed and restarting them when
something fails. For managing this, tools like KUBERNETES [77] are developed.
SINGULARITY was developed for the science case in the HPC context. The underlying
technology is fundamentally different to the one used by DOCKER: The latter uses a root-
owned daemon (the container engine) for the container management, however, this implicitly
grants root-privilege to every user allowed to run containers which is out of the question
for production resources with unknown and untrusted users. For this reason SINGULARITY
was developed. SINGULARITY containers can be run in a user’s namespace, cf. next section,
limiting the process to a certain set of privileges. This is also important in the context of
batch systems, where jobs should not be able to use more resources than requested when
submitted.
Container images are mostly provided as compressed, layered file systems. Starting from
a base image, changes to it are added as thin layers on top, providing the more specific
software, or runtime environment. The layered structure allows for different images to reuse
common layers, resulting in a small storage footprint. SINGULARITY uses SQUASHFS [78]
as file system for the images, which is read-only and compressible. For distribution of
the images, CERN hosts a CVMFS repository /cvmfs/unpacked.cern.ch. It provides the
DOCKER and SINGULARITY images in uncompressed form, which can then be accessed

56



6.5. Grid Site Operation and Remote Compute Element

anywhere. Using CVMFS for the distribution, users can benefit from the advanced caching
setup, described above.
Another type of image are called sandbox images. These are basically the files of generated
image within a directory structure. This type of image has the advantage of remaining
writable if the underlying file system is writable, allowing to change images from within a
running container. Such sandbox images are mostly used for development, however, as the
underlying file system is writable they should normally not used for production.

6.4.3. User Namespaces

SINGULARITY requires specific privileges on the host system to start up a container from
a given image file, however the privileges within the container are limited to what the
linux user is authorized to do on the host system. Because of this, running a SINGULARITY
container within another SINGULARITY container is not possible trivially but requires some
extra steps.
One possibility is to start up the outer container as the user root, which has full privileges on
the host system. This, however, besides not being possible on systems like HPC clusters and
sites operated by third-parties, is not desirable as it would allow for privilege escalation from
within the container. To remedy such problems, the linux kernel lets users and processes
create namespaces. A namespace in this context enables processes to see only a limited set
of system resources like files, other processes or user IDs. With this, processes within a
namespace can be denied specific system resources while still being able to access others.
More specifically, this makes it possible to enable a process the access to system resources
it normally wouldn’t have, without granting full privileges. [79]
Namespaces are grouped in different kinds, depending on the resources they isolate for the
process. User namespaces map user and group IDs from within the namespace to the host
system. This allows to run processes within the namespace with a different user ID than
the one on the host system. It is for example possible to have a user with ID 0 within the
namespace, which can act as user root, but only in the constrained realm of the namespace.
This is useful as the user has virtually administrative privileges within the namespace.
Jobs within the WLCG as introduced in section 2.1 are started within a container by the
batch system they are managed with. As the external sites which are integrated using
COBALD/TARDIS should also be able to run pilot jobs from the WLCG, but the OBS
which manages the integrated resources starts its payloads in turn itself within a container,
the use of user namespaces enables this mode of operation.

6.5. Grid Site Operation and Remote Compute Element

WLCG grid sites serve experiments for their event reconstruction, MC simulations, and
analyses. To be able to operate the site and run such workflows, besides CPU and storage
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resources, several other services have to be provided. These include but are not limited to a
batch system for managing the compute resources (the LRMS), authorization and accounting
of users as well as experiments, monitoring, CVMFS as discussed above, possibly a local
squid proxy for caching, and a compute element (CE).
Instead of regarding a grid site a monolithic entity it can be considered a set of modules,
which in parts can be operated separately from each other. In order to enable smaller sites to
contribute computing power to the WLCG, some of the components might be able to be
offered as a service by other regional sites. This takes some workload of the local team and
allows them to devote their time towards the remaining tasks.
The compute element is the gateway to grid sites for users and experiments. It acts as entry
point for them and allows to submit jobs to the affiliated site from remote. For experiments,
the use of a gateway software for accessing the resources, eases their site management, as
only a handful of different types of gateways exists. The CE checks the authorization of
the users and their experiment affiliation and whether it is authorized to use the resources,
allowing it to forward the jobs to specific resources, the users of the experiment have access
to. For the authentication X.509-certificates, as discussed in the next section, are used. [80]
The CE forwards the jobs to the LRMS by submitting copies of the jobs to the corresponding
queues of the LRMS of the site, from where they are matched to the specific resources. As
the CE and the LRMS are disjoint, the former can be operated independently of the latter.
This also allows to separate the CE from the site it services and to implement it at a different
location. With this it was possible to deploy a remote CE for the Aachen tier 2 WLCG site.
While all other services, especially computing and storage resources remain in Aachen, the
operation of the CE of the site was moved to the Karlsruhe tier 1 WLCG site. The Karlsruhe
GridKa team already operates several of such CEs for the local tier 1. At the tier 1, the
software used for the CE is the HTCONDOR-CE. Deployment and configuration of them
is completely automated, using the software configuration management tool PUPPET [81].
The overhead of adding and managing an additional CE is hence negligible. This project
allows the Aachen grid team to discontinue the operation of the local CE, focusing on the
operation of the other core services.

6.6. Access Rights and Site Policies

Every site has to authenticate their users, to check if they are who they claim to be and can be
handled differently, depending on the intended mode of access to the resources. Most sites
aim at users using their account, registered locally at the specific site, exclusively for their
own workflows. This is especially true in the HPC context. With this model, authentication
can be done by the user providing a username and password, or some other proof of identity
like an SSH-key or access token. This model, however, fails, if such mapping is not possible
as the single users do not register with the site itself. For this, authentication models exist
which allow for the identification to be performed by a third party.
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With a mode of operation as implied by the use of COBALD/TARDIS, this kind of authen-
tication of single users directly on site is not possible. Instead, the resource allocation is
done using a user account, registered at the site. This user account serves as a proxy to be
able to access the resources of the site and in terms of accounting represents the research
groups associated to the project.
Authentication in this case is performed against the OBS. This authentication and use of
the resources of the site though implies a certain level of trust between the operators of the
site and the OBS. The usage policy of the site, the set of rules which defines how the site is
allowed and intended to be used, defines whether this type of trust of third parties can be
established or not.
Many sites define policies which explicitly disallow to relay user accounts to others. As this
specifically prohibits the use of the resources in a mode as intended with COBALD/TARDIS,
exemptions have to be negotiated with the operators of the site for their integration. Strong
and tight communication with the site operators is crucial for such negotiations. This is a
lot easier for groups, local to the site, i.e. research groups from the university or research
institution. Thus, it is beneficial to have local groups work on the integration of their local
sites into a distributed system like the one built with COBALD/TARDIS.
In the grid-context, especially within the WLCG, authentication and authorization is done
very differently. Each user has a personal X.509-certificate [82] for authentication. These
certificates are issued by centrally approved certification authoritys (CAs) which act as trust
entities. A CA is allowed to issue certificates to users, after the user has proven their identity
to the CA. With this approach a level of trust can be built which enables the usage of sites
for users, which they are completely alien to.
Furthermore, the user can register their certificate with the virtual organization of their
experiment through the virtual organization membership service (VOMS). This allows sites
to identify the experiment affiliation of the user and thus enables more finely grained access
controls. The issued certificates normally have lifetimes of a year.
For normal everyday use, ephemeral proxies with lifetimes in the order of hours or days
are derived from the certificate. Generating the proxy, the affiliation to the experiment or
even specific roles within the experiment are checked through the VOMS and added to
the proxy as an extension. The user afterwards submits the proxy together with their jobs,
which in turn use it to identify the user on the grid. Compute and storage providers use the
provided proxy to authenticate the users and check their authorizations. As the proxy can
act as an unambiguous identification of the user and its affiliation to experiments, policies
can be implemented at each level, granting or denying the user and their jobs access to
specific resources. Through the use of the extensions, even distinguishing roles can be given,
granting access to specific resources.
The policies of how a resources may be used and which user is allowed to use it differs
widely as mentioned above. Within the WLCG, resource usage is enabled through the
just mentioned proxies with their possible extensions, which are checked are the WLCG
sites. Computing resources in the university environment on the other hand are far more
heterogeneous and often closely coupled to local users of the university or local computing
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projects. Very tight restrictions on the use of the resource is often owed to the funding
agencies.
This is a challenge, especially in Germany: Because of the federated structure of Germany,
funding situations are often complicated. Education, which include also university matters,
are governed on state level (Länder). Collaborations like the one from CMS, however, are
managed on federal level (Bund). Because science, including HEP experiments as well
as the official WLCG computing resources are funded on federal level and pledged to the
experiments, those can be and are available to the collaborations. Computing resources
funded by the states on the other hand, are operated for the local universities and the local
research groups. Because of this, the use of them is more restricted and there is no explicit
affiliation of the computing resources to experiments.
To make state resources, however, available for users through decentralized infrastructures,
which serves users not only from this specific state, either restrictions have to be implemented
on OBS level, to only authorize the use of the resources for the allowed users, or exemptions
have to be negotiated with site operators and possibly state governments. These exemptions
should be regarded with the benefits, the local users can have from collaborating with
other research groups from within the experiment, including on workflow steering level, is
paramount to maintaining competitiveness.

6.7. Backfilling

Usual jobs on HPC systems often require a large number of resources, sometimes not
available with just one worker node, thus spanning several nodes. As the next job in the
queue can only be matched to its resources once they are free, the resources required for it
are reserved and as soon as all previous jobs on these resources have finished, this job can be
matched. This is done by not starting new jobs on the reserved resources, even though some
job might fit. The reserved resources are “waiting” until enough resources are available, so
to fit the larger job.
While the resources are not matched with other jobs, waiting for the larger job to start, they
idle. As resources are not matched with jobs for possibly quite some time, these resources
are not available for other jobs, this can waste a lot of compute time. This in turn can degrade
the utilization of the site, often a key indicator, when arguing with funding agencies.
Specific types of jobs can take advantage of this and fill up the temporarily idling resources.
By matching jobs from a certain queue to the resources waiting to be matched with larger
jobs, the time resources go to waste can be minimized. One prerequisite for these jobs,
however, is that they have to finish before the larger jobs wants to claim the resources. If
running longer than the allotted time the job has to be able to be removed from the resources
at any moment. Such a mode of operation of a batch system is called backfilling.
If a backfilled job is removed from the resource, by just killing the process it normally looses
all its progress. The job needs to be put back in the queue and will be matched again when
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appropriate resources become available. Depending on the batch system and the job, before
hard killing the latter, it can be given a signal by the batch system. The job then has the
possibility to save intermediate results, or write out a checkpoint file. After some grace
period, the job is killed. Jobs, able to save checkpoint files, can be restarted again, resuming
computation from their last checkpoint.
With this, the utilization of the resource can be increased greatly, while providing additional,
opportunistic compute resources for other scientific communities. In HEP, workflows can
be defined very granular: Often the same executable is used to process hundreds, or even
thousands of the same type of input file. Their runtime ranges in the order of up to a few
hours, which suits very well for the backfilling.

6.8. Opportunistic Extension of the Aachen Tier 2 WLCG Site

The research groups at the RWTH Aachen University have access to the high-performance
computing (HPC) cluster CLAIX [83]. The system provides roughly 77 000 CPU cores
and several parallel cluster file systems, all connected by the high performance network
architecture Omni-Path [84]. Access to the cluster is granted to members and partners
of RWTH on a small scale. Researchers from other research institutes or groups with a
high demand in computing time can, however, submit applications for larger computing
projects.
The cluster uses CentOS in version 7.9 as operating system. It can be accessed via SSH [85]
through a set of login-nodes. These are used for the submission of the jobs to the LRMS
SLURM, which takes care of the resource management.
With this, CLAIX is perfectly suited to be used for HEP workflows:

1. It is located at a university at which the physics department operates a tier 2 WLCG
site, hence it has local experts for close communication and with a strong background
in grid computing.

2. The network connection between CLAIX and the tier 2 is extremely good, the data
storage infrastructure for many HEP experiments is available as performant as if it was
local to CLAIX.

3. The cluster already acts as a CVMFS client and enables the usage of SINGULARITY
containers with user namespaces.

4. The resources can be accessed via SSH and are plentiful.
This list fulfills all requirements stated in section 6.3.
With this positive assessment it was decided to dynamically extend the tier 2 WLCG site
with the opportunistic integration of CLAIX. For this, a COBALD/TARDIS instance was
deployed handling the scheduling of the resources and their life cycle management. The
HTCONDOR instance, operated at the physics department of the RWTH, which manages the
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Figure 6.4.: The COBALD/TARDIS setup used for integrating resources of the HPC cluster CLAIX into the
RWTH tier 2 WLCG site to make them available for users and experiments. The flow of the jobs is indicated
by blue arrows, the life cycle management of the DRONEs by COBALD/TARDIS is indicated by green arrows.
The blue boxes within the shaded blue area are managed by the OBS HTCONDOR, while the green boxes
within the shaded green area are managed by CLAIX’ LRMS SLURM.
Users and experiments submit their (pilot) jobs to the HTCONDOR-CE, which dispatches them to the HTCON-
DOR-OBS. The OBS decides onto which resource to match the job. COBALD/TARDIS periodically checks
for the metrics occupancy and suitability and increases or decreases the number of DRONEs at CLAIX, as
necessary by submitting or cancelling DRONEs through CLAIX’ LRMS. The LRMS matches the pilot-jobs to
the worker nodes of CLAIX. After the DRONEs start up, they connect to the central manager of the OBS and
are ready to accept jobs. Any job matched to a DRONE is then run within a SINGULARITY container.

resources of the tier 2 is used as the OBS. With this integration and operation mode, the
HPC cluster CLAIX is available to run official CMS workflows and user jobs.
The allocation of the resources is performed by submitting DRONEs to the LRMS of the site.
Authentication of the local employee user account, used for the submission of the DRONEs
is done using an encrypted SSH-key on the service machine, where COBALD/TARDIS is
installed. The DRONE consists of a bash script, the HTCONDOR software as precompiled
binaries and the corresponding configuration files. Furthermore it has access to the password
of the HTCONDOR instance (pool password) acting as OBS to authenticate any HTCONDOR-
daemon.
When the DRONE boots up on the worker node of the cluster, it sets up a temporary directory
for the OBS to run in. It duplicates the HTCONDOR binaries onto the node and copies
over the provided configuration files. Further, dynamically generated configuration files
are added, necessary for the OBS to function. The DRONE then starts HTCONDOR, which
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Figure 6.5.: The number of cores running on CLAIX integrated into the OBS operated at the tier 2 WLCG site
at RWTH, during the Christmas break of 2020. This was accomplished within the pilot project.

is configured to run the condor_startd on the node. At this point, the DRONE is ready to
accept jobs from the OBS. An overview of the setup is shown in fig. 6.4.
The jobs running on the CLAIX resources are started in SINGULARITY containers, specifying
the environment expected at WLCG resources. The “Dockerfile”, a configuration file
describing the image of the container is given in reference [86]. The image is provided using
the /cvmfs/unpacked.cern.ch repository already configured on the nodes. When starting
the container the CVMFS repositories from the worker, /etc/hosts and /etc/localtime

are bindmounted into the container. The latter two to provide name resolution and timezone
information.
As the resources are integrated to be part of a WLCG site, for CMS jobs some additional
information has to be provided. This is done through the directory /cvmfs/cms.cern.

ch/SITECONF/local. On the worker node, this is configured to be a symlink to the path
/etc/cvmfs/SITECONF, however, this directory does not exists on the host. When starting
the container, the respective configuration directory is bindmounted to exactly this path,
providing the necessary information at the right place accessible for the jobs within the
container.
The jobs being processed on the tier 2 WLCG site are often official CMS workflows. CMS
does its resource allocation in a similar manner, as the COBALD/TARDIS setup. By
submitting pilot-jobs to the individual sites (in this case the numerous WLCG sites), the
resources are integrated into yet another batch system, operated by the experiment. The
payloads of this experiment batch system are again started in SINGULARITY containers in
order to provide the expected experiment software and environment. Because of this it
has to be possible to start SINGULARITY containers within a SINGULARITY container. As
discussed above in section 6.4.3 this is possible with the use of user namespaces. So for the
setup used at CLAIX, the containers started by the OBS operated by the tier 2 WLCG site
are configured to run with user namespaces.
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Figure 6.6.: The number of cores, integrated from the HPC cluster CLAIX into the tier 2 WLCG site at RWTH,
from the production phase in year 2021.

With this setup, it was possible to transparently integrate 5000 cores for use in the tier 2
WLCG site and provide these resources to the CMS experiment. This was done as a
pilot project to prototype and proof the feasibility of the setup. In fig. 6.5 the number of
cores, integrated into the tier 2 WLCG site is shown, over the span of the pilot project in
December 2020. After a setup and configuration phase of a couple of days, the system was
scaled up to integrate 1000 cores for testing, before ramping up to the peak 5000 cores.
Without any modifications, the same job mix, also processed on the official tier 2 resources
were run on the CLAIX resources. This was only possible because of the excellent network
connection of CLAIX to the tier 2 WLCG site, where experiment data storage is located.
After roughly eight days of usage, further submission got blocked by the LRMS of the HPC
cluster, as the eightfold of the allotted computing time was used within this time span.
The periodic modulations, noticeable especially on December 23, 25 and 27, are because
of the two-days lifetime of the DRONEs and all of them having been started nearly at the
same time. The period with more than 5000 integrated cores, was an issue in translating
states of the jobs within the LRMS to the states of the DRONEs within COBALD/TARDIS.
This was revised afterwards. Within the shown 15 days, CLAIX resources have provided
1.13 million core-hours for the CMS experiment through the WLCG.
Such a use of the HPC cluster CLAIX is, however, a breach of the RWTH Netzordnung, the
usage policies of their computing infrastructure. As the jobs get matched onto the resources
by the OBS, they can be submitted by any user of the involved VOs. However, as the research
groups in this project directly profit from the jobs processed by the tier 2 infrastructure,
and the submitter from each job can be traced back because they authenticated with their
X.509-certificate against the OBS, an exemption to the policy could be negotiated with the
operators of CLAIX.
Having proven the possibility of using the HPC cluster CLAIX resources as part of an
official tier 2 WLCG site, a computing project to move the setup to production was applied
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Figure 6.7.: The number of cores, integrated from the HPC cluster CLAIX into the tier 2 WLCG site at RWTH,
in January 2022.

for. The new computing project was granted 7.5 million core-hours for one year. This
allows to dynamically extend the WLCG site with roughly 850 cores on average. In fig. 6.6
the number of cores, integrated into the tier 2 WLCG site, is shown over nine days of
December 2021. Within the week of December 20 to December 27, 2021, 0.64 million
core-hours were provided.
The HPC cluster CLAIX continues to deliver outstanding performance: within just less than
six days in January 2022, it provided 1 million core-hours for the CMS experiment to use.
This is shown in fig. 6.7, note the change in the 𝑦-axis compared with figs. 6.5 and 6.6. This
is equivalent to 7300 cores on average, which, temporarily, more than triples the amount of
resources provided to the WLCG through the Aachen tier 2 WLCG site.
CLAIX is the first HPC cluster, which is integrated into a German tier 2 WLCG site. Its
successful integration proves the possibility of using HPC clusters as extensions for WLCG
centers. The outstanding performance demonstrates the potential, non-HEP sites have
in providing computing resources for HEP experiments. Reaching agreements with site
operators to use the resources with a computing model as the one presented here, will allow
to continue delivering an substantial amount of resources to the WLCG despite the expected
change in the funding situation in Germany in the future.

65





7. Conclusion and Outlook

In the scope of this thesis, the derivation of the absolute residual corrections using Z + jet
events as part of the intricate process of correcting the jet energy scale at the CMS detector
has been discussed and performed with the data recorded in the year 2018. Furthermore, a
modern, dynamic way of integrating additional non-HEP computing resources into existing
computing infrastructures was described, allowing a transparent usage of these resources for
both, users and experiments.
The jet energy corrections are derived with the data recorded in the data-taking period
of 2018 with an integrated luminosity of  = 59.83 fb−1 of proton-proton collisions at
a center-of-mass energy of 13 TeV as laid out in chapter 5. The correction factors were
extracted as part of the elaborate workflow, employed at CMS for the jet energy calibration.
For the derivation of the absolute residual corrections, events containing a jet in addition
to a pair of electrons or muons, from which a Z boson can be reconstructed, are selected.
The kinematic properties of the event allow to balance the transverse momentum of the jet
against the transverse momentum of the reconstructed Z boson.
The level 3 absolute residual corrections are derived to alleviate differences in the measured
jet energy scale after mitigating contributions to the measurements from pileup (PU) and
discrepancies between the reconstruction and generator level of simulated samples. Two
different methods based on two observables, 𝑝T-balance and missing transverse energy
projection fraction (MPF), are used for this. While both methods balance the jet against
the Z boson as reference object and use the kinematic properties of the two objects to be
of opposite transverse momentum, the MPF method additionally accounts for the missing
transverse momentum in the events. Both methods are based on an event topology without
additional jets. The responses derived with the methods are thus prone to further jets in the
event, quantified by the additional jet activity 𝛼. By deriving the responses in bins of 𝛼,
the correction factors can be extrapolated to show no additional jet activity 𝛼 → 0 in the
event.
The responses derived with the analysis of the Z + jet events are then combined with
similar analyses using 𝛾 + jet, and multi-jet events as well as the two jets from a hadronically
decaying W boson from semileptonic 𝑡𝑡 events in a global fitting procedure performed by the
jet energy resolution and correction group of the CMS experiment. The resulting correction
factors will be used in future analyses, performed on the data recorded in the year 2018.
Calibration efforts for the data recorded in years 2016 and 2017 with the CMS detector and
the corresponding publication on the jet energy calibrations, including all data taken during
Run II of the LHC, are still ongoing.
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For carrying out such calibration tasks, and to perform physics analyses like cross-section
measurements, or searches for new physics, an enormous amount of computing resources
is needed. For this, the WLCG provides scientists and experiment collaborations with the
required computing and storage facilities. With this global network of computing centers,
reconstruction, analysis, and simulation workflows can be performed. Studies predict,
however, a shortage of CPU resources of up to a factor of four by the year 2034 in the worst
scenario, as stated in chapter 2.
Besides further improving the algorithms and software, used for processing the data, and
advancing and deploying novel hardware, one way of alleviating this shortage is the utilization
of additional resources from outside the community. Such resources may include, for
example, high-performance computing (HPC) or university clusters, as well as science or
commercial clouds. A way for users and experiments to transparently access these resources
has to be established. Furthermore, the allocation of the resources has to be automated,
making them available whenever necessary.
All this is accomplished with the use of the resource scheduler COBALD/TARDIS, using a
generalization of the pilot concept, as established within the WLCG. COBALD/TARDIS
integrates resources on demand into one common overlay batch system (OBS), acting as a
single point of entry. Instead of accessing each resource individually and submitting the
computing payloads as jobs to the individual local resource management systems (LRMSs),
users and experiments submit their jobs to the OBS, authenticating only once. The OBS
takes care of dispatching the jobs to the integrated resources. By utilizing the OBS to
determine metrics of occupancy and suitability of the sites, COBALD/TARDIS can make
scheduling decisions using a feedback loop, reacting to the decisions of the OBS, this allows
for dynamic resource allocation based on when they are needed for the current job mix.
This increases the number of well-utilized resources, improving the overall utilization of the
site.
Non-community specific resources, however, often lack particular software or protocols
for access to certain storage or file systems. This has to be provided so that the resource
can be used transparently. It can be achieved by executing the computing payloads of the
jobs which are submitted to the OBS, either in a containerized environment or a virtual
machine.
With a COBALD/TARDIS setup and the use of SINGULARITY containers it was possible to
dynamically and transparently extend the Aachen WLCG tier 2 site, using resources provided
by a HPC cluster operated by the local university. The HTCONDOR batch system serving the
tier 2 site, operated by the physics department of the RWTH Aachen University, was used as
the OBS to integrate the resources from HPC cluster CLAIX, which in turn is operated by
the IT department of the university. By running a COBALD/TARDIS instance, the resources
were dynamically integrated into the OBS, allowing any job scheduled to run on the tier 2
site, to be matched against resources on the HPC cluster and executed there. The resource
allocation is performed by submitting placeholder jobs to the LRMS of the HPC cluster.
The jobs matched to the HPC resources are configured to run in SINGULARITY containers,
which provide the expected WLCG environment. The setup was configured to enable the
use of nested SINGULARITY containers, which is required to run official CMS campaigns on
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the resource. Within a pilot project, it was possible to allocate around 5000 CPU cores for
more than a week. After the successful test phase the project was moved into production
mode, providing additional 7.5 million core-hours over one year.
The cluster continued to deliver excellent performance, contributing substantial computing
resources. Within less than a week, one million core-hours were provided to the CMS
experiment through the Aachen WLCG tier 2 site. This temporarily tripled the amount
of computing power, provided by this single site. Its successful integration proves the
practicability of using non-HEP resources to mitigate resource shortages, expected in the
future.
For a streamlined entry point to grid resources, each grid site has to operate a compute
element (CE), which takes care of authentication, accounting, and forwarding of the jobs to
the underlying LRMS of the resources. Within the projects of this thesis, a “remote” CE
was set up at GridKa in Karlsruhe, serving the WLCG tier 2 site in Aachen. Successfully
compartmentalizing grid sites and therefore being able to have single parts operated as
remote services by third parties, facilitates the operation of a such a grid site enormously.
A setup with remote grid services, or integrated with another grid site using OBSs, enables
smaller sites to contribute computing power, which benefits the whole community. In
such a distributed computing infrastructure, which allows users to utilize virtually any
resource, tools will have to be developed to take care of the accounting and reporting of
which user groups use which resources. This is especially important in e.g. the German
computing landscape, in which the funding situation of many projects is often highly complex.
Furthermore, with the improvements to network infrastructure which are anticipated for
the near future, new computing models will emerge and benefit from the abundance of
resources becoming available. It is expected that one improvement to the network will be
the connection of different sites, which will make the operating mode as presented here even
more reliable for data-intensive workflows such as particle physics analyses.
Both parts of this thesis, the jet energy calibration and the dynamic integration of hetero-
geneous computing resources, provide an important contribution to published and future
physics analyses. First, the measurements of the absolute residual corrections using Z + jet
events allow to precisely calibrate jets in the data taken in year 2018 with the CMS detector.
With calibrated jets, precision measurements of cross-sections or searches for new physics are
made possible. Second, the developments done in the scope of dynamic resource allocation
in a heterogeneous computing landscape allow for the transparent usage of non-community
resources for HEP workflows, alleviating expected computing resource shortages in the
future.
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Table A.1.: The data samples used in this calibration, recorded with the CMS detector at √𝑠 = 13TeV in 2018.
The integrated luminosity of the data samples is 59.83 fb−1. The type indicates the selection of trigger path of
the samples.

Type Version Era No. of events
EGamma 12Nov2019_UL2018-v2 A 339 013 231

B 153 822 427
C 147 827 904

12Nov2019_UL2018-v4 D 752 489 952

DoubleMuon 12Nov2019_UL2018-v2 A 75 491 789
B 35 057 758
C 34 565 869

12Nov2019_UL2018-v3 D 168 552 341

Table A.2.: The simulated data sample used in this calibration. The events are simulated using PYTHIA8 [30]
and MADGRAPH [42].

Name No. of events
/DYJetsToLL_M-50_TuneCP5_13TeV-madgraphMLM-pythia8/RunII

Summer19UL18MiniAOD-106X_upgrade2018_realistic_v11_L1v1-v1
104 017 741
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Table A.3.: The CMS PU jet identification for AK4CHS jets for the data recorded in the year 2018, reconstructed
with the ultra legacy campaign.

(a) Tight working point
|𝜂| < 2.5 2.5 < |𝜂| < 2.75 2.75 < |𝜂| < 3.0 3.0 < |𝜂| < 5.0

10 < 𝑝T < 20 0.77 0.38 −0.31 −0.21
20 < 𝑝T < 30 0.90 0.60 −0.12 −0.13
30 < 𝑝T < 40 0.96 0.82 0.20 0.09
40 < 𝑝T < 50 0.98 0.92 0.47 0.29

(b) Medium working point
|𝜂| < 2.5 2.5 < |𝜂| < 2.75 2.75 < |𝜂| < 3.0 3.0 < |𝜂| < 5.0

10 < 𝑝T < 20 0.26 −0.33 −0.54 −0.37
20 < 𝑝T < 30 0.68 −0.04 −0.43 −0.30
30 < 𝑝T < 40 0.90 0.36 −0.16 −0.09
40 < 𝑝T < 50 0.96 0.61 0.14 0.12

(c) Loose working point
|𝜂| < 2.5 2.5 < |𝜂| < 2.75 2.75 < |𝜂| < 3.0 3.0 < |𝜂| < 5.0

10 < 𝑝T < 20 −0.95 −0.72 −0.68 −0.47
20 < 𝑝T < 30 −0.88 −0.55 −0.60 −0.43
30 < 𝑝T < 40 −0.63 −0.18 −0.43 −0.24
40 < 𝑝T < 50 −0.19 0.22 −0.13 −0.03
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OTP one-time password
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PS Proton Synchrotron
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TCS trigger control system
TEC tracker end caps
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