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Introduction
“It reminds me of that old joke- you know, a guy walks into
a psychiatrist’s office and says, hey doc, my brother’s crazy!
He thinks he’s a chicken. Then the doc says, why don’t you
turn him in? Then the guy says, I would but I need the eggs.
I guess that’s how I feel about quantum materials: They’re
totally crazy, irrational, and absurd, but we keep studying
them because we need the eggs.”

Laura Greene ∼ Woody Allen
DPG Spring Meeting 2019

I would like to begin this thesis with a quote from one of the first conferences I attended as a
Ph.D. student. There was a time when even the metals we now call conventional appeared as
crazy, irrational, and absurd to the scientific community. In fact, it took about sixty years and
several attempts before reaching a complete understanding of their behavior. In 1900 Paul Drude
proposed his model to describe electrical conduction in solids [1]. In the Drude model, electrons
are treated as classical objects that interact with the ions through instantaneous interactions.
Later, this model was made more sophisticated by incorporating quantum effects, the presence
of the crystal lattice and its vibrations. Finally, in 1956 Lev Davidovič Landau introduced
interactions between electrons in the well known Fermi liquid (FL) theory – see e.g. Ref. [2].
The interactions between the elementary components of a metal are the basis of this mechanism.
At the same time, they are a great challenge from a theoretical point of view. In interacting
many-body systems, the number of exact results is indeed minimal and numerical methods must
be employed. However, analytical results are extremely important as they give us a clearer vision
on which to build our intuition. One of the hallmark of FL theory is that low energy excitations
of a weakly interacting Fermi gas are in one-to-one correspondence with the degrees of freedom
of the free theory and therefore are commonly referred to as quasi-particles [2]. They have a long
lifetime that satisfies:

τ � ~
kBT

, (1)

where ~ and kB are the Planck and Boltzmann constants respectively. Quasi-particle excitations
appear as peaks in the spectral function. The width of such peaks gives the quasi-particles
lifetime τ . Thermoelectric transport properties of the system are determined by the behavior of
the charge carriers around the Fermi level. Among the most outstanding results of the FL theory
and widely verified experimentally, we mention the quadratic-in-temperature resistivity at low
T and the Wiedemann-Franz law, which gives a universal ratio between thermal and electrical
conductivities. Another ubiquitous property in conventional metals is superconductivity, i.e. the
disappearance of electrical resistivity and the total expulsion of the magnetic field (Meissner
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effect) for sufficiently low temperature and external fields. The phenomenon was discovered in
1911 by Kamerlingh Onnes [3] by carrying out transport measurements on mercury. The first
substantial step towards an understanding of the phenomenon arrived around the 1930s with the
equations of the London brothers [4] and found its fulfillment in the renowned Bardeen-Cooper-
Schrieffer (BCS) theory [5]. At the basis of the BCS theory is the pairing mechanism between
electrons in the vicinity of the Fermi surface. See the review paper [6] for a historical overview
of the theory of superconductivity.
In 1987 Bednorz and Müller received the Nobel Prize for detecting superconductivity at

35K in a Lanthanum Barium Copper Oxide compound. From that moment, the era of high-
temperature superconductivity began, and nowadays, we have arrived at copper oxide com-
pounds (the cuprates) and other families of materials such as the iron-based superconductors
with increasing Tc. Other examples of systems with unconventional superconducting properties
are the heavy-fermion compounds and some organic materials. Such systems have been found
to exhibit strange metallic properties like linear-in-T electrical resistivity rather than quadratic,
or violation of the Wiedemann-Franz law [7–9]. Moreover, the pairing mechanism occurring in
such systems is not completely clear.
When in 2019 Greene talked about crazy, irrational, and absurd materials, she referred precisely
to this type of systems.
A key question is, of course, why does this behavior occur?
A substantial difference with conventional metals lies in the lifetime of the excitations, which is
extremely short. This is why Fermi-liquid theory cannot be applied to these materials. Conse-
quently, the concept of quasi-particle excitations does not apply. The interactions in the system
are so strong to significantly reduce the lifetime, usually causing it to saturate Eq.(1). Due
to the strength of the interactions, any approach based on perturbations does not apply. This
makes the theoretical physics of strongly correlated quantum matter one of the main intellectual
challenges in modern physics. It is therefore crucial to develop alternative descriptions to model
the behavior of these systems.
When a problem cannot be solved easily within a given representation, it may be crucial to adopt
an alternative description of the phenomenon. This aspect underlies the concept of duality. More
precisely, two theories of the same physical phenomenon are dual if they have a different distri-
bution of the degrees of freedom, i.e. different actions.
It is not the first time that this concept has been used in physics, from the wave-particle dual-
ity at the basis of quantum mechanics to more sophisticated examples such as Montonen-Olive
duality of electric and magnetic charges [10].
The main focus of this thesis lies in the application of a very particular duality which describes

many-body systems without discernible quasi-particles in terms of a gravity theory in one extra
dimension. This duality was conjectured by Maldacena in 1997 [11] and offers a geometric
description of a strongly coupled physical system. The event horizon of a black hole behaves
like a medium: it is able to dissipate energy via the area law, it can be probed and it has
electromagnetic properties [12, 13]. In particular, the diffusion constant is found to scale as 1/T ,
prompting that the horizon diffuses charge in the same way as a quantum liquid [14–16].
The Maldacena duality is based on the holographic principle [17], which has transformed the field
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of strongly correlated quantum matter. Despite tremendous success in describing hydrodynamic
response, symmetry breaking, ill-defined excitations, and quantum criticality a major drawback
of the method is that it has not been possible to derive the gravity formulation from a given
Schrödinger equation with Hamiltonian operator of electrons, lattice vibrations etc.
The principal aim of this thesis is to contribute to bridge the gap between the more conventional

condensed matter description and the gravitational one.
The model of Sachdev, Ye and Kitaev (SYK) has been crucial to accomplishing this goal. As
we will see, the SYK model represents an extremely successful example of a model with non-FL
behavior that is solvable with conventional field theory-based methods.

Structure of the thesis

This thesis is divided into three parts, each subdivided into chapters. Each chapter ends with a
summary whose purpose is to collect the main information and let the reader move through the
thesis more easily. Further details and complements to the computations of the main text can
be found in the appendices. Moreover, we have collected the acronyms and conventions used in
the section of the same name.
In Part I we give the fundamentals of Maldacena duality. In Chap. 1 we review some

core aspects of the duality that constitute (a part) of what is commonly known as holographic
dictionary. Such a set of rules makes it possible to construct the gravity dual of a system. In
Chap. 2 we focus on charged black holes at low temperature. The symmetries that emerge in
the interior of such spacetimes are described by gravity in 2 dimensions and incredibly match to
those of the 0+1 dimensional Sachdev-Ye-Kitaev model. We give an overview of the Majorana
SYK model and comment on its generalization to charged fermions.
In Part II we analyze quantum critical transport in anisotropic systems. The resuls are based

on Refs. [18, 19]. In Chap. 3 we introduce the condensed matter systems we focus on and
develop a scaling theory for anisotropic systems near a Lifshitz point in 2+1 dimensions. We
report on the violation due to rotational symmetry breaking of universal lower bounds appearing
in strongly-coupled systems. Specifically, we consider the bound on shear viscosity to entropy
density ratio and on charge diffusion. Key questions we address are: are these bounds affected
by symmetry breaking? If yes, how can we generalize them? In Chap. 4 we introduce the
holographic dual given by the Einstein-Maxwell-scalar model. In addition to rotational symmetry
breaking, such a theory displays momentum dissipation along one of the two spatial directions.
We analyze explicit solutions to the field equations. Moreover, we extend such a model beyond
the two-derivatives Einstein gravity limit. In Chap. 5 we compute the electrical conductivity
and shear viscosity tensors and confirm that the bound constructed with scaling arguments holds.
We analyze momentum dissipation effects in both the regimes of high and small temperature.
Finally, we determine the charge diffusion constants and butterfly velocities holographically.
Part III is devoted to a different kind of quantum criticality which involves superconductivity

without quasi-particles. It is based on Ref. [20].
In Chap. 6 we review the extension of the microscopic 0+1 dimensional SYK model intro-
duced in Refs. [21, 22] where a boson mediates the interaction between two fermions. This is
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a solvable model with non-Fermi liquid behavior and governed by the Eliashberg equations of
superconductivity. Key questions we address are: how does this system respond to an exter-
nal pairing source? Does it admit a gravity dual? To test superconducting properties of the
above mentioned SYK model, in Chap. 7 we couple it to a lattice. We then determine the
superconducting phase stiffness. In Chap. 8 we test the response of the 0+1 dimensional model
to an external pairing source. We then construct the phase diagram by analyzing the pairing
susceptibility, whose behavior is mainly controlled by a quantum critical point (QCP) charac-
terized by exponential suppression of the superconducting critical temperature. In Chap. 9 we
develop the effective theory in the vicinity of such a QCP and explicitly derive the action of
holographic superconductivity out of it. The frequency dependent response of the system is not
easy to analyze with Eliashberg theory since a dynamical source generally spoils time translation
invariance. In Chap. 10 we use our map and exploit the power of holography to determine the
dynamic pairing susceptibility of the model.
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1 Chapter 1

The holographic dictionary

In this chapter, we review some fundamental aspects of the anti-de-Sitter conformal field theory
correspondence (AdS/CFT) that constitutes (a part) of what is commonly known as holographic
dictionary. These aspects are highlighted in boxes in the body of the text and summarized at the
end in Sec. 1.4. The purpose of these two initial chapters is to create a foundation for developing
the concepts of this thesis. A deep understanding of the correspondence would require strong
prerequisites of string theory, general relativity, and conformal field theory, which is beyond the
scope of this thesis. Therefore, the following chapter should be understood as a general overview
of AdS/CFT without claiming to discuss in detail the arguments presented, of which precise
references will be given in any case. The following analysis is based on the books [23–27] as well
as on the review papers [28, 29].
In Sec. 1.1 we sketch Maldacena’s argument with a focus on the conformal group and AdS

spaces. In Sec. 1.2 we explore the consequences of the Gubser-Klebanov-Polyakov-Witten
(GKPW) rule, giving the basics for computing retarded correlators from gravity. Finally, in
Sec. 1.3 we focus on the Reissner-Nordström black hole solution and comment on the supercon-
ducting instability.

1.1 Motivation of the duality

Below we provide a non-exhaustive sketch that aims to highlight the main aspects of Maldacena’s
argument. For further information we refer to the books [23–25] on which the following analysis
is based.
Maldacena originally considered a set of a large number of D3-branes in the context of type IIB
string theory in 9 dimensions. A Dp-brane is a fundamental degree of freedom in string theory
with p spatial dimensions, such that p = 0 corresponds to point-like object, p = 1 to a string,
p = 2 to a membrane etc. A crucial parameter in Maldacena’s analysis is the ’t Hooft coupling

λ = 4πgsN, (1.1)

which gives a measure of the gravitational back-reaction of the D3-branes. Here gs represents
the dimensionless coupling constant, while N is the number of branes.
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1 The holographic dictionary

Figure 1.1: A stack of N D3 branes in the small ’t Hooft coupling limit. The low energy
excitations are strings that start and end on pairs of D3 branes. Figure inspired
by Ref. [24].

Let us analyze what happens in two opposite cases. For λ � 1, the effect of the branes on
the background is almost negligible, and the low-energy excitations are represented by strings
that start and end on pairs of D3-branes – see the cartoon in Fig.1.1. At low energies, this
system of strings turns out to be effectively described by a super-Yang-Mills (SYM) conformal
field theory in 3 + 1 flat spacetime dimensions [11, 24]. Its fundamental degrees of freedom are
N ×N matrix-valued fields, whose indexes label the D3-branes. In particular, there are N = 4
supersymmetries, i.e. six bosonic scalars and 4 Weyl fermions described by multi-component
fields Φ and Ψ respectively. The Lagrangian density is schematically given by:

L ∼ N

λ
tr
(
F 2 + (∇Φ)2 + iΨ̄��DΨ + iΨ̄[Φ,Ψ]− [Φ,Φ]2

)
, (1.2)

where F is a SU(N) field strength. The way the ’t Hooft coupling enters the above expression
makes the large-N limit weakly coupled and the perturbative approach well defined. In con-
clusion, the low energy limit of this string system is described by a conformal theory of weakly
coupled N ×N matrices.
In the opposite limit λ � 1, the gravity back-reaction of the D3-branes is no longer negligible.
The resulting system is described by the well-known black hole solutions of general relativity.
In the inner region of these spacetimes, close to the event horizon, the geometry factorizes in
the product of anti-de-Sitter (AdS) spaces and compact manifolds, in symbols AdS5 × S5. Low-
energy excitations are consequently described by classical gravitational perturbations in this
background. We will review AdS spaces in Sec. 1.1.2.
Maldacena conjectured that there exists an interpolation between these two limits of low and
high ’t Hooft coupling, such that the strong coupling regime of the large-N , N = 4 SYM theory
is given by classical gravity in AdS5 × S5.
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1.1 Motivation of the duality

It is crucial to underline that the field theory lives in a space with one lower dimension than the
gravitational dual. The interpretation of this additional dimension is non trivial and we comment
on it in Sec. 1.2. It basically represents the energy scale of the dual field theory. This mismatch
of dimensions is compatible with the holographic principle [17], which states that in semiclassical
quantum gravity the degrees of freedom contained in a volume is encoded in its boundary area.
For this reason, the correspondence is also known as holography. More specifically, let us consider
a region of spacetime of volume V . In the absence of gravity the number of degrees of freedom
is extensive and goes as ∼ V . The maximum entropy goes like the logarithm of such a number
and will then controlled by the volume. In the presence of gravity the maximum entropy is the
one of the biggest black hole that fits within the region. According to the Bekenstein-Hawking
formula, the entropy and hence the number of degrees of freedom scale like the area ∂V rather
than the volume – see Eq.(1.22) below.
It is important to underline that Maldacena’s duality is a strong-weak coupling correspon-

dence. This aspect has made it attractive for many applications to those problems where strong
interactions make any perturbative approach ill-defined. We commented on this point in the
introduction of this thesis.

Rule 1 - Maldacena’s duality
Strongly coupled CFTd+1 = Weakly coupled classical gravity on AdSd+2

In its modern formulation, the AdS/CFT correspondence is defined as an identity between
partition functions of a generic strongly coupled QFTd+1 and a classical theory of gravity in
d + 2 dimensions [30, 31] ZQFTd+1 = Zgravd+2 . We will review this argument in Sec. 1.2. Even
in cases where the two sides of duality are known precisely, it is not always easy to identify
exactly the elements of both the sides of the correspondence. In these cases the gravitational
dual is constructed to match the symmetries of the dual field theory. This is known as bottom-up
approach and is commonly employed in condensed matter applications.

In the following this section we analyze the two sides of the correspondence: conformal field
theories in d+ 1 dimensions and AdS spacetime in d+ 2 dimensions.

1.1.1 The conformal group

In order to characterize a theory it is important to determine how a transformation of the
spacetime coordinates acts on the level of the fields. This is done by means of group theory,
which determines the algebra of a symmetry and the corresponding representations. In this
section we extend the Poincaré group of relativistic symmetry, and briefly review the so-called
conformal transformations. This section is based on Refs. [23, 26].

Let us consider a spacetime whose line element is given by

ds2 = gµν(x)dxµdxν . (1.3)
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1 The holographic dictionary

Transformation Generators

Translation x′µ = xµ + aµ Pµ = −i∂µ

Lorentz x′µ = Λµ νxν Jµν = i(xµ∂ν − xν∂µ)

Dilatation x′µ = λxµ ∆ = −ixρ∂ρ

SCT x′µ = xµ − bµx2

1− 2bρxρ + b2x2
Kµ = −i(2xµxρ∂ρ − x2∂µ)

Table 1.1: Finite conformal tranformations. Λ is a generic special Lorentz matrix, λ is a
constant and aµ, bµ are constant vectors.

Here gµν is the metric tensor and µ, ν = 0, ..., d, where d + 1 is the spacetime dimension. A
conformal transformation is defined as a map that preserves angles locally. However, the interval
length is not required to stay invariant. Therefore, the metric transforms as

gµν(x) 7→ C(x)gµν(x), (1.4)

where C(x) is called conformal scaling factor.
In order to explore the implications of Eq.(1.4) we analyze the case of flat spacetime, i.e. gµν =
ηµν = diag(−1, 1, ..., 1) and of an infinitesimal coordinate transformation xµ 7→ xµ + εµ. Such a
coordinate change is conformal if εµ fulfills the following equation

(ηµν∂ρ∂ρ + (d− 1)∂µ∂ν)∂ρερ = 0. (1.5)

The spacetime dimension d enters the above expression. When d = 0 there is no notion of angle
and any smooth transformation is conformal. The d = 1 case should be treated separately and
will not be discussed in this thesis. See e.g. Ref. [23] for details. For d > 1, the most general
solution to Eq.(1.5) is second-order in x:

εµ = aµ + bµνxν + cµνρxνxρ. (1.6)

Let us consider some limit cases. εµ = aµ corresponds to spacetime translations. Considering
εµ = bµνxν and using Eq.(1.5), it holds that bµν = ληµν + ωµν . The former contribution repre-
sents scale transformation, whereas ω is antisymmetric and corresponds to rigid rotations. The
second-order term cµνρ describes the so-called special conformal transformations (SCT). The
finite counterparts of the infinitesimal transformations can be reconstructed by exponentiating
the infinitesimal form and are given in above table. In particular, a special conformal trans-
formations can be obtained from the composition of an inversion (xµ → xµ/x

2), a translation
(xµ → xµ − bµ) and another inversion.
The set of conformal transformations forms the so-called conformal group which contains the
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1.1 Motivation of the duality

Poincaré group as subset. The symmetry generators are given in the above table and satisfy the
following commutation relations

[∆, Pµ] = iPµ, [∆,Kµ] = −iKµ,

[Kµ, Pν ] = 2i(ηµν∆− Lµν), [Kρ, Jµν ] = i(ηρµKν − ηρνKµ),
[Pρ, Jµν ] = i(ηρµPν − ηρνPµ),
[Jµν , Jρσ] = i(ηνρJµσ + ηµσJνρ − ηµρJνσ − ηνσJµρ). (1.7)

The generators can be rearranged into the following matrix

RMN =

 Jµν
Kµ−Pµ

2 −Kµ+Pµ
2

−Kµ−Pµ
2 0 ∆

Kµ+Pµ
2 −∆ 0

 , (1.8)

whereM,N = 0, ..., d+2. Notice that R is antisymmetric by construction. Analyzing the algebra
it follows that

[RMN , RRS ] = i(ηNRJMS + ηMSJNR − ηMRJNS − ηNSJMR). (1.9)

This is also the algebra of rotations in a d + 3 dimensional spacetime with signature (2, d + 1).
Therefore, there exists an isomorphism between the conformal group and SO(2,d+1). As we will
see in Sec. 1.1.2, this is also the same isometry group of anti-de-Sitter space in d+ 2 dimensions.

Fields in a CFT transform under the irreducible representations of the conformal algebra. A
multi-component field Ψ transforms as

Ψ(x) 7→ C
∆
2 (x)FΛΨ(x), (1.10)

where C is the multiplying factor of Eq.(1.4) whereas FΛ is an appropriate representation of
Lorentz symmetry. In the case of space dilatation x 7→ λx and scalar field (FΛ = 1) we have

Ψ′(x′) = λ−∆Ψ(λx). (1.11)

The quantity ∆ is called scale dimension and is fixed for the eigenstates of the dilatation operator
∆. A constraint on such a quantity is given by the unitary bound

∆ >
d− 1

2 . (1.12)

Fields with scale dimension below the unitary bound would have negative norm leading to a
inconsistency of the theory.
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1 The holographic dictionary

1.1.2 Anti-de-Sitter spaces

In this section we review anti-de-Sitter spaces in d+2 dimensions, which are fundamental building
blocks of the AdS/CFT correspondence and will be ubiquitous in this thesis. AdS spaces are
rigid spacetimes but these become dynamical once we consider the laws of general relativity.
As we shall show below, the so-called boundary of AdS remains rigid and in that sense any
spacetime with a negative cosmological constant is asymptotically AdS. The main aspects of
general relativity are summarized in Sec. 10.1. Here we follow Refs. [23, 32].
anti-de-Sitter spaces belong to the class of maximally symmetric spacetimes, i.e. those with the
highest number of isometries. For such manifolds the Riemann tensor is given by

Rλρσν = R
d(d+ 2)(gνρgλσ − gρσgλν). (1.13)

HereR is the Ricci scalar, gµν the metric, and all the indexes run over 0, ..., d−1. Such maximally
symmetric spacetimes where no point is different from any other point are intuitively “empty”
spacetimes. In other words they are vacuum/ground-state solutions that should solve the Einstein
equations with/without a cosmological constant for zero matter

Rµν −
1
2Rgµν + Λgµν = 0. (1.14)

Rµν is the Ricci tensor and Λ is the cosmological constant. These equations follow from the
well-known Einstein-Hilbert action

S = 1
16πGN

∫
dd+2x

√
−g
(
R− 2Λ

)
, (1.15)

where GN is the Newton constant and g denotes the metric determinant. Tracing both the sides
of Eq.(1.14) yields R = d+2

d+1Λ. Maximally symmetric spaces therefore have a constant Ricci
scalar whose value is controlled by the spacetime dimension and the cosmological constant. This
allows for the following classification:

• Λ = 0,R = 0
Maximally symmetric solution of the Einstein equation with null curvature and cosmolog-
ical constant: Minkowski space;

• Λ > 0,R > 0
Maximally symmetric solution of the Einstein equation with positive curvature and cosmo-
logical constant: de Sitter space (dSd+2);

• Λ < 0,R < 0
Maximally symmetric solution of the Einstein equation with negative curvature and cos-
mological constant: anti-de-Sitter space (AdSd+2).

In conclusion, an anti-de-Sitter space is a maximally symmetric solution of the Einstein equations
with negative cosmological constant. We can use its maximal symmetry to determine the metric
of AdS by embedding it in a (d+ 3)-dimensional flat space with line element

ds2 = −(dξ0)2 + (dξ1)2 + ...+ (dξd+1)2 − (dξd+2)2 ≡ η̄MNdξ
MdξN , (1.16)
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1.1 Motivation of the duality

where M,N = 0...d+ 2 and η̄MN = diag(−,+, ...,+,+,−). AdSd+2 can be viewed as an hyper-
boloid in such a higher dimensional space:

η̄MNξ
MξN = −L2, (1.17)

where L is usually called AdS radius. Notice that for large value of the coordinates ξM we have
η̄MNξ

MξN ≈ 0. This hypersurface defines the boundary of the space.
In order to better characterize such a geometry we consider the following parametrization

ξ0 = L2

2r2

(
1 + r2

L4 (xixi − t2 + L2)
)
,

ξi = rxi

L
for i ∈ {1, ..., d},

ξd+1 = L2

2r

(
1 + r2

L4 (xixi − t2 − L2)
)
,

ξd+2 = rt

L
, (1.18)

where t ∈ R, ξi = (ξ1, ..., ξD−2) ∈ RD−2 and r ∈ R+. These are local coordinates as only one half
of the space is covered due to r > 0. These coordinates are called Poincaré patch. Substituting
the above expressions into Eq.(1.16) we obtain the line element

ds2 = L2

r2 dr
2 + r2

L2 (ηµνdxµdxν), (1.19)

where µ, ν = 0...d + 1 and ηµν = diag(−1, 1, 1, ..., 1). Notice that for fixed value of r, Eq.(1.19)
is given by the Minkowski metric. Therefore, an anti-de-Sitter space in the Poincaré patch can
be seen as a collection of (d+ 1)-dimensional flat spaces plus an extra emergent dimension r. In
such coordinates the asymptotic boundary lies at r =∞ as depicted in Fig.1.2. The Ricci scalar
of Eq.(1.19) is given by R = − (d+2)(d+1)

L2 which is indeed constant and negative. In addition, this
allows us to interpret the AdS radius L as the radius of curvature. By construction, the metric
Eq.(1.19) has the same symmetry group as the hyperboloid in Eq.(1.17) i.e. SO(2, d+ 1). It has
(d+ 2)(d+ 1)/2 generators as expected for a d+ 2 dimensional maximally symmetric space. As
we have seen, this is precisely also the symmetry group of a CFT in d+ 1 dimensional flat space.
Therefore, we can roughly think of Eq.(1.19) as the gravity incarnation of conformal symmetry.
In particular, notice that the AdS metric is invariant under the rescaling (r, t,x) 7→ (λ−1r, λt, λx).
Eq.(1.19) can also be promoted to a black-hole geometry as follows. Let us consider

ds2 = L2

f(r)r2dr
2 + r2

L2 (−f(r)dt2 + dx2
d). (1.20)

The function f is called blackening function and vanishes at a location r+ which defines the event
horizon of the black hole. Plugging this expression into the Einstein equations shows that

f(r) = 1−
(
r+
r

)d+1
. (1.21)
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1 The holographic dictionary

Figure 1.2: An anti-de-Sitter space in Poicaré patch coordinate can be seen as a collection
of flat slices in one lower dimension. Figure re-adapted from Ref. [18].

is a solution. This is nothing but the Schwarzschild solution whose blackening function is more
conventionally written as f(r) = 1 − M

rd+1 , where M is a parameter that can be interpreted as
the mass of the black hole. Notice f(r ≈ ∞) → 1. Therefore, Eq.(1.20) is asymptotically anti-
de-Sitter.
Hawking showed that black holes evaporate, with temperature and entropy given by [33, 34]

T = ~κs
2π , S = A

4~GN
. (1.22)

Here A is the area of the event horizon and κs is the surface gravity, i.e. the force required to
hold a unit mass above the horizon. In the following we will often use the relation κ2 = 8πGN.
The Hawking temperature can be directly computed from the blackening function through the
well known procedure of compactification of the imaginary time and yields

T = (d+ 1)r+
4πL2 . (1.23)

This condition ensures that after Euclidean continuation Eq.(1.20) is free of conical singularities,
as required by regularity of spacetimes at the black hole horizon – see Sec. 1.2.2.

1.2 Statement of the correspondence and its implications

In the previous sections we have introduced the conformal group as well as anti-de-Sitter spaces.
The implication of Maldacena’s discovery for N = 4 SYM theory and its AdS5 × S5 dual is
that there is a class of quantum field theories that are also conformal (a class of conformal field
theories) which have an equivalent description in terms of a general relativity theory in an anti-
de-Sitter spacetime. The real of this discovery is that we know the precise relation between the
two descriptions.
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1.2 Statement of the correspondence and its implications

A central quantity of a quantum field theory are the correlation functions of operators O. In the
generating functional formalism these can be derived from the partition function

ZQFT[h(x)] =
∫
DOei

∫
dd+1xh(x)O(x) ≡ 〈ei

∫
dd+1xh(x)O(x)〉, (1.24)

where h is the source for the operator O. When the theory is weakly coupled, one can compute
the correlation functions through perturbative expansion of the expectation value in the right
hand side of the above equation. However, we are interested in the regime where this is not the
case and we need to engineer alternative tools to tackle the problem. Gubser-Klebanov-Polyakov
[31] and Witten [30] gave a prescription to compute Eq.(1.24) through an alternative method.
Let us consider a gravity theory which sits in an anti-de-Sitter space with one extra dimension r.
As we reviewed in the introductory sections, an AdS space has a non-dynamical, flat boundary
that we conventionally assume to be located at r =∞ – see also Fig.1.3. This allows us to select
among all the bulk fields those which asymptote the source h on the boundary. The gravity
partition function can then be constructed by path-integrating over such fields:

Zg[h(x)] =
∫
ψ(r→∞,x)=h(x)

Dψe−iS[ψ(r,x)]. (1.25)

Here ψ = ψ(r, x) is a generic bulk field and S the gravity action. The insight of GKPW is that
these two partitions functions ought to be the same. Therefore:

ZQFT[h(x)] = Zg[h(x)]. (1.26)

As a consequence, there is a one-to-one correspondence between physical observables and bulk
fields. In this sense, the d+1 dimensional quantum field theory can be intuitively identified with
the asymptotic boundary of AdSd+2 – see Fig.1.2. Moreover, if we are interested in the strongly
coupled (g →∞) large-N limit, this turns out to be equivalent to a saddle-point approximation
for the gravity partition function. This yields

ZN,g→∞QFT [h(x)] = e−iS[ψ?(r→∞,x)=h(x)], (1.27)

where ψ? is the solution to the stationarity equations following from δS = 0. This expression
makes it clear that the generating functional for the QFT is given by the gravity action evaluated
on those solutions which asymptote the physical source on the boundary.

Rule 2 - GKPW
Generating functional of a strongly coupled QFTd+1 = d+2 dimensional bulk action

evaluated on solutions which asymptote the physical sources.

In the AdS/CFT framework, the extra dimension is interpreted as the energy scale of the
dual field theory [35–38]. As noted around Eq.(1.19), an AdS space in the Poincaré patch can
be visualized as a collection of flat slices. Schematically, a slice at a precise value of the radial
coordinate is identified as a version of the dual field theory at a given value of the energy scale,
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1 The holographic dictionary

Figure 1.3: Cartoon of the AdS/CFT correspondence. A strongly coupled quantum field
theory in d + 1 dimensions sits at the boundary of an asymptotically AdS
spacetime in d + 2 dimensions. A field ψ in the bulk induces the physical
source h on the boundary. Slices at constant r correspond to a version of the
dual theory at a given value of the energy scale. The near-boundary region is
identified with the UV while the interior one with the IR.

see Fig.1.3. In this sense, the asymptotic region near the AdS boundary corresponds to the
ultraviolet regime of the field theory, while the interior of spacetime to the infrared one. Now let
us suppose we want to study the universal regime of a field theory. According to the well-known
Wilsonian renormalization group (RG) scheme, it is necessary to integrate-out all short distance
degrees of freedom and keep only those living within a given energy cutoff Λ. By sending this
cutoff to low energies, information on infrared dynamics is obtained. On the gravity side, this
corresponds to considering as a reference slice not the AdS boundary but a certain cutoff surface
that sits at a value of the radial coordinate, say rΛ.
The GKPW rule can then be extended as follows

ZΛ
QFT[hΛ(x)] = e−iS[ψ?(r→rΛ,x)=hΛ(x)]. (1.28)

In this sense, the bulk fields induce boundary sources coupled to operators at energy scale below
the cutoff. In holography, the RG flow is geometrized and the energy scale is promoted as a
spacetime coordinate. The requirement that the holographic partition function is independent
of the cutoff yields first-order renormalization group equations. The RG flow is mapped onto
the evolution of the fields along the extra dimension. However, it is worth emphasizing that
determining exactly the RG scheme of a QFT with holography, as well as the link between Λ
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and rΛ cutoffs is still an open question in general and would probably require a whole proof of
correspondence. In any case, in Chap. 9 we give an explicit example of how the extra coordinate
is just a measure of the energy scale.

Rule 3 - Extra dimension
RG flow of a QFTd+1 = Evolution of bulk fields along the holographic dimension.

In the following we test the GKPW rule by analyzing the explicit example of a real scalar field
and learn how to extract correlation functions of the boundary theory from the bulk.

1.2.1 How to compute retarded Green’s functions

Let us consider a real scalar field ψ in AdSd+2-black hole background Eq.(1.20). The action
which is lowest-order in a derivative expansion is

S = −
∫
dd+2x

√
−g

[1
2(∇ψ)2 + 1

2m
2ψ2

]
, (1.29)

where g is the metric determinant, m the bare mass, and (∇ψ)2 = gµν∂µψ∂νψ. Our first goal is
to derive the stationarity equations and to solve them. To this end we perform partial integration
and get

S = 1
2

∫
dd+2x

√
−gψ(2−m2)ψ − 1

2

∫
∂
dd+1x

√
−γ ψ∂nψ, (1.30)

with 2 = 1√
−g∂µ

√
−g∂µ. The boundary term comes from Stokes’ theorem. The normal derivative

is defined as ∂n = nµ∂µ where nµ is an outward pointing vector normal to the boundary, while
γ is the metric induced on the boundary. From the first term we can read-off the equations of
motion which follow after variation of the action with respect to ψ:

(2−m2)ψ = 0, (1.31)

which is the Klein-Gordon equation in curved space. In the asymptotic region (r → ∞) the
spacetime is AdSd+2 and the equation is ψ′′ + d+2

r ψ′ +
(

(ω2−k2)L4

r4 − m2L2

r2

)
ψ = 0, where we have

used plane-wave decomposition ψ(r, t,x) = ψ(r)e−iωt+ik·x. In the above expression, L is the
AdS-radius and primes denote radial derivatives. Focusing on the asymptotic region, we solve
such an equation in a series expansion as r →∞:

ψ = A(ω, k)
(
r

L

)∆−d−1
+B(ω, k)

(
r

L

)−∆
+ .... (1.32)

where dots denote higher orders in 1/r. Here A and B are two integration constants to be fixed by
appropriate boundary conditions, as we discuss shortly. The solution inherits the scaling behavior
of the background and behaves as a power-law where ∆ is the largest root of ∆(∆−d−1) = m2L2:

∆ = d+ 1
2 +

√
(d+ 1)2

4 +m2L2. (1.33)
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1 The holographic dictionary

Let us consider the rescaling (r, t,x) 7→ (λ−1r, λt, λx). In order for Eq.(1.32) to be unchanged,
it must hold that A 7→ λ∆−d−1A and B 7→ λ−∆B. From the GKPW rule Eq.(1.27), we must
match the boundary value of the field with the physical source of the dual theory, i.e. A ∼ h.
The coupled operator then scales as O(x) 7→ λ−∆O(λx), and ∆ can be therefore interpreted as
the scale dimension of the operator dual to ψ. Notice that O satisfies the same scaling as the
sub-leading coefficient in Eq.(1.32). In the following we make it clear that B indeed gives the
expectation value of the operator O.

Rule 4 - Mass - scale dimension
Scale dimension of a CFTd+1 operator = mass of the dual field.

We can also distinguish the cases where the dual operator is a marginal, relevant or irrelevant
deformation of the fixed point:

Irrelevant deformation ∆ > d+ 1 m2 > 0,
Marginal deformation ∆ = d+ 1 m2 = 0,
Relevant deformation ∆ < d+ 1 m2 < 0.

Notice that negative values of the squared mass are allowed as long as the scale dimension
Eq.(1.33) stays real, i.e.

m2L2 ≥ −(d+ 1)2

4L2 ≡ m2
BF. (1.34)

The lower value is known as Breitenlohner-Freedman bound (BF) and was originally introduced
in Ref. [39]. Whenever the BF bound is crossed the field acquires a finite amplitudes which non
trivially backreacts on the geometry. As we elaborate in Sec. 1.3.1, this mechanism is at the
basis of the spontaneous symmetry breaking process in AdS/CFT.

Regularization of the scalar field action
Following the GKPW wisdom, we have to evaluate the action Eq.(1.30) on the solution. Using
the equations of motion (1.31) we are left with a boundary term

Sos = −1
2

∫
∂
dd+1x

√
−γ
√
grr

ψ∂rψ, (1.35)

where we have used the explicit expression for the normal vector nµ = (0,√grr, 0, ..., 0). This is
a boundary term and we can use the asymptotic behavior Eq.(1.32)

Sos = lim
r→∞

(
d+ 1−∆

2L

∫
∂
dd+1x

( r
L

)2∆−d−1
A2 + d+ 1

2L

∫
∂
dd+1xAB + ...

)
, (1.36)

where dots denote sub-leading terms in 1/r. If 2∆− d− 1 > 0, the on-shell action diverges and
must be regularized. In the holographic RG scheme, such an infinity corresponds to the usual
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1.2 Statement of the correspondence and its implications

UV divergence of a QFT. To do this we can always consider boundary counter-terms which do
not affect the equations of motion but can remove infinities. Let us consider

Sct = ∆− d− 1
2L

∫
∂
dd+1x

√
−γψ2. (1.37)

If we now repeat the asymptotic, on-shell analysis we obtain the on-shell action

Sreg = 2∆− d− 1
2L

∫
∂
dd+1xA(x)B(x). (1.38)

Since A is identified with the source, the one point function follows from Eq.(1.27) via

〈O(x)〉 = δSreg
δA(x) = 2∆− d− 1

2L B(x). (1.39)

This confirms our previous intuition that the sub-leading coefficient of the expansion Eq.(1.32)
gives the expectation value of the operator. The near boundary expansion of a bulk field encodes
both the physical sources and expectation values of the dual theory. This is a general result of
holography and applies also to higher spin fields. In this thesis we will analyze the examples of
the Maxwell field Aµ, whose temporal component gives the chemical potential and the charge
density, and the metric gµν , which sources at the boundary the stress-energy tensor Tµν .
The two-point function is instead given by

〈O(−x)O(x)〉 = 2∆− d− 1
L

B(x)
A(x) , (1.40)

where we have appropriately taken into account combinatorial factors. This gives us a simple
tool to extract two-point functions from the bulk: it is sufficient to compare the sub-leading with
the leading term of the near boundary expansion of the gravity field.
To test such a statement, let us remind that A ∝ kd+1−∆, B ∝ k∆. This gives B/A ∝ k2∆−d−1

which correctly reproduces the scaling of the two-point function expected for a CFTd+1.
Furthermore, from Eq.(1.27), the one-point function in the presence of source h can be written
as 〈O(x)〉 = limr→∞Π(r, x) where Π(r, x) = δS/δ(∂rψ) is the canonical momentum conjugated
to the field. From this, we can rewrite Eq.(1.40) as

〈O(−x)O(x)〉 = − lim
r→∞

Π(r, x)
ψ(r, x) . (1.41)

In order to fully determine the structure of the correlation function Eq.(1.40) we still have to
compute the ratio B/A. So far we have just imposed one condition at the asymptotic boundary.
In the next we discuss conditions in the interior of the spacetime.

1.2.2 Infalling conditions and retardation

To uniquely determine the solution we need an additional set of boundary conditions. These come
from the spacetime interior and it turns out that these mostly determine the type of Green’s
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function one computes. Let us give an example by considering an AdS-black hole described
by the metric Eq.(1.20). We will later show that this is equivalent to considering the CFT
at finite temperature. There are then three natural choices of possible Green’s functions, the
advanced, the retarded and the (Euclidean) time-ordered. Let us focus on the near horizon limit
of Eq.(1.31). The equation of motion is given by

ψ′′ + 1
r − r+

ψ′ − ω2
n

(4πT )2(r − r+)2 = 0. (1.42)

Here ωn is the Euclidean-Matsubara frequency. This equation is solved by ψ±(r ≈ r+) =
(r − r+)±ωn/(4πT ). One solution is clearly divergent at r+ and has to be excluded to ensure
regularity of the spacetime. The singularity of the metric at r = r+ is indeed just an artifact due
to the Poincaré coordinates and can be removed switching to a well-behaved system of variables
such as the ingoing Eddington-Finkelstein (EF) one

t′ = t+ r?(r). (1.43)

Here dr? = dr/γ(r) is called tortoise coordinate and γ(r) =
√
gtt(r)/grr(r). In such a system the

spacetime turns out to be free of singularities. More generally, fields are required to be regular
in Kruskal coordinates, which are an extension of Eq.(1.43). We discuss Kruskal coordinates in
Sec. 5.3.2.
Turning back to Lorentzian signature and including time, the regular solution is given by

ψreg ∼ e−iω(t+ 1
4πT log(r−r+)). (1.44)

This corresponds to a mode which is infalling into the interior. Therefore, this expression is often
called in-going or infalling horizon condition. Remarkably, infalling conditions have been first
connected to retarded Green’s of the boundary theory in Ref. [40]. Therefore, solving the bulk
equation with infalling conditions in the interior and matching condition at the boundary yields
the retarded correlation function. At T = 0 the analysis is more delicate and depends explicitly
on the spacetime we are working with. See e.g. Ref. [24] for details.

1.2.3 Alternative quantization(s)

In the previous section we have understood how the near-boundary expansion of a bulk field
encodes both the source and expectation value of the operator in the dual theory. We re-quote
it here for simplicity:

ψ(r) ≈ A
(
r

L

)∆−d−1
+B

(
r

L

)−∆
. (1.45)

In order to compute the holographic two points function we had to regularize the on-shell action
Eq.(1.36). The divergence arises when ∆ > (d+1)/2 on the scale dimension. Another implication
of this condition is on the normalizability of fields. A power-law field in AdS space with boundary
at r = ∞ is normalizable if its scale dimension is below −(d + 1)/2 [23, 41]. Operators of the
dual theory have to be normalizable in order for path integrals to be well defined. The only
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1.2 Statement of the correspondence and its implications

normalizable mode in Eq.(1.45) is the sub-leading one. The leading one has hence to be non-
dynamical to ensure consistency of the theory. This is another reason why it has to represents
the source of the dual theory.
The situation drastically changes in the window d−1

2 < ∆ < d+1
2 , where the left-hand-side is the

unitary bound of Sec. 1.1.1. In this range both the behaviors in Eq.(1.45) are normalizable. It is
then possible to choose an alternative quantization where the roles of the coefficients are swapped.
The holographic field ψ is then dual to an operator with scale dimension ∆alt = d + 1−∆ and
the Green’s function is given by

Galt(x) = A(x)
B(x) . (1.46)

Therefore, in the window where both the behaviors are normalizable the holographic description
captures two fundamentally different CFTs duals.

Rule 5 - Green’s function
Retarded two point function of an operator = ratio of the normalizable and

non-normalizable falloff of the near boundary expansion of the dual field which satisfies
ingoing conditions in the interior.

There is a third possibility where neither A nor B but a combination of them gives the physical
source. Specifically

h = A− ∂BW[B],
〈
O
〉

= B, (1.47)

where W is a polynomial in B – see Refs. [42, 43]. Below we derive such an expression and give
an interpretation in terms of multi-trace deformations of the field theory Lagrangian.

1.2.4 Multi-trace deformations

Let us perturb the boundary CFT with the following term L0 7→ L0 + hO +W[O]. Here L0
represents the unperturbed Lagrangian and W is a polynomial of the operator O often called a
multi-trace deformation. From a holographic point of view we need to extend the GKPW rule
Eq.(1.27). Let us define

〈ei
∫
dd+1xhO〉W ≡ exp

[
−iS[ψ?(r →∞, x) = h(x)]

]
. (1.48)

Our goal is to determine the generating functional from holographic arguments. In the case of a
scalar field we have seen that the regularized action assumes the form Sreg[A,B] = 1

2
∫
k A(k)B(−k)

where
∫
k ... =

∫ ddkdω
(2π)d+1 . Using the linear relation Eq.(1.40) between A and B we can get a func-

tional only of e.g. the leading coefficient: I = Sreg[A]. In this way, a direct computation shows
that A and B are canonically conjugated variables:

B = δI
δA

, A = −δJ
δB

, (1.49)
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1 The holographic dictionary

where J [B] = I −
∫
dd+1xA δI

δA . In the standard quantization the sub-leading coefficient B
represents the dual operator. This suggests to identify B as variable and work with the functional
J . Therefore, the candidate generating functional is

S[B] = J [B] +
∫
k

(
hB +W[B]

)
. (1.50)

Stationarity of the action gives the relation δBJ + h + ∂BW = 0. Using Eq.(1.49) we find
A = h + ∂BW[B] that is precisely our earlier Eq.(1.47). Notice that without deformations,
i.e. W = 0, we re-obtain the known result A = h. We conclude that setting mixed boundary
conditions on the coefficients A and B of the holographic scalar field corresponds to deforming
the theory via a multi-trace deformation.

1.3 Breaking scale invariance: finite temperature and density

In the previous sections, we understood that AdS spacetimes correspond to conformal field theo-
ries in one lower dimension. However, in most physical systems, scale invariance is broken. The
focus of the remainder of this chapter is to understand how to break such a symmetry in the
AdS/CFT framework by means of temperature and chemical potential.
In field theory, temperature can be introduced through compactification of Euclidean time. The
partition function is then given by

ZQFT(T ) =
∫
S1×Rd

DO e−IE[O], (1.51)

where IE is the euclidean action of the field theory. The GKPW rule states that the field theory
lives at the boundary of an AdS space. As noted in Sec. 1.1.2, an AdS space can be promoted to a
black hole by considering an appropriate blackeninging function. Black holes have a temperature
given by the Hawking formula Eq.(1.22). Therefore, the natural generalization of the GKPW
rule is to consider the theory at finite temperatures as placed at the boundary of the black hole
provided that we identify the physical temperature with the Hawking one.

Rule 6 - Temperature
Physical temperature = Hawking temperature of the dual black hole.

In addition, black holes can also have a charge. To show this fact in the AdS/CFT context we
consider the Einstein-Maxwell action. For simplicity we work in d+ 2 = 4 bulk dimensions:

SEM =
∫
d4x
√
−g
[ 1

16πGN

(
R− 2Λ

)
− 1

4g2
F

F 2
]
, (1.52)

where F = dA is the Maxwell field strength with coupling gF , and Λ = −3/L2.
The saddle point equations follow from stationarity of the action with respect to the fields and
read:

Rµν − (R− 2Λ)gµν2 = 16πGNTµν , ∂µ(
√
−gFµν) = 0, (1.53a)
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1.3 Breaking scale invariance: finite temperature and density

with stress-energy tensor Tµν = 1
2g2
F

(
1
4F

2gµν − FµρF ρν
)
. Let us use the ansatz

ds2 = −V (r)dt2 + dr2

V (r) + r2dΩ2
2, A = At(r)dt, (1.54)

where we focused on spherically symmetric solutions. The spatial coordinates indeed live on a
sphere of radius r with line element dΩ2

2 and area s2 = 4π. Plugging the above expression into
the equations of motion yields the following blackening function V (r) = 1 + r2

L2 + Θ2

r2 − Mr . This
is the well-known Reissner-Nordström solution that describes a black hole with mass M and
charge Θ [32]. The geometry is asymptotically AdS as r → ∞ and has a horizon at r+. At the
horizon V vanishes and gives the relationM = r+

(
1 + r2

+
L2 + Θ2

r2
+

)
. The temperature follows from

the procedure of compactification of the imaginary time and gives

4πT =
√
g′tt(r)g′rr(r)
g2
rr(r)

∣∣∣∣∣∣
r+

= 1
r+
− 4πGNµ

2

g2
F r+

+ 3r+
L2 . (1.55)

To ensure regularity of both the components At and At, the gauge potential has to vanish at the
event horizon. As a consequence At = µ(1 − r/r+). At the boundary At has the characteristic
leading-sub-leading behavior already found in Eq.(1.32). It is a general feature of holography
that global symmetries of the QFT and local symmetries in the bulk are mapped onto each other
[23–25]. The Maxwell potential A is a U(1) gauge field and has to correspond to a global U(1)
on the boundary. It is then natural to interpret the subleading coefficient as the charge density,
while the leading one with its source, i.e. the chemical potential µ. The former aspect will
be confirmed below after a proper thermodynamic analysis. Finally, conservation of the radial
current ∂r(

√
−gF rt) = 0 gives gFΘ =

√
4πGNr+.

Rule 7 - Symmetries
Global symmetry of the boundary = local symmetry of the bulk.

As we also did in Sec. 1.2.1, the GKPW rule Eq.(1.27) requires the action to be regular in
order to obtain the thermodynamics of the field theory dual. In particular, the grand potential
density is given by ω = Ios

βV2
, where β = T−1 is the inverse temperature, Ios is the gravitational

on-shell action in Euclidean signature, and V2 the spatial volume. In order for the on-shell action
to be finite and stationary, we must consider appropriate boundary counter-terms which do not
affect the bulk equations of motion. On the one hand, the pure gravity part of Eq.(1.52) is
regularized by the well-known Gibbons-Hawking counter-term (see e.g. [44])

SGH = 1
16πGN

∫
∂
d3x
√
−γ

(
2K + 4 + LR[γ]

)
, (1.56)

where γµν is the metric induced on the boundary, K the trace of the extrinsic curvature and R[γ]
gives the curvature of the boundary.
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1 The holographic dictionary

On the other hand, using the equations Eq.(1.53a) in the Maxwell term, it is easy to check that
on-shell action vanishes as r →∞. Let us check stationarity. We have δSos

M ∝ (δµ−δρ/r) where
we used the near boundary expression for the Maxwell potential. Here we have two possibilities:

• δµ = 0→ the chemical potential is fixed (grand canonical ensemble) and the on-shell action
is stationary.

• δρ = 0→ the charge is fixed (canonical ensemble) and the on-shell action is not stationary.
To regularize the problem we have to consider the boundary counter term

SM,ct = 1
g2
F

∫
d3x
√
−γFµνnµAν . (1.57)

Going on-shell, this last term is given by So.s.
M,ct = s2r+µ

2/g2
F = Qµ with total charge Q.

As a consequence, the grand potential gets renormalized as Ω 7→ Ω + µQ which is exactly
the map between grand potential and free energy.

Working in the grand canonical ensemble, the grand potential density is given by

ω = r+
2κ2

(
1− r2

+
L2

)
− µ2r+

4g2
F

. (1.58)

From this expression we can compute the entropy and charge density s = r2
+/4GN, ρ = µr+/g

2
F .

Note how the entropy density is consistent with the Bekenstein-Hawking formula Eq.(1.22), and
the charge density can also be obtained from Gauss’ law evaluated at r →∞. This also confirms
that the sub-leading falloff in Eq.(1.54) gives the charge density.

1.3.1 The superconducting instability

In this section we test the stability of the Reissner-Nordström solution Eq.(1.54) by perturbing
it with a probe scalar field. Specifically, we consider

SEM 7→ SEM −
∫
dd+2x

√
−g (|DΨ|2 +m2|Ψ|2 + V (|Ψ|)). (1.59)

The field Ψ has bare mass m and charge q? with respect to the U(1) field strength F , and
covariant derivative Dµ = ∂µ − iq?Aµ. The potential V (|Ψ|) takes into account higher-order-in-
|Ψ| terms and may play a role in determining the backreaction onto the geometry. Here we are
interested in the probe limit where the background is insensitive to the dynamics of the scalar
field.
Eq.(1.59) goes under the name of Abelian Higgs model and was first used by Gubser to test

the stability of the Reissner-Nordström solution [45]. It can be viewed as a Ginzburg-Landau
action with order parameter field Ψ for U(1) symmetry breaking in curved space. However,
m2 = 0 does not identify a phase transition as negative squared masses not always compromises
the stability of the theory in curved space. As we have seen in Eq.(1.34), m2 needs to cross the
BF bound in order to trigger an instability.
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1.3 Breaking scale invariance: finite temperature and density

The question is whether there exists a built-in mechanism in holography that drives the mass
below such a value allowing for spontaneous symmetry breaking.
The equation of motion is given by

∂r(
√
−ggrr∂rΨ) =

√
−gm2

eff Ψ. (1.60)

Even though we are working in the probe limit, the scalar field feels the background in a way
such that its mass gets renormalized as

m2
eff = m2 − |gtt|q?2A2

t . (1.61)

Depending on the Maxwell term, the mass may cross the BF bound. In the asymptotic region At
vanishes and Eq.(1.61) gives the bare mass. This is an indication that the near boundary theory
is stable. On the contrary, in the vicinity of the event horizon, the electromagnetic negative shift
may becomes important. If q? is big enough, the black hole electric field can excite the vacuum
producing Schwinger pairs of particles and anti-particles [46]. Due to the electric-screening, one
of the partner will fall into the horizon. If the temperature is low enough, the gravitational field
and the electric force equilibrate the anti-partner, and a condensate with the same charge as the
black hole forms.
Since the violation of the BF bound occurs in the interior, the IR scale dimension of the

scalar field becomes imaginary and the correspondent Green’s function acquires poles in the up-
per half-frequency plane [47]. Causality does not allow such poles and leads to exponentially
growing perturbations. The endpoint of this process is a charge condensate localized in the
near-horizon region. As a consequence, the scalar field develops a finite profile and an analysis
of the coupled problem away from the probe limit must be employed. This goes under the name
of holographic superconductivity and was first introduced in Refs. [48, 49], see also Refs. [50, 51].
The connection between holographic superconductivity and the BF bound in AdS2 – which will
be the core theme of the next chapter – was first made explicitly, with increasing precision of
the statement, in Refs. [49, 52, 53].

Rule 8 - Superconductivity
Superconducting order parameter = scalar field charged under U(1) gauge symmetry.

Linear stability analysis Eq.(1.60) is valid only in the probe limit, i.e. if the back-reaction of
the scalar field is small. However, it can be used to gain knowledge on the phase transition and
below we give some details on the numerical determination of the critical temperature.
For this specific problem it turns out to be much easier to work with the planar RN solution:

ds2 = r2

L2

(
−f(r)dt2 + dx2

)
+ L2dr2

f(r)r2 ,

A = µ

(
1− r+

r

)
dt, Ψ = 0, (1.62)
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1 The holographic dictionary

Figure 1.4: Left panel: Schroedinger potential as function of the tortoise coordinate s for
different values of the squared mass m2 and for q? = 1, Q =

√
3. The event

horizon is located at s = −∞, the boundary at s = 0. Right panel: critical
temperature of the holographic superconductor as a function of m2 for various
q? = 1.

with blackening factor f = 1 − M
r3 + Q2

r4 , temperature T = 3r+
4πL2 (1 − Q2

3r4
+

), chemical potential
µ = 2gFQ/L2r+, and mass M = r3

+ +Q2/r+. Here Q is the black hole charge. In the following
we set r+ = L = 1. We seek solutions to Eq.(1.60) able to develop a non-vanishing expectation
value even in the absence of an external source. With the conventions of the asymptotic expansion
Eq.(1.32), this requires A = 0 and B 6= 0. If such a solution exists, then the dual theory develops
a finite order parameter and undergoes the superconducting phase transition. However, this will
not be true for all choices of the parameters of the theory in Eq.(1.62). To get a sense of the
right tuning, we can map Eq.(1.60) into an effective 1-dimensional Schrödinger problem, using
Ψ(s) = Z(s)ψ(s) with Z = (giigrr−g ) 1

4 and ds
dr =

√
grr
gii

. This yields

∂2
sψ = V (s)ψ,
V (s) = giim

2
eff +

(
∂s logZ

)2 − ∂2
s logZ, (1.63)

which corresponds to zero-energy modes. In the new coordinates, the horizon is mapped to
s = −∞ while the boundary to s = 0. A plot of the potential is given in Fig.1.4. The shape
depends on the parameters Q, q?, and m2. In Fig.1.4 we see that lowering m2 deforms a barrier
into a well, opening the possibility for the existence of near-boundary bound states Therefore,
the instability is guaranteed by the existence of near-boundary bound states of the Schroedinger
problem [38] .
In the following we solve numerically Eq.(1.60) through a shooting method. Numerics work

better in the z = 1/r coordinates (zbdy = 0, z = z+ = 1) as we can avoid dealing with infinities.
In Ref.[54] the same method is applied for a holographic superconductor in a magnetic field. We
work at fixed q? and m2 in the parameter region suggested by the stability analysis. To solve
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1.4 Summary

the equation of motion we impose regularity at the horizon, namely Ψ(1) = 1,Ψ′(1) = 0, and
use the function NDSolve in Mathematica. There will be a critical value of the charge Q? at
which A(Q?) = 0, B(Q?) 6= 0. To find such a value we use the fact that A ∝ ∂zφ and extract Q?
through the function FindRoot. Given a pair (m, q?), for a generic value of T/µ such a solution
will not exits. Scanning over T/µ one can find the critical value where the solution does exist and
this denotes the critical temperature where the system becomes unstable. We show the results
in Fig.1.4.

1.4 Summary

In this chapter we have reviewed the fundamental aspects of the holographic duality. In Sec.
1.1 we have given an overview of the Maldacena’s conjecture which states that a very specific
quantum field theory (N = 4 SYM) with conformal symmetry and at strong coupling can
alternatively be described in terms of classical gravity in anti-de-Sitter space with one additional
dimension. We then have reviewed the basics of the two sides of the correspondence, highlighting
that a CFTd+1 and an AdSd+2 space have the same symmetry group SO(2, d+1). In Sec. 1.2 we
have reviewed the more modern statement of the correspondence, provided by the GKPW rule
which states that a generic strongly coupled quantum field theory in d+ 1 dimensions is dual to
classical gravity in one additional dimension. More specifically, the QFT lives at the boundary
of an asymptotically AdS space, and the holographic dimension represents the energy scale of
the dual theory. The generating functional of the boundary theory is given by the gravity action
evaluated on appropriate solutions to the gravitational equations. In Sec. 1.2.1 we have reviewed
how to compute retarded two point functions from holography: the sources and operators of the
physical theory are essentially encoded in the near boundary expansion of the dual bulk fields.
Finally, we have considered charged black holes which correspond to a physical boundary theory
at finite temperature and density. This has been the theme of Sec. 1.3 where we have also
outlined the mechanism for spontaneous symmetry breaking of U(1).
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1 The holographic dictionary

Recap Box−The holographic dictionary

1. Maldacena’s duality
Strongly coupled CFTd+1 = Weakly coupled classical gravity on AdSd+2.

2. GKPW
Generating functional of a strongly coupled QFTd+1 = d+ 2 dimensional bulk action
evaluated on solutions which asymptote the physical sources.

3. Extra dimension
RG flow of a QFTd+1 = Evolution of bulk fields along the holographic dimension.

4. Mass - scale dimension
Scale dimension of a CFTd+1 operator = mass of the dual field.

5. Green’s function
Retarded two point function of an operator = ratio of the normalizable and non-
normalizable falloff of the near boundary expansion of the dual field which satisfies
ingoing conditions in the interior.

6. Temperature
Physical temperature = Hawking temperature of the dual black hole.

7. Symmetries
Global symmetry of the boundary = local symmetry of the bulk.

8. Superconductivity Superconducting order parameter = scalar field charged under
U(1) gauge symmetry.
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2 Chapter 2

AdS2 horizons and the SYK model

In this chapter we focus on charged black holes at zero temperature. In the first section 2.1
we show that in the interior of such geometries spatial directions decouple from the radial and
temporal ones. The latter coordinates vary on an AdS2 emergent spacetime. Many features of
the full theory can be understood in terms of this lower dimensional geometry. In Sec. 2.1.1 we
express the retarded correlation function of a scalar operator in terms of low-energy data. In
Sec. 2.2 we derive the universal low-energy theory, described in terms of dilaton-gravity models.
In Sec. 2.3 we introduce the Sachdev-Ye-Kitaev model, which is argued to be the microscopic
dual to such a spacetime.

2.1 The extremal Reissner-Nordström black hole

In this chapter we focus on the spherical symmetric black holes reviewed in Sec. 1.3. The
temperature Eq.(1.55) is a second order equation in the horizon location, whose largest root is
r+(T, µ)/L2 = 4πL2T +

√
(4πL2T )2 − 2κ2µ2/g2

F . Here κ2 = 8πGN, L2 = L/
√

6 and we will give
a physical interpretation shortly. At T = 0 it holds that

r+(T = 0, µ)
L2

≡ r?
L2

=
√
κ2µ2

g2
F

− 2. (2.1)

Due to the non-vanishing chemical potential, the horizon sits at a finite value of the radial
coordinate r? known as extremal horizon. In such a limit, the blackening function has a double
zero at the extremal horizon V (r) ≈ (r − r?)2/L2

2 and the metric tensor is given by:

ds2 = −(r − r?)2

L2
2

dt2 + L2
2

(r − r?)2dr
2 + r2

?dΩ2
2. (2.2)

See also Ref.[55–57]. Let us introduce a new coordinate via r = r? + L2
2
ζ . In the new reference

system the extremal horizon lies at ζ = ∞ and the boundary at ζ = 0. The metric and the
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2 AdS2 horizons and the SYK model

Figure 2.1: Spherical RN black hole in d + 2 dimensions (in the figure d = 1 and time is
not displayed). At extremality an AdS2×Sd factor arises near the horizon (red
area). The inner region is the energy-fluctuations dominated regime. Increasing
the energy scale, irrelevant deformations back-react on the geometry, driving
the spacetime to the asymptotic AdSd+2 region.

gauge-field Eq.(1.54) are then given by

ds2 = L2
2
ζ2 (−dt2 + dζ2) + r2

?dΩ2, A = E

ζ
dt, (2.3)

where E is a dimensionless electric field. We recognize that (t, ζ) together form an AdS2 space-
time. The background crosses over from asymptotic AdSd+2 to a near horizon AdS2× Sd region,
which signals a low energy, emergent scale invariance in time direction of the dual field theory.
The length scale L2 gives the curvature radius of the emergent AdS2 space and it holds that
L2 < L. For small but finite temperature, the geometry is given by:

ds2 = L2
2
ζ2

(
− f2(ζ)dt2 + dζ2

f2(ζ)

)
+ r2

?dΩ2
2, A = E

ζ
g2(ζ)dt. (2.4)

This is the metric of AdS2 × Sd-black hole with blackening factor f2(ζ) = 1 − (ζ/ζ+)2, g2(ζ) =
1− ζ/ζ+, and temperature 2πT = ζ−1

+ . The phase dual to such a geometry is a very novel type
of phase that was essentially unknown before its discovery in holography. Known as a semi-local
quantum liquid, it is characterized by correlation functions of matter fields which are scale in-
variant with respect to time dilatation but rapidly decay in space directions [58–60].
At T = 0 the charge density is ρ = µr?/g

2
F , while the entropy density is s = 4πr2

?/2κ2. Remark-
ably, the entropy does not vanish at T = 0, in contradiction with thermodynamic laws. As is
well known, unless protected by a symmetry, such a state is unstable to small fluctuations to
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2.1 The extremal Reissner-Nordström black hole

a state of lower entropy. Importantly, the electric field in Eq.(2.4) satisfies the thermodynamic
relation 2πE = (∂s/∂ρ)T . Finally, the specific heat is given by γ = 8π2L2

2r?/κ
2.

2.1.1 Near-far matching expression for holographic correlation function

Following Wilson, at low energies there should be a self-consistent way to describe the theory
in terms of its low-energy degrees of freedom. This implies that the correlation functions in a
full CFT at finite density dual to a charged AdS black hole at low energies should essentially
be given by its dynamics near the horizon. The goal of this section is to show this relation, i.e.
to relate the retarded correlators of the full theory to the Green’s function of the 2-dimensional
infrared sector. This section is based mainly on Refs. [25, 58–60]. To this end, we perturb the
extremal RN background with a scalar field ψ charged under the Maxwell field, whose equation
of motion in Fourier space is

�ψ =
√
−g

(
m2 − gtt(ω + q?At)2 + gααk2

α

)
ψ, (2.5)

where � denotes the Laplacian operator along the radial direction. As reviewed in Sec. 1.2.1,
the two-points function of the operator dual to ψ follows from the analysis of the above equation
close to the asymptotic boundary, and usually numerics is required. Below we focus on the small
frequency regime where we can make some analytic computations. However, perturbation theory
of Eq.(2.5) fails close to the horizon r− r? � ω (inner region). This is due to the double zero of
the blackening function, that leads to a divergence of the metric element gtt which always comes
in with a factor of ω2. Therefore, a full non-perturbative computation is required here. On the
contrary, in the outer region r − r? � ω, the ω-expansion is controlled.

As we will see below, the AdS2 case is quite fortunate as it allows for exact solution of the
equations. Such a behavior emerges in the interior of extremal black holes at approximately
r − r? ∼ µ, as we have seen in the previous section. As depicted in Fig. 2.2, there is an overlap
of the inner and outer regions when ω � µ. We now proceed to (i) exactly solve the equations
in the inner region, (ii) perform a ω-expansion in the outer one, (iii) match the results.
Inner region: we first study the T = 0 case. In the inner region we use the background

Eq.(2.2), and the equation of motion becomes an effective Schroedinger problem for zero energy
modes

∂2
ζψin =

L2
2m

2 − (ζω + q?E)2 + L2
2
r2
?

k2

ζ2 ψin. (2.6)

This equation is exactly solvable, and the solution is a combination of Whittaker’s functions
ψin(ω, ζ) = c1Miq?,ν(−2iωζ)+c2Wiq?,ν(−2iωζ), where c1 and c2 are two constants. The condition
c1 = 0 ensures that any out-going mode from the interior is suppressed – see Sec. 1.2.2 for details.
Therefore ψin ∝Wiq?,ν and an expansion close to the AdS2 boundary gives

ψin(ζ ≈ 0) = ζ
1
2−νk + Gk(ω)ζ

1
2 +νk , (2.7)
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2 AdS2 horizons and the SYK model

Figure 2.2: The bulk of a spherical RN black hole. In the outer region (teal area) pertur-
bation in ω is controlled and is defined by ω � r− r?. In the inner region (red
area) r − r? � µ holds. In order for this regions to overlap it must hold that
ω � µ. When ω = 0, the condition defining the outer region is satisfied for all
r and there is total overlap.

with νk =
√
L2

2m
2 + L2

2
r2
?

k2 − q?2E2 + 1
4 and

Gk(ω) =
Γ(−2νk)Γ(1

2 + νk − iq?E)
Γ(2νk)Γ(1

2 − νk − iq?E)
(−2iω)2νk (2.8)

This corresponds to the infrared retarded correlation function of the dual field theory. This result
can be extended to finite temperatures if we consider the black-hole background Eq.(2.4). The
solution is in this case given by ψ = c+F+(ζ, ω) + c−F−(ζ, ω), where

F± =e−
1
2πζ+ω(ζ+ζ)

1
2∓νk(ζ − ζ+)−

iζ+ω
2 (ζ + ζ+)−

1
2±νk+ iζ+ω

2 (2.9)

×F (1)
2

[1
2 ∓ νk − iq

?E,
1
2 ∓ νk + i(q?E − ζ+ω), 1∓ 2νk,

2ζ
ζ + ζ+

]
. (2.10)

Here F (1)
2 is the hypergeometric function. Expanding the solution close to the event horizon and

requiring suppression of out-going modes, gives the following finite temperature correlator

GTk (ω) = (4πT )2νk
Γ(−2νk)Γ

(
1
2 + νk − iω

2πT + iq?E
)

Γ
(

1
2 + νk − iq?E

)
Γ(2νk)Γ

(
1
2 − νk −

iω
2πT + iq?E

)
Γ
(

1
2 − νk − iq?E

) . (2.11)

Note that using the Stirling approximation Γ(x+α) ∼ xα as x→∞, the above expression gives
Eq.(2.8) again.
Outer region: In the outer region r− r? � ω perturbations in ω are well defined. The leading

order is obtained by setting ω = 0 in Eq.(2.5), which have two independent solutions η± such
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that η(0)
± (r → r?) = [(r − r?)/L2

2]− 1
2±νk + ... We then have

ψ
(0)
out(k, r) = η

(0)
+ (k, r) + ckη

(0)
− (k, r), (2.12)

where ck is a constant.
Overlap region and matching: at small but finite frequencies both Eq.(2.7) and Eq.(2.12) are

valid and we can write

ψ
(0)
out(ω,k, r) = η

(0)
+ (k, r) + Gk(ω) η(0)

− (k, r). (2.13)

More generally, for higher orders in ω we have ψout(kµ, r) = η+(kµ, r) + Gk(ω) η−(kµ, r), with
η± = η

(0)
± + η

(1)
± ω + η

(2)
± ω2 + ... It is important to stress that this result holds only for not too

high frequencies. Expanding the solution near the asymptotic boundary r →∞, we find

ψout(kµ, r ≈ ∞) =
(
a+ + a−Gk(ω)

)
r∆−3 +

(
b+ + b−Gk(ω)

)
r−∆. (2.14)

Thus we get for the boundary retarded Green’s function

GR(ω, k) = b
(0)
+ + b

(2)
+ ω +O(ω2) + Gk(ω)(b(0)

− + b
(2)
− ω +O(ω2))

a
(0)
+ + a

(2)
+ ω +O(ω2) + Gk(ω)(a(0)

− + a
(2)
− ω +O(ω2))

. (2.15)

The k-dependent coefficients can only be determined by solving the outer region equation nu-
merically. However, at extremely low frequencies it holds that ImGR ∝ ω2νk . Therefore, the low-
energy spectral function is determined by near-horizon physics up to a frequency-independent
prefactor. Moreover, matching argument in Eq.(2.15) is a key ingredient to analyze a set of
holographic quantum phase transitions that are beyond the mean-field paradigm [60].

2.2 JT gravity theory

In this section we derive the low-energy universal theory living in the near-AdS2 region of extremal
black holes. We first dimensionally reduce the theory down to two dimensions and then cut off
the UV at a certain energy scale ε lying in the near-AdS2 region.

We start from the Einstein-Maxwell action Eq.(1.52) in Euclidean signature, which admits the
Reissner-Nordström solution Eq.(1.54). Our aim is to focus on the AdS2 sector. Therefore, we
perform a dimensional reduction down to two dimensions. Assuming rotational invariance, we
choose the following ansatz

ds2 = Φ−1(ζ)ds̃2 + Φ2(ζ)dΩ2
2, Aµdx

µ = Ãa(ζ)dxa, (2.16)

where a, b = τ, ζ and the dilaton Φ controls the radius of the 2-sphere as we flow along the
holographic direction. We denote with X̃ quantities in the dimensionally reduced theory. Useful
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Figure 2.3: Cartoon of dimensional reduction from 3 to 2 dimensions. The spatial direction
gets encoded in an additional field (the dilaton) which lives in the bulk of the
reduced space.

formulae for dimensional reduction are:
√
g =

√
g̃
√

Ω2 Φ, √
γ =

√
γ̃
√

Ω2Φ
3
2 ,

R = ΦR̃+ 2
Φ2 −

3
Φ
√
g̃
∂ζ
(
Φ
√
g̃∂ζΦ

)
,

K =
√

ΦK̃ + 3
2 ñζ

∂ζΦ√
Φ
, F 2 = Φ2F̃ 2. (2.17)

Here g and γ are the bulk and boundary metric respectively, whereas
√

Ω2 is the determinant
of the angular metric, and

∫
dΩ2
√

Ω2 = s2 = 2π3/2/Γ(3
2) = 4π is the area of the 2-sphere with

unit radius. γ̃ is the metric induced by γ on the 1-dimensional boundary. The vector ña has
unit norm and is normal to the boundary of the manifold described by metric g̃ and pointing
outward (ñζ =

√
g̃ζζ). The quantity K̃ is the extrinsic curvature induced on the 1-dimensional

boundary. Moreover, all the counterterms Ict in Eq.(1.52) do not contribute as they vanish on a
boundary with d = 0 spatial dimensions [55].
The 2-dimensional action is then given by:

I

4π =
∫
d2x

√
g̃

[
− 1

2κ2

(
Φ2R̃+ U(Φ)

)
+ Z(Φ)

4 F̃ 2
]
− 1
κ2

∫
∂
dx
√
γ̃ Φ2K̃, (2.18)

with U(Φ) = 2
Φ + 6

L2 Φ, Z(Φ) = Φ3

g2
F
. Two dimensional dilaton-gravity theories were originally

investigated to study low energy excitations around AdS2 solutions [61, 62]. The dilaton field
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2.2 JT gravity theory

Figure 2.4: Cutoff of the asymptotic geometry. The inner region represents the universal,
near-AdS2 region.

satisfies the following equation of motion

2ΦR̃+ U ′(Φ)− κ2

2 Z
′(Φ)F̃ 2 = 0. (2.19)

Eq.(2.18) is just a rewriting of the Einstein-Maxwell theory. Therefore, it must have the same
solution as the higher-dimensional sibling. The map between the two solutions Eqs. (1.54) and
(2.16) is

Φ(ζ) = r? + L2
2
ζ

(2.20)

with ζ ranging in the interval (0,∞). As ζ ∼ ∞, the geometry become AdS2. This behavior
persists up to a certain scale ε below which irrelevant deformations drive the geometry back to
the AdS4 asymptotic region. In the new language of Eq.(2.20), a constant dilaton probes the
low-energy region. However, AdS2 alone does not sustain nonzero energy configurations since
the stress-energy tensor vanishes [62]. A non-vanishing stress tensor is attainable by considering
a non-constant dilaton. In order not to destroy the AdS2 geometry, we consider a slowly varying
dilaton by taking linear perturbation around the constant value of the form

Φ2(ζ) = ϕ0 + ϕ1
ζ
. (2.21)

This behavior is allowed within the window 0 � ε < ζ < ∞ which probes the area in Fig.2.4.
Comparing to Eq. (2.20) we can identify ϕ0 = r2

? and ϕ1 = 2r?L2
2. In the next step we Taylor-

expand the action Eq. (2.18) to first order in the dilaton. Let us adopt the notation Φ = x0 +δx,
with x0 = ϕ

1/2
0 and δx = 1

2ϕ
−1/2
0

ϕ1
ζ . We have

I[x0 + δx] = I[x0] + IGH[x0] + δI

δx

∣∣∣∣
x0

δx+ δIGH
δx

∣∣∣∣
x0

δx. (2.22)
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Figure 2.5: Chunk of the hyperbolic disk. The boundary is a curve embedded in AdS2
with bulk coordinates (τ(u), ζ(u)). On the right, the chunk is rotated through
a SL(2,R) transformation. On the left, the boundary of the chunk is modified
through a reparametrization of the parameter u.

We get rid of the third term by using the equations of motion for x0 Eq.(2.19). The on-shell
action is then given by

Ios[x0 + δx] = −4πϕ0
2κ2

(∫
M
d2x

√
g̃R̃+ 2

∫
∂M

dx
√
γ̃K̃
)
− 4π
κ2

∫
∂M

dx
√
γ̃
ϕ1
ε
K̃. (2.23)

The domain in the above integrals has been denoted with M, which indicates a dimension-2
manifold obtained by cutting out a chunk from AdS2 we will shortly comment on. The first
contribution can be used to compute the ground state entropy s = 2πϕ0

κ2 – see also Eq.(2.29)
below. This term is purely topological and gives the Euler-character of the manifold according
to the Gauss-Bonnet theorem. Therefore, if M is a simply connected chunk of the hyperbolic
disk, the action is the same, independently on the shape of the boundary curve. To take energy
fluctuations into account, we shall consider also the second contribution of Eq.(2.23), which we
do in the following.

Goldstone modes and Schwarzian action

In this section we give a physical interpretation of the effective action Eq.(2.23) by investigating its
symmetry properties. The metric in the universal region is described by the black hole solution
Eq.(2.4). The 1-dimensional boundary is a curve embedded in AdS2 with bulk coordinates
(τ(u), ζ(u)) – see Fig. 2.5. Here u is a parameter that can be interpreted as the time in the
boundary theory. Since the curve lives at the scale ε, the induced metric must solve the following
relation:

1
ε2

= 1
ζ2(u)

[
f2(u) · [τ ′(u)]2 + [ζ ′(u)]2

f2(u)

]
, (2.24)

where τ ′ and ζ ′ denote derivatives with respect to u. We solve the above equation for small ε,
i.e. large energy-UV cutoffs. This also fixes the proper length of the curve imposing the Dirichlet
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boundary condition guu = 1/ε2 – see Refs. [62, 63]. Using ζ(u) = ζ0(u) + ζ1(u)ε+ ... we find

ζ(u) = τ ′(u)ε+
(

[τ ′′(u)]2
2τ ′(u) − 2π2T 2[τ ′(u)]3

)
ε3 + ... (2.25)

We have a family of curves labeled by the function τ(u), which is just a reparametrization of the
boundary time and from now on will play the role of the relevant gravitational degree of free-
dom. The solution is clearly not invariant under time reparametrizations (as its shape changes)
and the emergent IR symmetry of the theory is spontaneously broken. The boundary curve is
invariant only under rotations and translations (Fig. 2.5), therefore: the emergent IR boundary-
time reparametrization invariance is spontaneously broken by the saddle point solution down to
SL(2,R). The functions satisfying Eq.(2.25) represent the gravitational Goldstone modes asso-
ciated to the SSB of the emergent symmetry.
We now want to make this point more precise and see this symmetry breaking pattern at the
level of the effective action Eq.(2.23).
The extrinsic trace K̃ = g̃ab∇añb measures the curvature of a manifold embedded in a higher
dimensional environment – see e.g. Ref. [32]. The normal vector is determined by the con-
ditions T̃ aña = 0, ñaña = 1, with tangent vector T̃ a = (τ ′, ζ ′). For simplicity we set T = 0
in Eq.(2.25) and the metric is simply AdS2. At second order in the cutoff ε we have ña =
( τ ′′

(τ ′)2 [1 + ε2
{
τ, u

}
],− 1

ετ ′ [1− ε2( τ ′′τ ′ )2]). Here the operator

{
τ, u

}
= τ ′′′

τ ′
− 3

2

(
τ ′′

τ ′

)2
, (2.26)

is called Schwarzian derivative and will play a crucial role shortly. The covariant derivative is
given by ∇añb = ∂añb−Γcabñc, with Christoffel symbol 2Γcab = gcd(∂agdb+∂bgda−∂dgab). For the
geometry at hand, taking into account the restriction on the curve, the relations Γτττ = Γyyτ =
−Γτyy = − y′

τ ′
1
y ,Γττy = Γyyy = −Γyττ = − 1

y hold. With these expressions at hand it is easy to show
that K̃ = 1 + ε2

{
τ, u

}
. Plugging this into Eq. (2.23), using that the induced metric satisfies√

γ̃ = ε, and neglecting the constant divergent term [63] we finally find

Ios = I0 −
γ

4π2

∫ β

0
du
{
τ, u

}
(2.27)

with γ = 16π3ϕ1/κ
2. This is the first main result of this section. Let us emphasize how

the Schwarzian structure makes the correction to the topological piece in the effective action
vanishing when τ(u) ∈ SL(2,R) and invariant under the SL(2,R) group. This is precisely what
we predicted before at the level of the solution.
The equations of motions coming from Eq.(2.27) are

{
τ, u

}′
/τ ′ = 0 →

{
τ, u

}′ = 0, τ ′ 6= 0. The
reparametrizations which solve the model are non-constant functions with constant Schwarzian.
Examples of solutions are τ ∈ SL(2,R) which will not be considered since they are not dynamical.
To find other options we use the composition law of the Schwarzian derivative

{
f ◦ g, u

}
=

g′2
{
f, g

}
+
{
g, u

}
. This rule allows us to find the thermal solutions. Picking f = tan(τ(u)/2) and
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Figure 2.6: Cartoon of the Majorana SYK model. A random all-to-all interaction (dashed
line) occurs among q = 4 fermion flavours.

g = τ(u) we have:
{
f, u

}
−
{
τ, u

}
= τ ′2

2 . Thermal reparametrizations with constant Schwarzian
are thus those with linear τ . To match the Euclidean period we choose τ(u) = 2πu/β and the
thermal solution is given by

f(u) = tan
(πu
β

)
,
{
f, u

}
= 2π2

β2 . (2.28)

Let us now turn to thermodynamics. From the GKPW identity Eq. (1.27), we can extract the
partition function of the boundary theory from the gravity dual. This allows us to identify the
free energy with the gravitational Euclidean action restricted to the thermal solutions Eq.(2.28),
namely βF = Iosgrav. This yields the entropy

s = s0 + γT. (2.29)

The coefficient γ in the Schwarzian action can therefore be interpreted as the specific heat.
Moreover, after employing the value of the dilaton right below Eq.(2.21) we find exactly the heat
capacity derived for the extremal solution. The approach à la Schwarzian is therefore able to
capture the low energy behavior of systems at finite charge densities.

2.3 The SYK model: an overview

What we shall show now is that this Schwarzian effective action also emerges as the IR effective
theory from a special condensed matter model. The Sachdev-Ye model was originally introduced
in Ref. [64] in the context of spin liquids and later complemented by Kitaev [65, 66]. In this
section we make an overview of the key points of such a model. An extensive review of the
topic can be found in Refs. [67, 68], on which this section is mainly based. Let us consider the
Sachdev-Ye-Kitaev (SYK) model for a random all-to-all interaction between q components of a
fermionic Majorana vector field. The (0+1)-dimensional Hamiltonian is given by

H = (i)q/2
q!

∑
{ik}

ji1i2...iq χi1χi2 ...χiq , (2.30)
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where the factor of i is necessary to ensure hermiticity of the Hamiltonian. Here the flavor
index ik labels the N components of the field, which satisfy the usual anti-commutation relations
{χik , χik′} = δikik′ , k, k

′ = 1, ..., q.
The SYK model encodes disorder in the coupling constants, which are real random variables
drawn from a Gaussian distribution.

jmi1...iq =
∫
dji1...iq %(ji1...iq) jmi1...iq , (2.31a)

ji1...iq = 0, j2
i1...iq

= j2(q − 1)!
N q−1 , (2.31b)

%(ji1...iq) =
√
aq
π
e
−aqj2i1...iq . (2.31c)

Here aq follows from the normalization of the distribution, and Eq.(2.31b) gives its variance.
It is characterized by the parameter j, which we take to be the same for all coefficients. From
the Majorana algebra follows that [χ] = 0, in units of energy. Therefore, [H] = [j] = 1, and the
js are relevant couplings. This means that the SYK model is strongly coupled in the IR, while
captures the physics of free Majorana fermions in the UV. Last but not least, from the Majorana
algebra follows that ji1...ijik...iq = −ji1...ikij ...iq for any pair in the set, meaning that the js are
completely antisymmetric couplings.

2.3.1 Large-N analysis

To prepare the Feynman diagram analysis, we derive the SYK Lagrangian from Eq.(2.30) via
a Legendre transformation. For simplicity we work in the q = 4 case where L = −1

2χj
d
dτ χj −

jijkl
q! χiχjχkχl. Here we work with imaginary time τ as it allows for finite temperatures. The

action S follows from the τ -integration of the Lagrangian over the thermal circle, i.e. S =∫ β
0 dτL ≡ S0 + Sint. The full propagator is given by

Gij(τ12) =
∫
Dχ e−Sχi(τ1)χj(τ2) =

∫
Dχe−S0

(
1− Sint + (Sint)2

2! + ...
)
χi(τ1)χj(τ2),

with τ12 = τ1 − τ2. Here it is important to distinguish the quantum averages over the fields
configurations (〈...〉) from the disorder averages (...).
The zeroth-order contribution yields the propagator of free Majoranas∫

Dχ e−S0 χi(τ1)χj(τ2) = 1
2sgn(τ12)δij ≡ G0(τ12)δij . (2.32)

The first-order term looks like jk1k2k3k4

∫
dτ〈χk1(τ)χk2(τ)χk3(τ)χk4(τ)χi(τ1)χj(τ2)〉0. Due to

Wick’s contractions, at least two indices of the j-matrix will be contracted, yielding zero con-
tribution due to the antisymmetry property. In addition, the disorder average jk1k2k3k4 yields
zero due to Eq.(2.31b). At second-order the only connected diagram is represented in Fig. 2.7.
Notice that from Eq.(2.31), the second momentum jk1...kqjk1...kq contributes only if the former
set of indices is an even permutation of the latter. Therefore the disorder average forces pair of
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Figure 2.7: Upper panel: second and fourth order contribution to the full propagator. The
dashed line represent disorder averages. Lower panel: Dyson series of the large
N -SYK model. Figure inspired by Ref. [68].

indices belonging to distinct sets to be equal. The disorder average hence makes the indices of
the first vertex equal to the ones of the second, and the Wick’s contraction yields

G0(τ1 − τ)G3
0(τ − τ ′)G0(τ ′ − τ2)× δik(δk1k1)3δkj × jk1k2k3k4jk1k2k3k4 . (2.33)

Each delta-trace contributes linearly in N , while the disorder average factor follows from (2.31b).
The second order therefore contributes in the same way at any N with self-energy

Σ(τ) = j2G3(τ). (2.34)

The next non trivial order is the fourth. It is easy to check that the first fourth-order diagram
Fig.2.7 contributes with j4, while the second as j4/N2. This basically follows from the fact that
the disorder averages couple the vertex in way such that in the latter diagram there are lower
number of δ-traces. As N grows, the latter is strongly suppressed, and the Dyson series reduces
to the lower panel of Fig. 2.7. The full propagator then satisfies the Schwinger-Dyson equation

G(τ12) = G0(τ12) +
∫
dτ G0(τ1 − τ)

∫
dτ ′Σ(τ − τ ′)G(τ ′ − τ2), (2.35)

with self energy given only by Eq. (2.34). This can alternatively be expressed in the frequency
domain as

G−1(εn) = iεn − Σ(εn), (2.36)

with εn = 2π(n + 1
2) being the fermionic Matsubara frequencies. The above equations are

well defined in any regime, even beyond the perturbative one |βj| � 1, as they are the exact
summation of the Dyson series. In the low-energy limit, i.e. dropping the explicit iε in Eq.(2.36),
the equations further simplify:∫

dτ ′Σ(τ − τ ′)G(τ ′ − τ2) = −δ(τ − τ2), G(εn)Σ(εn) = −1. (2.37)
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At low energies these equations have an emergent time reparametrization invariance τ 7→ g(τ)
which leads to the following transformation laws

G(τ1 − τ2) 7→
[
g′(τ1)g′(τ2)

]∆
G(g(τ1)− g(τ2)),

Σ(τ1 − τ2) 7→
[
g′(τ1)g′(τ2)

](q−1)∆
Σ(g(τ1)− g(τ2)), (2.38)

with ∆ = 1/q. At low energies it is also easy to find an explicit solution to these equations. It
is given by the conformal propagator

Gc(τ) = b

|τ |2∆ sgn(τ), (2.39)

with b fixed to j2bqπ = (1
2−∆) tan π∆. The parameter ∆ therefore defines the scale dimension of

the low energy propagator. This power-law form signals an emergent non-Fermi liquid behavior.
This makes the SYK model appealing as it represents a solvable toy model with strange-metallic
features. We underline that Gc is not invariant under time-reparametrizations, as it transforms
according to Eq.(2.38). Only maps with unitary Jacobian leave the saddle point invariant,
therefore the emergent conformal invariance is spontaneously broken down to SL(2,R) by the
saddle Gc.

Eq.(2.38) maps solutions onto solutions, and can be therefore employed to get the finite-
temperature answer from Eq.(2.39). Both f(τ) = e2πτ/β or f(τ) = tan τπ

β map the circle into a
line, yielding

GT (τ) = b

[
π

β sin πτ
β

]2∆
sgn(τ), (2.40)

where GT denotes the thermal propagator.

2.3.2 Large-N effective action

In this section we derive the disorder averaged effective action which provides an alternative
description of the model. This approach yields a clearer physical interpretation of the spontaneous
breaking of the conformal symmetry, and constitutes a strong connection to the gravitational
dual. We first perform disorder average and then integrate out the fermions using standard
Lagrange-multiplier techniques and Gaussian integration. This will yield a theory of bi-local
fields. We perform the computation for the q = 4-body interaction.
Replica trick and disorder average: thermodynamics is generated by the logarithm of the

partition function. Disorder averages of such terms are technically hard, and it is necessary to
find another way to handle them. The core idea lies in the following identity

logZ = lim
m→0

Z
m − 1
m

. (2.41)

It is indeed possible to avoid log-average by introducing m-replicas of the system. To label such
copies we endow the fields in Eq.(2.30) with a further index a = 1, ...,m, and obtain
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Figure 2.8: Cartoon of replica trick. Certain number of copies of the system is produced.
The index a labels the different replicas.

Zm =
√
a4
π

∫
djijklDχai e−S0 e

∑
ijkl

[
−a4j2ijkl+

∫
dτ
∑

a

jijkl
4! χai χ

a
jχ
a
kχ

a
l

]
, (2.42)

where Dχa = ∏m
a=1Dχa, and a4 follows from Eq.(2.31). The above expression is quadratic in

the coupling constants and we perform Gaussian integration. This gives the following disorder-
averaged partition function:

Zm =
∫
Dχai exp

[
− 1

2
∑
a,i

∫
dτ χai ∂τχ

a
i + j2N

8
∑
ab

∫
d2τ

(∑
i

1
N
χai (τ1)χbi(τ2)

)4]
, (2.43)

where we have ignored numerical pre-factors coming from Gaussian integration.
Bi-local fields: the Majorana fermions enter the above expression quadratically. This naturally

suggests to rephrase the theory in terms of the following bi-local in time composite operators

Gab(τ1, τ2) = 1
N

N∑
i=1

χai (τ1)χbi(τ2). (2.44)

However, the price to pay will be the non-locality of the resulting effective theory. We insert G
in the path integral Eq.(2.43) as follows

Zm =
∫
DχaiDGabe

− 1
2
∑

a,i

∫
dτχai ∂τχ

a
i + j2N

8
∑

ab

∫
dτ1dτ2G4

ab(τ1,τ2)
δ
(
Gab(τ1, τ2)−

∑
i

1
N
χai (τ1)χbi(τ2)

)
.
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Lagrange-multipliers: it is useful to give a path-integral representation of the δ-function δ(G−
G′) ∝

∫
DΣ e−

N
2 Σ(G−G′), where Σ is a Lagrange multiplier. This gives

Zm =
∫
Dχai DGabDΣab exp

[
− 1

2
∑
a,i

∫
dτχai ∂τχ

a
i + j2N

8
∑
ab

∫
d2τG4

ab(τ1, τ2)

− N

2

∫
d2τΣab(τ1, τ2)Gab(τ1, τ2)− 1

2

∫
d2τΣab(τ1, τ2)

∑
i

χai (τ1)χbi(τ2)
]
.

The above expression is quadratic in the fermions χ and can be simplified through Grassmann
integration. In the following we consider a replica-diagonal ansatz Gab = δabG,Σab = δabΣ [69].
As a consequence, a further overall factor of m arises and we obtain Zm =

∫
DGDΣ e−mSeff with

effective action

Seff
N

= −1
2 log det

(
∂τ − Σ

)
+ 1

2

∫
dτ1dτ2

[
Σ(τ1, τ2) G(τ1, τ2)− j2

q
G(τ1, τ2)q

]
. (2.45)

Let us stress that the determinant of the above formula involves just the time matrix structure.
The derivative operator implicitly contains a δ-function while the Lagrange multiplier is bi-local
in time.
In the above expression bi-local fields are written as matrices in the τ -space, namely (Σ)τ1,τ2 ≡
Σ(τ1, τ2) and (∂τ )τ1,τ2 ≡ δ(τ1−τ2)∂τ . Note that Eq.(2.45) is stationary exactly on the Schwinger-
Dyson equations Eq.(2.36). The saddle points are hence given by the results of the preceding
section. In addition, also the effective action exhibits an emergent conformal invariance in the
IR, when we neglect the time derivative in the log term. We conclude that SYK can equiv-
alently be investigated both with the canonical diagrammatic expansion and non-perturbative
variational methods. This latter approach will straightforwardly lead to an effective theory of
energy fluctuations of SYK as we will see in the following.

2.3.3 The Schwartzian action for the reparametrization

Expanding Eq.(2.45) around its saddle points Gs,Σs yields a quadratic action for the fluctuations:

S
(2)
eff [δg]
N

= j2(q − 1)
4

∫
d4τδg(τ1, τ2)(K̃−1

s (τ1, τ2, τ3, τ4)− 1)δg(τ3, τ4). (2.46)

All the technical details can be found in Appendix A. Here δg measures the deviation of the
G-field from the saddle Gs and the four points function is given by K̃(τ1, τ2, τ3, τ4) = −j2(q −
1)|G(τ12)|

q−2
2 G(τ13)G(τ24)|G(τ34)|

q−2
2 . In Eq.(2.46) K̃ has been evaluated on the saddle Gs.

Spontaneous symmetry breaking (SSB): as already mentioned, the effective action Eq.(2.45)
enjoys conformal invariance in the infrared limit, and the saddle point is given by the conformal
propagator Gs = Gc in Eq.(2.39). As observed in Sec. 2.3.1, the saddle spontaneously breaks
the reparametrization symmetry. The action Eq.(2.46) indeed vanishes on fluctuations induced
by reparametrizations of the conformal correlator Seff[δg = δGc] = 0 – see Appendix A. In
other words, δGc are eigenvectors of K̃ with eigenvalue 1. Such zero modes can be identified
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with the Goldstones that arise from the spontaneous breaking of the conformal symmetry [68].
Therefore, reparametrizations of the conformal correlator are Goldstone modes of the conformal
SSB. Contrary to the diagrammatic technique, the variational approach offers a prescription to
identify the Goldstone modes associated to the breaking of the conformal symmetry.
Explicit symmetry breaking (ESB): if we want to investigate e.g. chaotic properties of the

SYK model, we shall compute the four-point functions [70]. From Eq. (2.46), the four-point
function contains a term proportional to (K̃s − 1)−1, and hence diverges in the IR limit. This is
a direct consequence of the vanishing of the action along the reparametrization of the conformal
correlator. To fix this we shall include non-conformal UV corrections, which will ultimately
yield a finite four-points function. An expansion of the eigenvalues of K̃s in (βJ )−1 encodes the
desired corrections. Here J ≡ j

√
q/2

q−1
2 , with j scaled in a way such that J is fixed in q →∞

limit [68].
In appendix A we derive the correction due to an infinitesimal reparametrization τ 7→ τ + ε(τ),
whose action turns out to be given by:

S
(2)
eff [ε]
N

= αS
J

∫
dτ

1
2
[
|ε′′|2 −

(2π
β

)2
|ε′|2

]
, (2.47)

with αS = αε
6α0q2 , α−1

0 ≡ bqj2(q− 1) = (q−1)(q−2)
2qπ tan π

q , and αε measures the eigenvalue shift from
1 in the (βJ )−1 expansion – see Eq.(A.18) of the appendix. This result can be easily generalized
to finite reparametrizations τ 7→ g(τ). Up to a translation of g(0) and a rescaling of g′(0), that
have no effect on the T = 0 correlator, this is given by g(τ) = τ + 1

2
g′′(0)
g′(0) τ

2 + ... This can be
brought into the infinitesimal form provided that ε(0) = ε′(0) = 0 and ε′′(0) = g′′(0)/g′(0). This
suggests to map the action (2.47) into S

(2)
eff [g]
N = αS

J
∫
dτ 1

2

(
g′′

g′

)2
. Up a total derivative this can be

furthermore expressed as
S

(2)
eff [g]
N

= −αS
J

∫
dτ
{
g, τ

}
, (2.48)

with
{
g, τ

}
is the Schwarzian derivative in Eq.(2.26). Note how this expression is the sim-

plest combination in derivatives that vanishes for g ∈ SL(2,R), and is invariant after a global
SL(2,R) transformation, namely

{
h, τ

}
=
{
g, τ

}
with g SL(2,R)7−−−−−→ ag+b

cg+d . The former property fol-
lows from the fact that the saddle point Gc is invariant under SL(2,R). The action Eq.(2.46)
vanishes not due to the eigenvalue 1, but because δSL(2,R)Gc = 0. Such reparametrizations are
hence not zero-modes, they simply do not contribute to the path-integral. Moreover, subject-
ing a reparametrization to an SL(2,R) transformation does not change the saddle as, again,
δSL(2,R)Gc = 0.
To switch temperature on, we use g(τ) = tan τπ

β :

S
(2)
eff [tan(πτ/β)] = −2π2αS

N

βJ
= βF, (2.49)

where F is the free energy. This expression represents the small temperature correction to the
free energy. The coefficient αS can then be related to the specific heat (γ = −∂2F/∂T 2) via
αS = J

N
γ

4π2 .
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To summarize, the effective theory has an IR emergent conformal symmetry, which is both
spontaneously and explicitly broken. The relevant physics is captured by the dynamics of pseudo-
Nambu-Goldstone modes in Eq.(2.48). As we have seen, the same pattern of breaking of con-
formal symmetry happens in the dilaton-gravity model introduced in the previous section. Even
the low-energy effective actions Eq.(2.48) and Eq.(2.27) have identical structure and encode the
same physics.

2.3.4 Finite density complex SYK

We end this section by mentioning that the above Majorana SYK model can be generalized to
the complex fermionic case. This has been done e.g. in Ref. [71]. The Hamiltonian of the model
now reads

H =
N∑

{i1...iq}=1
ji1,...,iqc

†
i1
...c†i q

2
ci q

2 +1
...ciq , (2.50)

where q is an even integer number. The fermionic operators satisfy the usual algebra {ci, c†j′} =
δijδσσ′ and {ci, cj} = 0. Moreover, the couplings are complex random numbers satisfying
ji1...iq/2,iq/2+1...iq = j?iq/2+1...iq ,i1...iq/2

, j2
i1...iq

= j2(q/2)!2/N q−1. Contrary to the Majorana case,
we can define the fermion number via Q = 1

N

∑
i〈c
†
ici〉− 1/2. The analysis of the model parallels

those of the previous section. The Schwinger-Dyson equations are given by

Σ(τ) = −(−1)q/2qj2[G(τ)]q/2[G(−τ)]q/2−1, (2.51a)
G−1(εn) = εn + µ− Σ(εn). (2.51b)

At low energy, such equations are solved by the power-law ansatz

Gs(τ) ∼

 −|τ |−2∆, τ > 0
e−2πE |τ |−2∆, τ < 0

(2.52)

The spectral asymmetry parameter is defined through the thermodynamic relation limT→0(∂µ/∂T )Q =
−2πE , µ being the chemical potential – see Ref. [71]. In the IR limit Eqs.(2.51) enjoy invariance
under both reparametrizations and U(1):

G(τ1, τ2) = [g′(τ1)g′(τ2)]∆ei(ϕ(τ1)−ϕ(τ2))G(g(τ1), g(τ2)),
Σ(τ1, τ2) = [g′(τ1)g′(τ2)](1−∆)ei(ϕ(τ2)−ϕ(τ1))Σ(g(τ1), g(τ2)). (2.53)

As in the Majorana case, we can alternatively perform the disorder average and introduce bi-local
fields. This yields an effective action for the model Eq.(2.50) given by

S[G,Σ] =− Tr ln
[
δ(τ − τ ′)(−∂τ + µ)− Σ(τ, τ ′)

]
+ µ

2T

−
∫ β

0
dτdτ ′[Σ(τ, τ ′)G(τ ′, τ) + (−1)q/2J2[G(τ, τ ′)]q/2[G(τ ′, τ)]q/2]. (2.54)
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Fluctuations around the saddle provide information on the energy and Q-fluctuations of the
quantum theory. Expanding to the quadratic order Eq.(2.54) yields, for infinitesimal time
reparametrizations,

S

N
= χρ

2

∫ β

0
dτ [∂τϕ+ i(2πET )∂τ ε]2 −

γ

4π2

∫ β

0
dτ

{
tan

(
πT [τ + ε(τ)]

)
, τ

}
. (2.55)

In addition to the specific heat γ, here the coefficient χρ = ( ∂ρ∂µ)T gives the charge compressibility
– see Ref. [71] for details. Remarkably, also this type of action can be derived from holography.
See Refs. [55–57].
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2.4 Summary

In the latter half of this chapter we have introduced a (0+1)-dimensional quantum mechanical
model that enjoys conformal invariance at low energies. Away from the infrared, such a symme-
try is both spontaneously and explicitly broken and the action for the Goldstone modes has a
Schwarzian form given in Eq.(2.48). The same pattern of conformal symmetry breaking occurs
in dilaton-gravity geometries, typical for the low-energy limit of extremal black holes. We have
reviewed this in the earlier half of this chapter in in Sec. 2.2 where we also commented on
the matching argument for UV and IR correlation functions. The SYK model and gravity in 2
dimensions share many features and it is believed that those systems are dual-pairs. To make
this statement even stronger, in the final part we have extended the SYK model considering
deviations from half filling. Charge fluctuations are captured by a low-energy effective action
which couples to the one for reparametrization modes. In Refs. [55–57] the same type of action
has been derived from holography, by considering fluctuations of a gauge field in the gravitational
background.

Recap Box−Near extremal black holes

Electric AdS2 × Sd black hole

ds2 = L2
2
ζ2

(
−
(
1− (2πTζ)2

)
dt2 + dζ2

1− (2πTζ)2

)
+ r2

?dΩ2
2

A = E

ζ

(
1− 2πTζ

)
dt

Matching formula
GR(ω, k) = b+(ω) + Gk(ω)b−(ω)

a+(ω) + Gk(ω)a−(ω)
Effective action for Near-AdS2

Ios = I0 −
γ

4π2

∫ β

0
du
{
τ, u

}
Schwarzian derivative

{
τ, u

}
= τ ′′′

τ ′ −
3
2

(
τ ′′

τ ′

)2
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Recap Box−The SYK model

Majorana SYK Hamiltonian

H = (i)q/2
q!

∑
{ik}

ji1i2...iq χi1χi2 ...χiq

Conformal solution
Gc(τ) = b

|τ |2∆ sgn(τ)

Action for energy fluctuations

S
(2)
eff [g] = − γ

4π2

∫
dτ
{
g, τ

}
—————————————————-
Complex SYK Hamiltonian

H =
N∑

{i1...iq}=1
ji1,...,iqc

†
i1
...c†i q

2
ci q

2 +1
...ciq

Conformal solution

Gs(τ) ∼

 −|τ |−2∆, τ > 0
e−2πE |τ |−2∆, τ < 0

Spectral asymmetry

lim
T→0

(
∂µ

∂T

)
Q

= −2πE

Action for energy and charge fluctuations

S

N
= K2

∫ β

0
dτ [∂τϕ+ i(2πET )∂τ ε]2 −

γ

4π2

∫ β

0
dτ

{
tan

(
πT [τ + ε(τ)]

)
, τ

}
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Using holography for transport
bounds in anisotropic systems
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3 Chapter 3

Scaling theory close to a Lifshitz point

Bounds on transport coefficients are an important tool to quantify the strength of correlations in
quantum many-body systems. In Sec. 3.1 we give an overview of bounds on the shear viscosity
to entropy density ratio and on charge diffusion obeyed by isotropic theories. In Sec. 3.2 we
analyze the behavior of such quantities in the vicinity of a low-energy fixed point where rotational
symmetry is broken. Contrary to the isotropic case, the scale dimensions of shear viscosity and
entropy density do not match contrary to the isotropic case. We develop a scaling theory which
identifies expressions well defined in the anisotropic case. This chapter is based on Ref. [18].

3.1 Introduction and description of the condensed matter system

If one can identify a theoretical value for a minimal electrical conductivity or viscosity, then
one can judge how strongly-interacting a system is. A highly influential bound for momentum-
conserving scattering of quantum fluids was proposed by Kovtun, Son, and Starinets [72] (KSS)
for the ratio of the shear viscosity and entropy density

η/s ≥ ~
4πkB

. (3.1)

It is obeyed in systems like the quark gluon plasma [73] or cold atoms in the unitary scattering
limit [74]. Graphene at charge neutrality is another example that is expected to be close to
this bound [75]. Within the Boltzmann transport theory one finds that a bound for η/s can
be related to the ratio `mfp/λ of the mean-free path `mfp and the mean distance λ between
carriers. However, Eq.(3.1) is valid even for systems that cannot be described in terms of the
quasi-classical Boltzmann theory. Indeed, the bound is saturated for quantum field theories in
the strong coupling limit as was shown in Ref. [72] using the holographic duality of conformal
field theory and gravity in anti-de-Sitter spacetime [11, 30, 31].
Limiting bounds for the charge transport like the electrical conductivity are somewhat more
subtle. A much discussed example is the Mott-Ioffe-Regel limit [76–78] that corresponds to a
threshold value of the electrical resistivity when `mfp/λ ∼ O (1). While some systems clearly show
a saturation of the resistivity once λ/`mfp reaches unity, materials like the cuprates or iron-based
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3 Scaling theory close to a Lifshitz point

superconductors violate this limit [79]. For a detailed discussion of correlated materials that
obey or systematically violate the Mott-Ioffe-Regel bound, see Ref. [80]. Transport properties in
quantum critical systems were argued under certain circumstances to be governed by a Planckian
relaxation rate ~τ−1 ≈ kBT [81, 82], which would also limit the electrical conductivity at quantum
critical points. A bound on charge transport that is less restrictive and theoretically better
justified than the Mott-Ioffe-Regel limit was proposed in Ref. [14]. It constrains the value of the
charge diffusivity:

Dc ≥ CD
~v2

kBT
, (3.2)

with CD a numerical coefficient of order unity. Here v is the characteristic velocity of the problem.
At charge neutrality the heat and electric currents are decoupled, and the charge diffusivity is
determined by the Einstein relation Dc = σ/χρ. Here σ is the electrical conductivity, and
χρ = ∂ρ/∂µ the charge susceptibility with particle density ρ and chemical potential µ. The
latter is related to the charge compressibility since χρ = −ρ2

V
∂V
∂p . If v2χρ stays constant as

T → 0, the electrical resistivity cannot vanish slower than linearly in T [14]. Refs. [15, 16]
proposed the butterfly velocity v = vB as the characteristic velocity. The quantity vB follows
from the analysis of out-of-time-order (OTOC) correlations C

(
x, t
)

= −〈[A
(
x, t
)
, B
(
0, 0

)
]2〉

that are discussed in the context of chaos and information scrambling [70, 83–86]. Here A and
B are two generic operators of the field theory under consideration whose form is unimportant
for the subsequent discussion. It can be obtained from the long-distance behavior, e.g. via

C
(
x, t
)
∼ e

2λL
(
t− |x|

vB

)
. (3.3)

The scrambling rate λL that enters the OTOC is also subject to the bound λL ≤ 2πkBT/~ [70].
While the interpretation of λL and its relation to transport and thermalization rates is not al-
ways correct [87–92], the butterfly velocity seems to yield a natural scale for the characteristic
velocity of a system, even if no clear quasi-particle description is available. A caveat applies
when a symmetry of the system is weakly broken and triggers a sound-to-diffusion crossover: in
this case, the resulting diffusivity is more naturally expressed in terms of the sound velocity and
the gap [89, 93, 94].
The focus of this part of the thesis is the investigation of anisotropic systems, where the conduc-
tivity tensor σαβ and the viscosity tensor ηαβγδ exhibit a more complex structure with potentially
different temperature dependencies for distinct tensor elements [19, 95]. The anisotropy that we
consider is most naturally expressed in terms of the relation between characteristic energies and
momenta along different directions. For a system with two space dimensions, it holds then that:

ω ∼ |kx|z/φ, ω ∼ |ky|z, (3.4)

with dynamical exponent z. We characterize the anisotropy in terms of the exponent φ that
relates typical momenta along the two directions according to

|kx| ∼ |ky|φ. (3.5)
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A single-particle dispersion that is consistent with such scaling would be ε
(
k
)
∼ |kx|z/φ + a|ky|z

that corresponds to a system at a Lifshitz point [96–103]. However, our conclusions do not
require the existence of well defined quasi-particles with this dispersion relation.
Anisotropic systems, that obey scaling behavior of a Lifshitz transition were recently shown to

violate the viscosity bound [19, 104–111]. In Ref. [19] a model of anisotropic Dirac fermions that
emerged from two ordinary Dirac cones was analyzed as an explicit condensed matter realization
[112]. Within a quasi-particle description of the transport processes and a Boltzmann equation
approach, the conductivity anisotropy was found to diverge: one direction is metallic and another
one insulating. Based on the quasi-particle transport theory, a modified bound was conjectured,
that involves not just the viscosity tensor elements ηαβαβ and the entropy density s

(
T
)
, but also

the conductivities [19]:
ηαβαβ
s

σββ
σαα

≥ ~
4πkB

. (3.6)

Here, no summation over repeated indices is implied. Other tensor elements like ηαββα continue
to obey Eq.(3.1). The combination ηαβαβ

s
σββ
σαα

serves as an indicator of strong coupling behavior in
anisotropic systems. In Fig. 3.1 we show typical temperature dependencies for these transport
coefficients for a specific value of the crossover exponent φ that characterizes the anisotropy.
When translations are broken along the β-direction, ηαβγβ loses its hydrodynamic meaning and
just gives the stress-tensor correlation function. The tensor element satisfies a holographic re-
lation which we analyze in both the limits of high and low temperature. The origin for this
combined viscosity-conductivity bound is the different scaling behavior of the typical velocities
vα for different directions. Candidate materials with Lifshitz transitions are the organic con-
ductor α− (BEDT-TTF2)I3 under pressure [113], and the heterostructure of the 5/3TiO2/VO2
supercell [114, 115]. Moreover, the surface modes of topological crystalline insulators with un-
pinned surface Dirac cones [116] and quadratic double Weyl fermions [117] are expected to exhibit
such a behavior.
The analysis of Ref. [19] was based on the Boltzmann equation and did not allow to explic-

itly analyze a model that satisfies this bound or determine the precise numerical coefficient in
Eq.(3.6), i.e. the factor 1/4π. This can only be done within a formalism that addresses transport
in strongly-coupled non-quasi-particle many-body systems. In the same context it is of interest
to address the related question of whether the diffusivity bound, Eq.(3.2), is also modified for
anisotropic systems.
Before we present the theories that yield these results, we give some general scaling arguments,

assuming charge and momentum conservation.

3.2 Scaling arguments

We consider the scaling behavior of transport coefficients in anisotropic systems near a quantum
critical Lifshitz point. As we will see, scaling arguments can be efficiently used to make statements
about transport bounds. Once a combination of physical observables has scaling dimension zero,
it naturally approaches a universal value in the limit T, µ, ω · · · → 0, that corresponds to an
underlying quantum critical state. If one can argue, usually based on an analysis of conservation
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3 Scaling theory close to a Lifshitz point

Figure 3.1: Main panel: temperature dependence of the η/s tensor. In the anisotropic
case the KSS bound can be parametrically violated. Here, T0 is a tempera-
ture scale below which the anisotropy effects are dominant. The conductivity
ratio might constitute a new lower bound when rotations are broken. Inset:
temperature dependence of the conductivity tensor elements σxx and σyy. φ is
the crossover exponent that characterizes the anisotropy between the different
spatial directions kx ∼ k

1/φ
y . Once φ 6= 0 one element of the conductivity of

a two-dimensional system must be insulating and the other must be metallic.
Figure re-adapted from Ref. [18].

laws, that this value is neither zero nor infinity, it should be some dimensionless number times
the natural unit of the observable. In other words, this combination should be insensitive to
irrelevant deformations of the quantum critical point. As an example we consider the electrical
conductivity at zero density. For isotropic systems its scaling dimension is d − 2, a result that
follows from single-parameter scaling and charge conservation. Thus the conductivity of a zero
density two-dimensional system is expected to reach a universal value in units of the natural scale
e2/h. Under the same conditions, both the viscosity and the entropy density have scale dimension
d such that their ratio has scaling dimension zero. Then η/s should approach a universal value
times ~/kB which yields the correct physical unit. This observation helps to rationalize a result
like Eq.(3.1). As an aside, these scaling considerations also offer a natural explanation why the
bound Eq.(3.1), while applicable, is not very relevant for Fermi liquids.

The conclusions of this section require that scaling relations are valid, i.e that the system under
consideration behaves critical and is below its upper critical dimension. In the remainder of this
section we assume that this is the case. To be specific, we analyze a d-dimensional system and
allow for one direction to be governed by a characteristic length scale with a different scaling
dimension φ 6= 1 than the other spatial directions, see Eqs.(3.4,3.5) above. In addition, the
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3.2 Scaling arguments

temporal direction is characterized by a dynamic scaling exponent z. Let us then consider a
physical observable O

(
k, ω

)
. By assumption the observable obeys the scaling relation

O
(
k⊥,k‖, ω

)
= b−∆OO

(
bφk⊥, bk‖, bzω

)
. (3.7)

Here ∆O is the scaling dimension of the observable. The d-dimensional momentum vector k =
(k⊥,k‖) consists of one component k⊥ that is governed by the exponent φ and a d−1 dimensional
component k‖. In the subsequent holographic analysis we focus on a system with two spatial
coordinates and use the notation k⊥ = kx and k‖ = ky. While the scaling analysis presented here
cannot determine the values of the exponents, it allows for rather general conclusions once those
exponents are known. For an explicit model with nontrivial exponents z and φ, see Ref. [19].

3.2.1 Scaling of thermodynamic quantities

We begin our discussion of scaling laws with thermodynamic quantities. For the free-energy
density of the system the following scaling law holds:

f
(
T, µ

)
= b−deff−zf

(
bzT, bzµ

)
, (3.8)

with effective dimension
deff = d− 1 + φ. (3.9)

As an energy density, f should scale as unit energy per unit volume. To obtain its scaling
dimension it is then easiest to start from the usual result d + z for isotropic systems [82] and
replace d by deff . This takes into account the different weight of the directions k‖ and k⊥. With
s = −∂f/∂T and ρ = ∂f/∂µ we obtain immediately the scaling dimensions ∆s = ∆ρ = deff for
the entropy density s and particle density ρ, respectively. Away from zero density, the relation
∆ρ = deff generally does not hold and one should take into account the anomalous scaling
dimension of the charge density operator, which distinguishes between the density of charged
critical fluctuations from those contributing to the entropy [89, 118, 119]. The second derivative
of the free energy with respect to the chemical potential yields charge susceptibility

χρ
(
T, µ

)
= b−∆χχρ(bzT, bzµ), (3.10)

with ∆χ = deff − z. We can now use these thermodynamic relations to determine the scaling
behavior of the conductivity and viscosity. This is possible because of the restrictions that follow
from charge and momentum conservation.

3.2.2 Scaling of transport coefficients

Electric conductivity: the conductivity is determined via a Kubo formula from the current-current
correlation function, e.g.

Reσαβ (ω) = Im Παβ (ω)
ω

. (3.11)
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At zero density, the system has a finite d.c. conductivity. The function Παβ (ω) is the Fourier
transform of the retarded current-current correlation function Παβ (t) = −iθ (t) 〈[jα (t) , jβ]〉. In
order to exploit the implications of charge conservation we use the continuity equation

∂tρ+ ∂αjα = 0, (3.12)

and obtain the well known relation between the longitudinal conductivity σαα (ω) and the density-
density correlation χ̄ρ

(
k, ω

)
σαα (ω) = lim

k→0

ω

k2
α

χ̄ρ
(
k, ω

)
. (3.13)

Here χ̄ρ
(
k, ω

)
is the temporal Fourier transform of χ̄ρ

(
k, t
)

= −iθ (t) 〈[ρ
(
k, t
)
, ρ
(
−k, 0

)
]〉, where

ρ
(
k, t
)
is the spatial Fourier transform of the density ρ

(
x, t
)
. Since χρ = limk→0 χ̄ρ

(
k, ω = 0

)
,

the scaling dimension of χρ is also ∆χ, given below Eq.(3.10). Thus we find

∆σ,‖ = ∆χ + z − 2 = deff − 2,
∆σ,⊥ = ∆χ + z − 2φ = deff − 2φ, (3.14)

for the conductivities along the two directions. This yields the conductivities:

σ‖(T, ω) = b3−φ−dσ‖(bzT, bzω),
σ⊥(T, ω) = bφ+1−dσ⊥(bzT, bzω). (3.15)

If we return to the isotropic limit, where φ = 1, both components of the conductivity behave the
same with the usual conductivity scaling dimension d− 2. Interestingly, in the anisotropic case,
this continues to be the dimension of the geometric mean √σ‖σ⊥. Distinct scaling exponents for
the tensor elements imply a different temperature dependency of the conductivity for different
directions. Thus, a more insulating behavior along one direction will force the other direction
to be more metallic. For a two-dimensional system, one direction will have to be insulating and
the other then has to be metallic as long as φ 6= 1. Finally, the ratio σ‖/σ⊥ of the conductivity
is governed by ∆σ,‖ −∆σ,⊥ = 2

(
φ− 1

)
, i.e.

σ‖
(
T
)

σ⊥
(
T
) = b−2(φ−1) σ‖

(
bzT

)
σ⊥
(
bzT

) . (3.16)

Viscosity: let us consider a bi-dimensional fluid trapped between two plates as sketched in Fig.
3.2; the upper one is movable while the lower is fixed. If we apply a force to the upper one the
fluid will start to move non-uniformly due to the relative friction between two narrow layers. As
a result, the velocity field ~u varies along the vertical direction depending on the details of the
setup and on the force applied. At linear order this can be expressed as Txy = η ∂yux, where Tαβ
is the stress tensor of the fluid while η is the shear viscosity coefficient. We can generalize the
above formula for arbitrary anisotropic fluids as follows

Tαβ =
∑
γδ

ηαβγδ ∂γuδ. (3.17)
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Figure 3.2: Flow of a viscous fluid through a pipe. The upper boundary moves at constant
velocity inducing a flow due to the friction between narrow layers of fluid.

It follows that the viscosity is a four-rank tensor whose components characterize the flow of the
fluid along the various directions.
The viscosity can be more generally computed in the Kubo formalism from the stress tensor
correlation function via

Re ηαβγδ (ω) = Im Παβγδ (ω)
ω

, (3.18)

with Παβγδ (ω) the Fourier transform of the retarded stress-tensor correlation function Παβγδ (t) =
−iθ (t) 〈[Tαβ (t) , Tγδ]〉. Momentum conservation gives rise to the continuity equation for the
momentum density gα ≡ T 0

α:
∂tgβ + ∂αTαβ = 0. (3.19)

We are considering a system without rotation invariance. In this case it is important to keep
track of the order of the tensor indices as Tαβ cannot be brought into a symmetric form [120].
From the continuity equation for the momentum it follows for the viscosity

ηαβγδ (ω) = lim
k→0

ω

kαkγ
χ

(g)
βδ

(
k, ω

)
, (3.20)

with momentum-density correlation function χ(g)
βδ

(
k, ω

)
, i.e. the Fourier transform of χ(g)

βδ

(
k, t
)

=
−iθ (t) 〈[gβ

(
k, t
)
, gδ

(
−k, 0

)
]〉. Thus, we only need to know the scaling dimension of χ(g)

βδ to
determine the behavior of the viscosity. The easiest way to obtain this scaling dimension is
to realize that under a boost operation, a velocity field is thermodynamically conjugate to the
momentum density. A velocity has scaling dimension z− 1 for the directions along k‖ and z− φ
for k⊥. To capture all the options we write this as z − ϕα where ϕα = 1 for all directions but
along k⊥ where we have ϕα = φ. Thus, it holds

χ
(g)
βδ (k⊥,k‖, ω) = b−∆g,βδχ

(g)
βδ (bφk⊥, bk‖, bzω), (3.21)

with ∆g,βδ = deff − z + ϕβ + ϕδ. Using ∆g,βδ allows us to determine the scaling behavior of the
viscosity tensor

ηαβγδ
(
T
)

= b−∆η,αβγδηαβγδ(bzT ), (3.22)
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3 Scaling theory close to a Lifshitz point

with
∆η,αβγδ = ∆g,βδ + z − ϕα − ϕγ

= deff − ϕα + ϕβ − ϕγ + ϕδ. (3.23)
For isotropic systems, this gives the well known result that the scaling dimension of the viscosity
is d, i.e. the same as for the entropy or particle density. For an anisotropic system the scaling
dimensions of the viscosity and the entropy density can still be the same. This is the case
whenever ϕα+ϕγ = ϕβ +ϕδ. Examples are η⊥⊥⊥⊥, η⊥⊥cd, ηab⊥⊥,ηa⊥⊥d, or η⊥bc⊥, where a,b etc.
stand for components of k‖.
However, the scaling dimension of the viscosity can also be different from the one of the entropy

density. This is the case for
ηa⊥c⊥

(
T
)

= b−(d−3+3φ)ηa⊥c⊥(bzT ),
η⊥b⊥d(T ) = b−(d+1−φ)η⊥b⊥d(bzT ). (3.24)

If we now take the ratio of the viscosity to entropy density, we find
ηa⊥c⊥

(
T
)

s
(
T
) = b−2(φ−1) ηa⊥c⊥

(
bzT

)
s
(
bzT

) ,

η⊥b⊥d
(
T
)

s
(
T
) = b2(φ−1) η⊥b⊥d

(
bzT

)
s
(
bzT

) . (3.25)

Thus, for φ 6= 1 there is always one tensor element of the viscosity, where ηαβγδ/s diverges as
T → 0 and another one that vanishes. The latter will then obviously violate any bound for the
ratio of a viscosity to entropy density. In Ref. [19] it was shown that precisely these tensor
elements turn out to be important for the hydrodynamic Poiseuille flow of anisotropic fluids.
The origin of unconventional scaling of both the conductivities and the viscosities is geometric,

i.e. rooted in the anisotropic scaling of spatial coordinates at the Lifshitz point. If one combines
Eqs.(3.16) and (3.25), it is straightforward to see that the combinations that enter Eq.(3.6)
always have scaling dimension zero. While it certainly does not offer a proof of Eq.(3.6) this is
necessary for such quantity to approach a universal, constant low-temperature value.
Diffusivity: finally we comment on the scaling behavior of the diffusivity bound, Eq.(5.51). To

check whether this bound even makes sense for an anisotropic system, we consider the quantity
Xα = kBTDρ,α/~v2

α, (3.26)
where vα is the characteristic velocity along the α-th direction and Dρ,α = σαα/χρ the diffusivity
along this direction. It obviously holds that

∆Xα = z + ∆σ,α −∆χ − 2
(
z − ϕα

)
(3.27)

where we used again that a velocity scales as z−ϕα. If we now insert our above results, it follows
that

∆X‖ = ∆X⊥ = 0. (3.28)
This implies that Xα should approach a universal constant times ~/kB. Thus, we expect Eq.(3.2)
to be valid even for anisotropic systems, which yields Eq.(5.51). In this sense, this bound is even
more general than the original viscosity bound of Eq.(3.1).
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3.3 Summary

3.3 Summary

In this chapter we have reported on the violation of universal lower bounds appearing in strongly-
coupled systems due to rotational symmetry breaking . We have analyzed the shear viscosity
over entropy density ratio and the charge diffusion bounds. In particular, we have focused on
their behavior close to a Lifshitz point which is characterized by a different scaling of the spatial
directions. We have emphasized how the violation may occur when the combination of transport
coefficients considered has a nonzero scaling dimension. This is the case of some elements of
the viscosity tensor which scale differently from the entropy density. As a consequence, in order
obtain a dimensionless quantity and to correctly generalize the KSS bound to the anisotropic
case we have to take into account of the ratio of the electric conductivities. This is the theme of
Sec. 3.2.

Recap Box− Scaling analysis

Isotropic bounds

η/s ≥ ~
4πkB

, Dc ≥ CD
~v2

kBT

OTOC and butterfly effect

C
(
x, t
)

= −
〈

[A
(
x, t
)
, B
(
0, 0

)
]2
〉
∼ e

2λL
(
t− |x|

vB

)
Lifshitz scaling

ω ∼ |kx|z/φ, ω ∼ |ky|z

Critical exponents

z dynamical exponent
φ anisotropy exponent

θ hyperscaling violating exponent

Anisotropic bounds

ηαβαβ
s
≥ ~

4πkB
σαα
σββ

, Dρ,α ≥
deff − θ

∆χ

~v2
B,α

2πkBT
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4 Chapter 4

The holographic model

In this chapter we perform a holographic analysis of anisotropic transport, exploiting the duality
between strongly coupled quantum field theories in d + 1 dimensions and gravity theories in
one additional dimension [11]. In Sec. 4.1 we introduce an Einstein-Maxwell-dilaton (EMD)
holographic action, where the anisotropy is generated by massless scalar fields. In Chap. 5 we
apply our findings and discuss how symmetry breaking impacts the universal bounds introduced
in the previous chapter. The following analysis is mainly based on Ref. [18]

4.1 The Einstein-Maxwell-dilaton-axion(s) model

Our goal is to analyze transport in a 2+1 dimensional compressible phase with anisotropy in the
spatial directions. Pure gravity alone is isotropic (and homogeneous) and needs to be coupled
to other fields to break symmetries. We introduce an extension of the scalar model discussed in
Sec.1.2.1 and consider a (2+2)-dimensional Einstein-Maxwell-dilaton (EMD) axions model with
action

S =
∫
dx2+2√−g(L0 + Lg + LM) (4.1)

and Lagrangian

L0 = 1
2κ2R, Lg = − 1

4g2
F

Z(Φ)F 2, (4.2a)

LM = − 1
2κ2

(1
2(∂Φ)2 + V (Φ) + 1

2

p∑
I=1

Y I(Φ)(∂ψI)2
)
. (4.2b)

Here Z(Φ), Y I(Φ) are couplings we discuss shortly. In the following we work in units such that
2κ2 = gF = 1. Moreover, R and F are the Ricci scalar and Maxwell field respectively. See Chap.
1 for details. The field Φ is the dilaton, a real scalar field which enters in the action modifying
all the couplings involved and V (Φ) is its potential. In a top-down sense, the dilaton arises from
consistent truncation of the gravitational string action, see e.g. Refs. [24, 121]. In the bottom-up
perspective, Φ is an essential ingredient of the theory to engineer non-trivial RG flows. As we
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4 The holographic model

will discuss in Sec. 4.2.1, without the dilaton Φ = 0 the model reduces to the usual AdS4 system.
The fields ψI are massless scalar fields useful to break symmetries in the dual theory called
axions. I is an internal index that labels different fields. We will discuss the cases where we have
one or two axions. These holographic systems have been previously studied in Refs. [104–107,
109–111, 122–128].
The evolution of each field in the model Eq.(4.1) is governed by appropriate equations of

motion that can be derived from the action through standard variational techniques

1√
−g

δS
δΨ = 0, (4.3)

for any involved field Ψ. In the following we discuss each possible case.
Einstein equations: Ψ = gµu and

Rµν −
1
2Rgµν = TEM

µν + TΦ
µν + Tψµν , (4.4)

where

T EM
µν = 1

2Z(Φ)
[
FνσF

σ
µ −

1
4F

2gµν
]
, (4.5a)

TΦ
µν = 1

2∂µΦ ∂νΦ− 1
4
[
(∂Φ)2 + 2V (Φ)

]
gµν , (4.5b)

Tψµν = 1
2
∑
I

Y I(Φ)
[
∂µψI ∂νψI −

1
2(∂ψI)2gµν

]
, (4.5c)

are the holographic stress-energy tensors of the gauge and matter fields. For later purposes we
introduce the tensor

Eµν ≡ Rµν −
1
2Rgµν − T

EM
µν − TΦ

µν − Tψµν , (4.6)

so that Einstein equations become Eµν = 0.
Gauge equations: Ψ = Aµ and

∂µ(
√
−gZ(Φ)Fµν) = 0, (4.7)

The dilaton and axion are neutral fields such that we do not obtain bulk currents as sources on
the right hand side. In our theory charge currents are formally only present at the boundary and
enter the system via appropriate boundary conditions.
Scalar equations: Ψ = ψI ,Φ and

∂µ(
√
−g Y I(Φ)∂µψI) = 0, (4.8)

∂µ(
√
−g ∂µΦ) = ∂ΦVeff, (4.9)

where
Veff√
−g

= V (Φ) +
∑
I

Y I(Φ)
2 (∂ψI)2 + Z(Φ)

4 F 2. (4.10)
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4.2 The anisotropic ansatz

4.2 The anisotropic ansatz

Looking at the equations of motion we note that the axions back-react on the other fields through
spatial gradients. Choosing axions that are linear in the boundary coordinates consistently with
Eq.(4.8) preserves homogeneity of the background. We thus work within the following ansatz

ds2 = −gtt(r)dt2 + grr(r)dr2 + gxx(r)dx2 + gyy(r)dy2,

Φ = Φ(r), A = At(r)dt,
ψI = aIδIαxα, I, J = 1...p, α = x, y, (4.11)

where p is the number of axion fields. This is a simple mechanism to break rotational symmetry
without dealing with PDE in the bulk of the AdS space. In Refs. [108, 129] isotropy is broken
by means of an axial field. We assume gxx 6= gyy. In the double axion case (p = 2), isotropy
can be restored by setting a2

xYx(Φ) = a2
yYy(Φ), while in the single axion one (p = 1) it is enough

to require a2Y (Φ) = 0. However, the boundary sources induced by the axions are coordinate-
dependent. As a consequence, the scalars also break translation invariance and momentum is
not conserved. A holographic renormalization analysis [130] yields the following Ward-identity
for the boundary stress tensor

∂β〈Tαβ〉 ∝ aα. (4.12)

Momentum is dissipated along the α-direction of the dual field theory at a rate proportional to aα.
If the symmetry breaking occurs explicitly, the viscosity cannot be interpreted as a hydrodynamic
coefficient. It is well known that in such holographic frameworks the KSS bound is violated [104–
111, 131–137]. However, even if the viscosity cannot be interpreted as the transverse momentum
conductivity, the η/s tensor can be used to quantify the increase of the entropy production due
to a slowly varying strain with a weaker formulation of the KSS bound [131].
We will also investigate the case where translations are broken spontaneously through the use

of a so-called Q-lattice homogeneous ansatz [138–140], in which case momentum is still conserved
and the shear viscosity remains well-defined at all temperatures.
Once we have built the ansatz following symmetry arguments, we plug it into the field equations

obtaining coupled II-ODEs for which we have to set appropriate conditions at both the asymptotic
boundary and the horizon.

4.2.1 Asymptotic region: UV conditions

Working in a coordinate system where the conformal boundary is located at r →∞, we require
the following UV conditions:

ds2 = −r2dt2 + dr2

r2 + r2d~x2,

A = 0, Φ = Φ0r
∆Φ−3 + Φ1r

−∆Φ . (4.13)

Here ∆Φ is the scaling dimension of the dilaton given by largest solution of m2 = ∆Φ(∆Φ−3), m
being the mass of the field – see also Eq.(1.33). Notice that ∆Φ < 3 and the dilaton vanishes at
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4 The holographic model

the asymptotic boundary. In standard quantization, the leading falloff Φ0 is the source dual to the
dilaton while the sub-leading one Φ1 is the vacuum expectation value (VEV) of the correspondent
operator. In order for the action Eq.(4.1) to approach an Einstein-Maxwell-scalar model in the
UV, the couplings must obey

VUV = V (0) = −6 + 1
2m

2Φ2, ZUV = Z(0) = 1. (4.14)

The condition on the axion couplings is more delicate. If Y I
UV = Φ2 we can reorganize all the

scalar fields into p− 1 complex degrees of freedom ψI via

(Φ, ψI) 7→ Φ̃I = Φ√
2
ei
√

2ψI . (4.15)

The new masses and scaling dimensions coincide with the dilaton parameters. Tuning m such
that ∆Φ < 3 we have a holographic Q-Lattice which describes a system periodically deformed
by means of complex relevant operators [126, 141, 142]. If instead Y I

UV 6= Φ2, the dynamics of
the axion and of the dilaton are independent, and the former will be dual to a source of explicit
symmetry breaking. Finally, also the gauge field exhibits a similar behavior At → µ−ρr−1, with
µ the chemical potential and ρ the charge density However, we will be mainly interested in the
charge neutral case, hence we directly set A = 0.

4.2.2 Inner region: IR scaling conditions

In order to describe quantum critical phases of the dual system, we look for a power-law behavior
of the geometry in the IR region (Φ → ∞, r → 0). We work with a hyperscaling violating (or
Lifshitz) geometry of the form:

ds2 = rθ
(
− dt2

r2z + L̃2dr
2

r2 + dx2

r2φ + dy2

r2

)
,

A = 0, Φ = 2κlog(r/r0). (4.16)

This power-law behavior is dual to a quantum critical point with dynamical critical exponent
z that parametrizes the different scaling between space and time. The quantity φ is a measure
of rotational symmetry breaking of spatial coordinates. Note that under a rescaling (t,x, r) 7→
(λzt, λx, λr) the metric transforms as ds2 7→ λθ/2ds2. Since the metric is dual to the boundary
stress-tensor, the exponent θ signals the dual energy operator acquire an anomalous dimension.
θ is known as hyperscaling violating exponent. L̃ is a length scale that can be varied over a range
of values by changing the critical exponents, as explicitly shown in appendix B. Each value allows
to describe a specific quantum critical point [90]. The running dilaton follows from the solution
to Eq.(4.9) and the scale r0 is related to the cross-over to the IR region – in the following we set
r0 = 1. The remaining fields are solution to the equations of motion if the couplings are given
by

VIR = V (∞) = −|V0|eδΦ, Y I
IR = Y I(∞) = eλIΦ, ZIR = Z(∞) = eξΦ. (4.17)
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4.3 Thermodynamic stability

Here the parameters δ, λI , ξ are all real numbers. Notice that with the logarithmic behavior of the
dilation, such couplings also have power-law behavior. This is consistent with some supergravity
truncations where couplings are found to be combination of exponentials – see e.g. [24, 143, 144].
We discuss explicit solution to the equations of motion in appendix B.

4.2.3 Finite temperature

In order to turn on a small temperature, we consider a blackening factor f with the requirement
that it does not change the EOMs; more precisely

gtt(r) 7→ gtt(r)f(r), f(r+) = 0, (4.18)

where r+ is the location of the event horizon. The dilaton field equation is not affected if

f(r) = 1− (r/r+)δ0 . (4.19)

The exponent δ0 depends on the particular model we choose and will be fixed by the equations
of motion below. The Hawking temperature following from the holographic formula Eq.(1.22)
4πT = |δ0|

L̃
r−z+ . Notice that T → bzT , consistently with the scaling analysis. The entropy density

follows from the area law Eq.(1.22) and the heat capacity are given by

s = 4πrθ−φ−1
+ ∼ T

dθ
z , γ = T

∂s

∂T
= dθ

z
s, (4.20)

where dθ = deff − θ is the effective dimension of the fixed point – see also Eq.(3.9).

4.3 Thermodynamic stability

In the previous sections we have introduced a holographic model for quantum critical anisotropic
phases with momentum dissipation. However, in order to make the description more realistic we
have to focus on thermodynamically stable solutions that minimize the free energy. In this section
we derive a stability condition for spatially modulated phases with period `α where translations
are broken spontaneously in the IR.
The free energy-density is given by the Euclidean on-shell action via

f = 1
βV(d)

Ios(γµν , αµ;β, `α), (4.21)

where β is the euclidean time-period and V(d) = `1 · `2... is the spatial volume. Here γµν and αµ
are the induced metric and gauge field on the boundary. The optimal phase minimizes the above
expression. Therefore our goal is to find the variation of f with respect to all parameters, i.e.
the periods. Fluctuations lead to

δIos = −
∫
dd+1x

√
γ
(1

2〈T
µν〉δγµν + 〈Jµ〉δαµ

)
, (4.22)
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where 〈Tµν〉 and 〈Jµ〉 are the VEV of the boundary stress-tensor and current, and integrals run
from 0 to the periods. We rescale the coordiantes according to τ 7→ τ/β and xα 7→ xα/`α. Using
the transformation laws for rank-2 tensors and 1-forms it follows that

δf = − 1
V(d)

∫
ddx
√
γ

(
1
2〈T

µν〉δγµν + 〈Jµ〉δαµ
)
− sδT

−
∑
ij

δ`α
`α

[
w + 1

V(d)

∫
ddx
√
γ
(
T tαγtα + Tαβγαβ + Jαaα

) ]
, (4.23)

where s is the entropy-density – see Ref. [145] for details on the computations. The condition
δf/δ`α = 0 yields

f = − 1
V(d)

∫
ddx
√
γ

(
T tαγtα +

∑
β

Tαβγαβ + Jαaα

)
, (4.24)

for each α.
Our next goal is to apply these results to the charge-neutral EMD model with axion ψ = ay.

The spatial modulation is confined in the y-direction, therefore `x = ∞, `y = 2V(d)/a. The
boundary is flat (γµν = ηµν) and the stability conditions Eq.(4.24) become

f = −T̄ xx = −T̄ yy, (4.25)

where quantities are averaged over a period. As a consequence, thermodynamic stability sets a
constraint on the free energy and equalizes the averaged pressures in the various directions.
In the following we compute the free energy density and the boundary stress-tensor explicitly

through the holographic renormalization procedure, and analyze the implications of Eq.(4.25).

4.3.1 Holographic renormalization

In this section we perform the holographic renormalization of the action Eq.(4.1). From the
GKPW rule, this will lead the free energy and stress-tensor of the dual theory.
The first step is to manipulate the action Eq.(4.1) by using the equations of motions. The

Ricci scalar term can be removed by using a constraint that follows from the trace of both the
sides of Einstein equations Eq.(4.6). Furthermore, summing the radial and temporal components
of Einstein equations leads to the following on-shell action

Sos = −
∫
d4x

[√
−g a

2Y (Φ)
2gyy

+ ∂r

(√−g
grr

∂rlog
√
gxxgyy

)]
. (4.26)

Applying Stokes theorem, it is easy to show that this expression is singular and must be regu-
larized. We consider the following counter-term introduced in Ref. [138]

Sct =
∫
r=Λ

d3x
√
−γ
[
2K + 4 +R[γ] + 1

2Φ2 − 1
2Y (Φ)(ψ − ay)2

]
. (4.27)
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4.3 Thermodynamic stability

Here Λ is a UV regulator, γ is the metric induced on the r = Λ manifold, and K is the trace of the
extrinsic curvature. Focusing on the spontaneous case where YUV ∼ Φ2 , the above expression
essentially follows from the asymptotic map Eq.(4.15) to a theory of a single complex scalar field
Φ̃. Then the standard counterterm is ∼ Φ̃?Φ̃. Taking variations yields scalar counterterms that
agree with the last one in Eq.(4.27) order by order.
The quantity R[γ] is vanishing as the boundary is flat, and the axion part do not contribute

at the background level. The extrinsic trace K has been calculated with Mathematica leading to
the renormalized action

Sren = lim
Λ→∞

∫
d3x

[
− 1

2a
2IY + 1

2
√
−γφ2 +

√
−γ
√
grr

(
4√grr + ∂r log

(
gtt
√
gxxgyy

)) ]
r=Λ

, (4.28)

with IY (r) =
∫ r+
r

√
−g Y (r)

gyy
. Since the above expression is purely asymptotic, it is convenient to

use a near boundary expansion of the fields. We adopt the Fefferman-Graham gauge, which is
basically the asymptotic expansion of the spacetime in the radial gauge grµ = 0 [36]. Solving the
field equations close to the asymptotic boundary yields:

r−2gtt(r) ≈ 1 + dt
r3 + 3ρ2 − 2Φ2

1
16

1
r4 −

1
72
[
a2Φ2

1 − 9(3dt2 − dtdx − dx2)
] 1
r6 ,

r−2gzz(r) = 1,

r−2gxx(r) ≈ 1 + dx
r3 −

ρ2 + 2Φ2
1

16
1
r4 −

1
72
[
a2Φ2

1 + 9(dt2 + dtdx − 3dx2)
] 1
r6 ,

r−2gyy(r) ≈ 1− dt + dx
r3 − ρ2 + 2Φ2

1
16

1
r4 −

1
72

[
5a2Φ2

1 − 27(dt2 + 7
3dtdx + dx

2)
]

1
r6 ,

Φ(r) ≈ Φ1
r2 + a2Φ1

6
1
r4 +

Φ1
(
2a4 + 18Φ2

1 − 3ρ2
)

240
1
r6 ,

ψ = ay,

At(r) ≈ µ−
ρ

r
− ρdt

4
1
r4 −

ρ

160
(
5ρ2 + 2Φ2

1

) 1
r5 . (4.29)

Here we have considered m2
Φ = −2 (∆Φ = 2) and spontaneous symmetry breaking of translations

(no linear-in-r−1 in the expansion of the dilatons). The remaining free parameters dt, dx,Φ1 will
be related to physical quantities below by renormalization. Notice how no log-terms enter the
above expression as the boundary spacetime dimension is odd (d = 3) – see Ref. [36]. Plugging
the above expansion into Eq.(4.28) and Wick-rotating to imaginary time leads to

Iren = βV(2)
(
− a2

2 IY (0) + 3
2dt

)
. (4.30)

The free energy density is then given by

f = Iren
βV(2)

= 3
2dt −

a2

2 IY (0), (4.31)
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where V(2) is the spatial volume of the boundary.
We next evaluate the boundary stress-energy tensor. Let us introduce fluctuations around

the background value of the fields. In particular we consider gµν 7→ gµν + hµν with asymptotic
expansions r−2hµν = ∑

n=0 h
(n)
µν r−n. The leading correction to the action was computed in Ref.

[146] and is given by

S(1)
ren =

∫
r=∞

ddx

(3dt
2 h

(0)
tt −

3dx
2 h(0)

xx + 3(dt + dx)
2 h(0)

yy

)
, (4.32)

where we give only the metric-dependent part. From this expression we can read off the expec-
tation value of the boundary stress-tensor. Using Eq.(4.29) we obtain

〈T tt〉 = ε = −3dt, 〈T xx〉 = 3dx, 〈T yy〉 = −3(dt + dx). (4.33)

In the isotropic limit 〈T xx〉 = 〈T yy〉 and our finding is consistent with Ref. [138]. Note that
these VEVs are proportional to the sub-leading falloffs of Eq.(4.29). This is indeed the power of
the Fefferman-Graham gauge where the identification of the sub-leading part of the metric with
the boundary expectation value of the boundary stress-energy tensor is direct.
Now we are able to comment on the thermodynamically stable phases. From the stability condi-
tions Eq.(4.25) it follows that ¯〈T 〉xx = ¯〈T 〉yy → 2dx = −dt. Using f = −T yy and the free energy
Eq.(4.31), we have

a2IY (0) = 0. (4.34)

Minimizing the free energy then corresponds to setting a = 0. In such a limit the effects of
the symmetry breaking field ψ are negligible, and the stable phase is then homogeneous and
isotropic. In order to get anisotropic stable phases dissipating momentum at a finite a, we need
to consider higher derivatives corrections, going beyond the Einstein gravity model. This will be
the focus of the next section.

4.3.2 Beyond Einstein gravity: a higher derivative model

In this section we follow Ref. [138] and analyze an extension of Eq.(4.1) given by

L = R− 1
2(∂Φ)2 − V (Φ)− 1

2
[
Y (Φ) + λ2Y2(Φ)(∂ψ)2

]
(∂ψ)2 − 1

4
[
Z(Φ) + λ1Z2(Φ)(∂ψ)2

]
F 2.

(4.35)

Here we have included higher-derivatives corrections to the gauge and axion couplings, with
Y2, Z2 ∼ Φ2 in the UV. This can again be motivated by considering the asymptotic map Eq.(4.15)
to a theory of single complex scalar field Φ̃. The higher derivative terms follows from expansion
of terms like (∂Φ̃∂Φ̃?)F 2 and (∂Φ̃∂Φ̃?)2. The stress energy tensors are given by
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4.4 Summary

T EM
µν = 1

2
[
Z(Φ) + λ1Z2(Φ)(∂ψ)2

][
FνσF

σ
µ −

1
4F

2gµν
]
, (4.36)

TΦ
µν = 1

2∂µΦ ∂νΦ− 1
4
[
(∂Φ)2 + 2V (Φ)

]
gµν , (4.37)

Tψµν = −1
4
[
(∂ψ)2

(
Y (Φ) + λ2Y2(Φ)(∂ψ)2

) ]
gµν (4.38)

+ 1
2
∑
I

[
Y (Φ) + 2λ2Y2(Φ)(∂ψ)2 + λ1

2 Z2(Φ)F 2
]
∂µψ∂νψ.

Repeating the same renormalization procedure as in the previous section we find

Sren = lim
Λ→∞

∫
d3x

[
1
2
√
−γΦ2 +

√
−γ
√
grr

(
4√grr + ∂r log

(
gtt
√
gxxgyy

))
− a2

2 IY − λ2a
4IY2 −

λ1a
2

4 IZ2

]
r=Λ

,

with IY (r) =
∫ r+
r

√
−g Y (r)gyy(r), IY2(r) =

∫ r+
r

√
−g Y2(r)gyy(r)2, IZ2(r) =

∫ r+
r

√
−g Z2(r)gyy(r)F 2.

Using the Fefferman-Graham ansatz analogue to Eq.(4.29) and Wick-rotating to imaginary times
yields the free energy

f = 3
2dt −

a2

2 IY (0)− λ2a
4IY2(0)− λ1a

2

4 IZ2(0). (4.39)

On the other hand the stress-energy tensor is still given by Eqs.(4.33), and the stability condition
w = −T̄ ii yields

IY (0) + 2a2λ2IY2(0) + λ1
2 IZ2(0) = 0. (4.40)

Contrary to the two-derivatives result Eq.(4.34), finite a are consistent with Eq.(4.40), opening
the possibility of the existence of anisotropic stable phases breaking translations spontaneously.
This can only happen if the higher-derivative couplings are not all of the same sign. Working
out exactly what the stability range is is generally a complicated quest. This is best known for
the case of Gauss-Bonnet, where it was demonstrated that both signs are allowed [147]. For the
type of higher derivative terms considered in this section, things are less clear. Some preliminary
analysis was made in Ref. [148] for purely ESB cases.

4.4 Summary

In this chapter we have introduced a holographic model for the anisotropic phases analyzed in
Chap. 3. Essentially, this is achieved by considering the conventional Einstein-Maxwell action
coupled to a matter sector whose purpose is to break symmetries and to lead to anisotropic
phases in the infrared. In Sec. 4.2 we have introduced the background ansatz, characterized
by a metric tensor whose spatial elements are different from each other. This is the way the
gravitational background encodes the anisotropy of the boundary theory. Isotropy is broken by
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4 The holographic model

means of the axion, a massless scalar field linear in the boundary coordinates. This assump-
tion simplifies the bulk field equations but also leads to breaking of translation symmetry of the
boundary. Finally, in Sec. 4.3 we have commented on thermodynamically stable phases. In the
model considered, the stable phase is the one where anisotropy is absent. In order to get a stable
state with rotational symmetry breaking, one has to consider holographic actions with higher
derivative corrections.

Recap Box−Einstein-Maxwell-dilaton-axion model

EMD-axion Lagrangian

LEMD = R− 1
4Z(Φ)F 2 − 1

2κ2

(1
2(∂Φ)2 + V (Φ) + 1

2

p∑
I=1

Y I(Φ)(∂ψI)2
)

IR background

ds2 = rθ
(
−dt

2

r2z + L̃2dr
2

r2 + dx2

r2φ + dy2

r2

)
,

A = 0, Φ = 2κlog(r/r0)

Higher derivative model

L = R− 1
2(∂Φ)2 − V (Φ)− 1

2
[
Y (Φ) + λ2Y2(Φ)(∂ψ)2

]
(∂ψ)2

− 1
4
[
Z(Φ) + λ1Z2(Φ)(∂ψ)2

]
F 2

Thermodynamic stability condition f = −T̄ xx = −T̄ yy

Two derivatives model
a2
∫ r+

0

√
−gY (r)

gyy
= 0

Higher derivatives model∫ r+

0

√
−gY (r)

gyy
+ 2a2λ2

∫ r+

0

√
−gY2(r)

gyy
+ λ1

2

∫ r+

0

√
−gY2(r)

gyy
= 0

66



5 Chapter 5

Holographic bounds on transport
coefficients

As our focus in this work is on the anisotropy of the system, we will choose a geometry where
momentum is conserved along one of the spatial directions, say the β-direction. Thus, the stress
tensor elements Tαβ serve as currents of the conserved momentum density along the direction β.
Consequently, the viscosity elements ηαβγβ maintain their meaning as hydrodynamic coefficients,
for all α and γ. Therefore we consider the single axion geometry with ψ = ay – see appendix
B.1 for details.
In Sec. 5.1 and 5.2 we compute the electric conductivity and viscosity tensor and analyze the
KSS bound. We then investigate how translational symmetry breaking impacts such a bound.
In Sec. 5.3 we compute the charge diffusivity and butterfly velocity, and show that the bound
on charge diffusion is not affected by rotational symmetry breaking.

5.1 The electric conductivity

The goal of this section is to extract the response to an external electric field of the holographic
model Eq.(4.7). To compute the electrical conductivity defined in the Kubo formula Eq.(3.11),
we consider a gauge field of the form:

A 7→ At(r, t)dt+Aα(r, t)dxα. (5.1)

Near the boundary r =∞, the gauge field admits the following expansions

At(r ≈ ∞) = µ+ ρ

r
+ ..., (5.2a)

Aα(r ≈ ∞) = −Eαt+ jα
r

+ ..., (5.2b)

where dots denote higher order in 1/r terms. Here µ and Eα are sources (chemical potential and
electric field) while ρ and jα the correspondent responses. To extract the conductivity we use
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5 Holographic bounds on transport coefficients

Eq.(1.41). Therefore, we rewrite the Maxwell equations Eq.(4.7) in the Hamiltonian formalism:

jµ =
√
−gZ(Φ)Fµr, (5.3)

∂rj
µ = 0. (5.4)

Here jµ = δS/δ(∂rAµ) is the canonical momentum conjugate to the gauge field Aµ, whose
boundary value gives the density current. This allows us to rewrite the electrical conductivity in
terms of holographic quantities:

σαα = lim
ω→0

jα(ω)
Eα

= lim
ω→0
r→∞

Im jα(r, ω)
ωAα(r, ω) . (5.5)

Note that Eq.(5.4) represents the radial conservation jµ. This means that we can alternatively
calculate the boundary current by evaluating the canonical momentum at any value of the radial
direction. In particular

jµ
(
r =∞,x, t

)
= lim

r→r+
jµ
(
r,x, t

)
. (5.6)

As we will shortly see, this yields simple expressions for electric conductivities in terms of the
horizon as extensively reviewed in Ref. [141]
Let us discuss the case α = y first. The electric field in Eq.(5.2b) polarizes the system, inducing
small fluctuations of the other fields

Ay = −Eyt+ δA(r),
gty = δgty(r), gry = gyy(r)δḡry(r),
ψ = ay + δψ(r). (5.7)

All the terms are assumed to be first order in the electric field. Inserting these expressions into
the canonical momentum, at lowest order we find

jy(r) = −
√
−gZ(Φ)
grrgyy

∂r(δA)− ρ

gyy
δgty. (5.8)

In order to evaluate this quantity at the horizon, we need to specify appropriate IR conditions
for the perturbations. Let us denote with E(n)

µν the nth-order perturbatios of the Einstein tensor
Eq.(4.6). If we consider the combination E(1)

ry − δḡryE(0)
yy = 0 we find an algebraic equation for

δḡry given by

δḡry = − grrEyρ√
−gaY (Φ) + ∂r(δψ)

a
. (5.9)

Notice that δḡry diverges in the interior as it is proportional to grr ∝ (r− r+)−1. However, fields
must be regular in the Eddington-Finkelstein coordinates, where time is changed according to
t′ = t+ r?(r), with tortoise coordinate dr? = dr/γ(r) and γ =

√
gtt/grr – see also Sec. 1.2.2. In

particular, in the new coordinate system (r′, t′, x′, y′) it holds that gr′y′ = −δgty/γ+gyyδḡry. Due
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5.2 The viscosity

to our finding Eq.(5.9), the only way to obtain a (r′, y′)-component, that is regular at the horizon,
is to require analyticity of the axion field at r+ and to suppress the divergence by choosing

δgty|r+ = −
√
gyy
gxx

Eyρ

aY (Φ)

∣∣∣∣∣∣
r+

. (5.10)

The only missing information to evaluate Eq.(5.8) is the horizon value of the gauge field fluctua-
tion δA. In the EF coordinates it holds that Ay = −Eyt′+Eyr?(r)+δA(r). Therefore, regularity
implies that

δA = −Eyr?(r). (5.11)
As anticipated above, the fluctuations Eq.(5.10) and (5.11) are caused by the electric fields Ey.
Plugging the above results into the current and using Eq.(5.5) yields the conductivity

σyy = lim
r→r+

jy

Ey
=
√
gxx
gyy

Z(Φ) + ρ2
√
gyygxx aY (Φ)

∣∣∣∣∣∣
r+

. (5.12)

In a completely analogous way we can get the conductivity along the x direction σxx = limr→r+ j
x/Ex =

(gyy/gxx)1/2Z(Φ).We notice that at charge neutrality ρ = 0, the conductivity ratio is determined
by the metric at the horizon

σαα
σββ

= gββ
gαα

∣∣∣∣
r+
. (5.13)

5.2 The viscosity

In order to compute the retarded correlation function Eq.(3.18) in the holographic formalism,
we act on the bulk-metric field which is dual to the boundary stress tensor. In particular, to get
the shear viscosity components, we switch on small off-diagonal fluctuations of the spatial metric
tensor

ds2 7→ ds2 + e−iωtδhxy(r)dxdy. (5.14)
In the following we adopt the one-index-up parametrization and linearize the Einstein equations
to extract the radial momentum and the viscosity. However, since we are working with an
anisotropic bulk, we will have two fluctuations satisfying different equations of motion.
Let us begin with the simpler case to review the standard derivation of the viscosity, and

consider δhxy = gxx(r)hxy(r). The combination hxyE
(0)
xx − E(1)

xy = 0 yields

∂µ

(√−g
N

∂µhxy

)
= 0, (5.15)

where N = gyyg
xx. This can be viewed as the equation of motion for a massless scalar field with

radial dependent coupling N−1. In the Hamiltonian formalism the above equation reads

Πy
x =
√
−g
N (r)∂

rhxy , ∂rΠy
x = −ω2gtt

√
−g
N (r)h

x
y . (5.16)
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5 Holographic bounds on transport coefficients

The viscosity is then given by

ηyxyx ≡ ηyyxx = lim
ω→0
r→∞

1
ω
ImΠy

x(r, ω)
hxy(r, ω) . (5.17)

The low frequency limit of the Hamilton system (i.e. ω → 0 keeping ωh and Π fixed [13]) is
∂rΠy

x = 0 +O(ω2h), ∂r(ωhxy) = 0 +O(ωΠ), which expresses the radial conservation of both the
fluctuation and the momentum. This allows us to switch to the near horizon limit in Eq.(5.17)
where the fluctuation satisfies the in-falling conditions hyx(r, ω)→ h0(r) e−iωr?(r). See again Sec.
1.2.2 for details. Here h0 is the real solution to the frequency independent wave equation,
which asymptotes constant values both at the boundary and at the horizon. Due to the radial
conservation, h0(r) = const ≡ 1. Plugging this expression into Eq.(5.17) we find

ηyxyx = s

4π
gxx
gyy

∣∣∣∣∣
r+

= s

4π
σyy
σxx

, (5.18)

where we used Eq.(5.13). The viscosity-conductivity bound Eq.(3.6) is saturated.
Let us now consider the y-index-up parametrization and analyze the combination hyxE

(0)
yy −

E(1)
xy = 0. In this case we obtain

∂µ
(√
−gN (r) ∂µhyx

)
=
√
−gN (r)m2(r)hyx, (5.19)

where the mass termm2 = a2Y gyy arises due to the momentum dissipation along the y-direction.
This corresponds again to an action for a scalar field with radial coupling N and mass m. As
before, we define the conjugate momentum via

Πx
y =
√
−gN (r) ∂rhyx, ∂rΠx

y =
√
−gN (r)(m2 − ω2gtt)hyx, (5.20)

and the viscosity is given by

ηxyxy = ηxxyy = lim
ω→0
r→∞

1
ω
Im

Πx
y(r, ω)

hyx(r, ω) . (5.21)

Due to the non-vanishing mass term, we cannot switch to the horizon limit as in the previous
case. To determine the correlation function, we manipulate the above expression with a trick
similar to those of Ref. [149]. For an alternative AdS/CFT computation see e.g. Ref. [150]. Even
if the canonical momentum is not radially conserved, we can obtain an r-independent quantity by
multiplying and dividing the holographic viscosity formula by the complex conjugate fluctuation

ηxyxy = lim
ω→0
r→∞

Im[Πx
y h

y?
x ]

ω|hy?x |2
, (5.22)

where we took out the real denominator from the imaginary-part. The radial derivative of the
numerator is given by ∂rIm[Πx

y h
y?
x ]∝Im [(m2 − ω2gtt)|hyx|2 + grr|∂rhyx|2], where we have used
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5.2 The viscosity

Eq.(5.20). Since the quantity in brackets is real, Im[Πx
y h

?] is radially constant and can be hence
evaluated at any r. In particular we can switch to the near horizon limit in the numerator of
Eq.(5.22). Using the in-falling conditions in the numerator we obtain:

ηxyxy
s

= 1
4π

gyy
gxx

∣∣∣∣∣
r+

h2
0(r+) = 1

4π
σxx
σyy

h2
0(r+), (5.23)

where h0(r+) denotes the horizon value assumed by hyx(r). This result is consistent with Refs.
[131, 151, 152]. See also Ref. [153] for another study of shear response in momentum dissipating
backgrounds. Here h0 is again the zero frequency solution to the wave equation. In this case
the fluctuation is not radially conserved, hence the boundary value will be in general different
from the horizon one, h0(r+) 6= h0(∞) ≡ 1. This is due to the translational symmetry breaking,
which gives mass to the graviton in Eq.(5.19). However, there is no way to send a→ 0 without
restoring rotational symmetry within a single axion model as anticipated in Sec. 4.2.2. In Tab.
5.2 we have summarized the results for single axion with x dependence and double axions along
x and y.
In the following we review the argument of Ref. [131] on the m2 > 0 case. It is helpful to

rewrite Eq.(5.19) as:

grr∂2
rh

y
x +

∂r
(√
−gN grr

)
√
−gN

∂rh
y
x = m2hyx (5.24)

Near the horizon both √−g and N are regular, while grr vanishes at r+ and increases away from
the IR. Therefore √−gN grr increases as well, and the coefficient of the first derivative term in
Eq.(5.24) is then positive. Assuming hyx(r+) > 0, we see that if m2 > 0 then ∂rhyx is positive near
the horizon, so the hyx is an increasing function of r. Let us assume the fluctuation stops increasing
at some point. Then ∂rhyx = 0. From Eq.(5.24) it follows that the second derivative is positive,
denoting a local minimum, which is in contrast with the increasing behavior. A fluctuation
with positive mass squared monotonically decreases from the boundary to the horizon with a
tunneling rate Γ ∝ hyx(r+) < 1.
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5 Holographic bounds on transport coefficients

ψx = 0 ψx = axx

m2
x = 0,m2

y = 0 m2
x = a2

xYxg
xx,m2

y = 0

ψy = 0 4πηxyxy
s

= σxx
σyy

4πηxyxy
s

= σxx
σyy

4πηyxyx
s

= σyy
σxx

4πηyxyx
s

= σyy
σxx

(hxy(r+))2

m2
x = 0,m2

y = ayYyg
yy m2

x = a2
xYxg

xx, m2
y = ayYyg

yy

ψy = ayy 4πηxyxy
s

= σxx
σyy

(hyx(r+))2 4πηxyxy
s

= σxx
σyy

(hyx(r+))2

4πηyxyx
s

= σyy
σxx

4πηyxyx
s

= σyy
σxx

(hxy(r+))2

Table 5.1: Single and double axion cases. When momentum dissipation is turned on along
one axis, the graviton aquires mass causing violation of the viscosity-conductivity
bound.

5.2.1 High temperature analysis

As we have seen in the previous section, momentum dissipation leads to a violation of the
viscosity-conductivity bound Eq.(3.6). On the holographic side, the metric fluctuation hyx ac-
quires a mass, and enters explicitly the shear viscosity tensor as in Eq.(5.23). The focus of the
following section is the analysis of this expression in both the low and high temperature regimes.

In this section we comment on the high temperature behavior of the conductivity-viscosity bound
Eq.(5.23). As depicted in Fig. 5.1, we can think of the spacetime as subdivided into three re-
gions. The UV is described by AdS4 deformed by matter fields, while the IR by the Lifshitz
geometry Eq.(4.16). Moreover, an intermediate region interpolates between the UV and the IR,
whose size is larger the smaller the temperature is. Since the scales in our problem are the
momentum dissipation parameter a and the temperature T , high temperature coincides with the
regime where a� T .
The scalar backreaction depends quadratically on the axion, and the first nonzero corrections
will therefore be proportional to a2. This motivates us to consider the following ansatz:

ds2 = −(D(r) +D2(r)a2)dt2 + (B(r) +B2(r)a2)dr2

+ (C(r) + C2x(r)a2)dx2 + (C(r) + Cy2(r)a2)dy2, (5.25a)
hyx(r) = h0(r) + h2(r)a2 + h4(r)a4. (5.25b)
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5.2 The viscosity

Figure 5.1: The RG flow starts from the UV conformal fixed point at the boundary of the
AdS4, and is driven by relevant deformation to an IR anisotropic fixed point
described by the Lifshitz geometry Eq.(4.16). We have depicted how a circle
gets deformed into an ellipse as one flows to the IR. For high temperatures, the
black hole becomes big (r+ →∞) and we can approximate the entire geometry
with the AdS4 metric deformed by the matter fields. On the other hand, the
scaling region dominates for low T .

Plugging this expressions into the field equations and solving order by order we find

h0(r) = 1, (5.26a)

h2(r) = −
∫ ∞
r

√
B

D

1
C

(∫ r2

r+

√
BDY (Φ)dr1

)
dr2. (5.26b)

Our result coincides with the isotropic analysis of Ref. [140]. This is due to the fact that
anisotropic effects appear at second order in a in Eq.(5.25a). Note how both in the ESB
(Y (Φ) = 1) and in the SSB (Y (Φ) = Φ2) case the correction is negative. This is consistent
with the prediction that the fluctuation decreases from the boundary towards the horizon. The
conductivity ratio here becomes an upper bound for the η/s tensor element affected by momen-
tum dissipation:

4πηxyxy
s

<
σxx
σyy

. (5.27)

In the following we calculate the viscosity correction up to O(a2) both in the ESB and SSB cases.

ESB case: as explained in Sec. 4.2.1, when Y (Φ) = 1, the axion induces a coordinate-
dependent source and translations are broken explicitly. We use an AdS-Schwarzschild back-
ground and perform the integral in Eq.(5.26b). This gives hyx(z+) = 1 − cesb

2 ( aT )2 with
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5 Holographic bounds on transport coefficients

cesb = (9 log 3−
√

3π)/16π2 ≈ 0.0281553 and leads to

4π σyy
σxx

ηxyxy
s
≈ 1− cesb

(
a

T

)2
. (5.28)

SSB case: this case is more delicate as the dilaton enters Eq.(5.26b) explicitly, and we need the
expression of Φ. We work in the probe limit where the back-reaction is negligible. Moreover,
due to the asymptotic map Eq.(4.15) the effects of the axion are small as well. Hence we take
ψ = 0. At charge neutrality F = 0 and we choose as dilaton potential V (Φ) = −6 − Φ2, which
corresponds to the mass m2

Φ = −2. The full solution to Eq.(4.9) is

Φ(r) = c1(2)F1

(1
3 ,

2
3; 1; r

3

r3
+

)
+ c2(2)F1

(1
3 ,

2
3; 1; 1− r3

r3
+

)
, (5.29)

where the (2)F1 is the hypergeometric function and c1,2 are two constants. Close to the
boundary it behaves as Φ(r ≈ ∞) = 1

r (Φ0 + Φ1
r ) where we have introduced Γ2(2/3)Φ0 =

(c2 − (−1)2/3c1)Γ(1/3)r+,Γ2(1/3)Φ1 = (c2 − 3√−1c1)Γ(−1/3)r2
+. Moreover, the near horizon ex-

pansion exhibits log-divergent terms which have to be removed to ensure regularity. This is the
case if the following condition is fulfilled

Φ1 =
√
πr+Γ(−1/6)

Γ2(1/6) Φ0 ≡ αΦ0. (5.30)

Note how SSB conditions in standard quantization (JΦ = 0,
〈
OΦ
〉
6= 0) would force both Φ0 and

Φ1 to vanish. Moreover, a Taylor-expansion of Eq.(5.29) reveals that the coefficients Φ0 and Φ1
appears at any order in r. Therefore, SSB would make the dilaton vanish not only asymptotically
but everywhere in the bulk. We cannot realize the SSB in the standard way. The dilaton mass
is such that both the falloffs are normalizable, meaning that we can fix not only or Φ0 or Φ1 but
also a combination of them, imposing the so-called mixed boundary conditions. As we have seen
in Sec. 1.2.4, the combination J = Φ1 + ∂Φ0W(Φ0) sources an operator with expectation value
given by

〈
OΦ
〉

= Φ0 [154]. Here W(Φ0) is a polynomial whose degree must be chosen within the
interval [2, 3]. Spontaneous boundary conditions on the new source J = 0 set the form of the
polynomial:

∂Φ0W(Φ0) = αΦ0, (5.31)
where we used the regularity condition Eq.(5.30). Therefore, W(Φ0) = β + α

2 Φ2
0 that is a double

trace deformation, involving two powers of the VEV 〈OΦ〉.
Now it is time to compute the integral Eq.(5.26b). Since temperature is high, we can approximate
the integrand using the UV expression for the dilaton. We find: hyx(z+) = 1 − cssb

2

(
Φ0
T

)2(
a
T

)2
,

with cssb ≈ 0.000435607. This leads to

4π σyy
σxx

ηxyxy
s
≈ 1− cssb

(Φ0
T

)2 ( a
T

)2
. (5.32)

Compared to the ESB case Eq.(5.28), deviations from the bound are further suppressed by extra
powers of T and will generally become more important for lower temperatures than in the explicit
case.
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5.2 The viscosity

5.2.2 Low temperature analysis

In order to determine the temperature scaling of Eq.(5.23), we need the IR scaling dimension of
the fluctuation h0. This can be extracted from the asymptotic behavior near the boundary rir∂
of the IR region, namely that portion of spacetime which is fully described by the Lifshiz metric
Eq.(4.16). Plugging a power law ansatz hyx ∼ rα into Eq.(5.19), we find for r+ � r � ∞ and
marginal axions (in the irrelevant case the mass decays faster then the kinetic term) the following
behavior:

hyx(r) ≈ A
(
r

r+

)α−
+B

(
r

r+

)α+

, (5.33)

where 2α± = δT (1±
√

1 + (2La/δT )2), A and B are constants, and δT = 3φ− 1 + z− θ. For low
temperatures, the scaling is controlled by the falloff with the lower exponent. This yields:

σxx

σyy
ηyyxx
s
∼ T−

2α−
z , (5.34)

with 2α− = z(3φ − θ)(−1 +
√

1 + (2(φ− 1)[(θ − 2)θ − 2(φ− 1)φ]V0)/(θ − 2)(θ − 3φ)2 ) when p = 1 and
2α− = (3φ− θ−1 + z)(−1 +

√
1 + 2(φ− z)[(θ − 2z)θ2 − 2(φ− z)− 2(1− z)]V0/(θ − 2z)(θ − z − 3φ+ 1)2 ) when

p = 2. The isotropic limit of the p = 2 case result coincides with the computations of Ref. [152].
For p = 1, φ = 1 implies also a suppression of momentum dissipation.
Alternatively, the action ψ can source an irrelevant deformation. We studied in detail such a
case in appendix B.1. Equation (5.26b) still applies and we obtain

4π σyy
σxx

ηxyxy
s
≈ 1− ciresb

(
a

T∆a

)2
, (5.35)

where ∆a < 0 is the IR scale dimension of a.

5.2.3 Viscosity-conductivity bound beyond Einstein gravity

In this section we briefly comment on the viscosity-conductivity bound in the higher derivative
model of Sec. 4.3.2.
Repeating the analysis of the previous section we end up again with Eq.(5.19) for the shear
perturbation but with graviton mass given by

m2 = a2gyyY (Φ) + a2gyy

2 λ1Z2(Φ)F 2 + 2(a2gyy)2λ2Y2(Φ). (5.36)

Notice that the stability condition Eq.(4.40) can be rewritten as
∫ 0
r+
√
−gm2 = 0. The electric

conductivity again follows from the fluctuations of Eq.(5.7). Repeating the same analysis we
obtain

σyy =
√
gxx
gyy

(
Z(Φ) + a2λ1Z2(Φ)

gyy

)
+ 4π

s

ρ2

gyym2

∣∣∣∣∣∣
r+

. (5.37)

while σxx diverges as momentum is not dissipated along x. For zero densities σxx =
√

gyy
gxx

[
Z(Φ)+

a2λ1Z2(Φ)
gyy

]
r+
, and the viscosity can be expressed again in terms of the conductivity ratio as in

Eq.(5.22).
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5 Holographic bounds on transport coefficients

5.3 Charge diffusion bound

In this section we perform a holographic analysis of the bound Eq.(3.2) on charge diffusion. In
strongly coupled systems the natural velocity scale is provided by the butterfly velocity introduced
in Eq.(3.3) – see also Refs. [15, 16]. In the following we compute both the charge diffusion
constant and the butterfly velocity in the holographic model Eq.(4.1). See Refs. [87, 108, 111,
122, 155–158] for previous studies. Without loss of generality we set ξ = 0 in the IR conditions
Eq.(4.17), as in the charge neutral case the exponent of ZIR = eξΦ plays no role– see Sec. 4.2.2.

5.3.1 Charge diffusion constant

Charge diffusion occurs when a small gradient in the charge density ρ is introduced; charge
will move to suppress this imbalance, restoring the thermodynamic equilibrium. This effect is
governed by an equation of the form ∂tρ−Dρ∇2ρ = 0, where Dρ is the diffusivity. Diffusion and
transport of charge are related phenomena. We can indeed extract the diffusion constant from
the electrical conductivity using the Einstein relation Dρ = σ/χρ. Here χρ = (∂ρ/∂µ)T is the
charge compressibility. The holographic electric conductivities are given in Eq.(5.12). It useful
to recast Maxwell equations Eq.(4.7) as

∂rρ = 0, ∂rAt = ρ√
−gZ(Φ)grrgtt . (5.38)

The solution to the latter equation is given by At(r) = At(r+) + ρ
∫ r
r+
dr i(r), with i(r) =

(√−gZ(Φ)grrgtt)−1. Here we dropped the constant ρ. Since At vanishes at the horizon and
gives the chemical potential near the boundary, we have

µ = lim
r→∞

At(r) = ρ

∫ ∞
r+

dr i(r). (5.39)

The compressibility is then given by

χ−1
ρ =

∫ ∞
r+

dr i(r). (5.40)

The above results can be easily generalized to the anisotropic case where the diffusion depends
on the direction Dc,α = χ−1

ρ σαα. In the following we offer two methods to compute the integral
Eq.(5.40) analytically.
Keeping in mind that r+ ∝ T−1/z, we observe that the near horizon geometry contribution scales
as T−∆χ/z, with ∆χ = deff − z. Within a low temperature analysis, this is the dominant term if
∆χ/z > 0 and the charge diffusion is uniquely controlled by the IR physics, in accord with the
isotropic analysis of Refs. [15, 16]. In this case we obtain

χ−1
ρ = − L

∆χ

r∆χ

Z(Φ)

∣∣∣∣∣
r+

. (5.41)
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5.3 Charge diffusion bound

Alternatively, we can perform a Taylor expansion near the horizon of the integrand in Eq.(5.40):
i(r) = ∑∞

n=0(r− r+)n(i(n)
+ /n!), where i(n)

+ = ∂nr i|r+ . As r → r+, the derivatives satisfy the recur-
sion rule i(n)(r) = (−1)n

rn

[∏n
k=1(k −∆χ)

]
i(r), which can be proven by mathematical induction.

Plugging the above expression into the Taylor expansion and performing the resulting geometric
series finally gives i(r) = i(r+)(r/r+)∆χ−1, which yields Eq.(5.41) after integration.
The susceptibility together with the holographic conductivities yields the diffusion constants

Dc,α = − L

∆χ

rθ−z

gαα(r)

∣∣∣∣∣
r+

. (5.42)

5.3.2 The butterfly velocity

The butterfly velocity gives the scale with which the out-of-time-order correlation functions
(OTOC) of local operators grows – see Eq.(3.3). In this section we compute it holographically
by means of a shock-wave analysis. We analyze the back-reaction of the metric due to a massless
particle falling towards the black hole horizon, whose velocity of growth is identified as the
butterfly velocity. We perform the computation in the accelerating Kruskal reference frame,
where a translation of the physical time t corresponds to a boost in the new coordinates [84],
hence this is the natural environment to probe the butterfly effect. Kruskal coordinates are
defined as

uv = −eγ′(r+)r?(r), (5.43a)
u/v = −e−γ′(r+)t, (5.43b)

where γ(r) =
√
gtt(r)/grr(r), γ′(r) = ∂rγ and dr? = dr/γ(r) is the tortoise coordinate. Our first

goal is to translate the unperturbed ansatz Eq.(4.11) into these new coordinates. We observe
that the former relation expresses the equivalence between the r and u · v dependencies, so we
will simply replace the radial dependence of fields with the product of Kruskal coordinates.

ds2 = −guv (uv) dudv +
∑
α

gαα (uv) dx2
α,

Φ = Φ(uv), ψ = ay,

A = −At(uv)
γ′(r+)

du

u
+ At(uv)
γ′(r+)

dv

v
. (5.44)

Now we perturb this background by adding a small amount of energy E0 at x = 0 on the
boundary. Then, this perturbation will freely evolve following a light-like geodesics, which in
Kruskal coordinates is a 45-degrees line. After a time ∆t > T−1 the amount of energy will be
localized near the u = 0 horizon and exponentially increased, as it is moving in the accelerating
Kruskal frame. If ∆t is big enough, we have to take into account its back-reaction δTuu ∝
E0e

2πT∆tδ(u)δ(d)(x). This stress tensor sources a (u, u)-component of the metric tensor in the
vicinity of the u = 0 horizon

ds2 = −guv (uv) dudv +
∑
α

gαα (uv) dx2
α + guv (uv)h(x, y)du2. (5.45)
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5 Holographic bounds on transport coefficients

Figure 5.2: AdS spacetime in Kruskal coordinates. Figure re-adapted from Ref. [18].

This is called shock wave geometry. The (u, u)-component of Einstein equation evaluated at the
horizon yields: (∑

α

∂2
α

c2
α

−m2
h

)
h(x, y) = bδ(x)δ(y), (5.46)

with cα =
√
gαα(0), b ∝ Ee2πT∆t/guv(0) and mass m2

h = 1
guv

∂ log(gxxgyy)
∂(uv) |u=0. The above equation

reproduces the isotropic case studied in Refs. [15, 16].
Through the coordinate change x̂α 7→ cαxα we obtain a Green’s functions problem[

∂2

∂x̂2 + ∂2

∂ŷ2 −m
2
h

]
f(x̂, ŷ) = δ(x̂), (5.47)

where f(x̂, ŷ) = h(x,y)
b cxcy

. The solution is hence given by h(x, y) ∝ − b cxcy
2π K0(mh%), where K0 is the

0th modified Bessel function of the second kind and %2 = c2
xx

2 + c2
yy

2. At large values of %, i.e.
at large spatial distances, this gives

h(x, y) ∝ 1
√
%

exp
[
2πT

(
∆t− mh

2πT %
)]

. (5.48)

The above exponential dependency coincides with the behavior of the OTOC [15] provided that
∆t−mh%

2πT = ∆t− %
v̄B
. This identifies the direction averaged scale for the velocity as v̄B = 2πT/mh.
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5.4 Summary

Now we switch to the original system of coordinates where guv = ( 2
γ′(r+))2 gtt

uv = ( 2
γ′(r+))2 grr

uv γ
2(r),

and obtain
v̄2

B = − 2πTL
deff − θ

rθ−z+ , (5.49)

where in the last step we used the power law scaling behavior of the metric Eq.(4.16). To
determine the butterfly velocity along x, we consider the case where y = 0 and we move in the
x-direction. This gives %

v̄B
= cx|x|

v̄B
≡ |x|

vB,x
. It then follows for the velocity along the α-direction

vB,α = v̄B/
√
gαα(r+). Explicitly, this gives

v2
B,x = |1 + 2φ− θ|

2(θ − φ− 1) , vB,y = |1 + 2φ− θ|
2(θ − φ− 1)r

2(1−φ)
+ . (5.50)

In the isotropic case, the butterfly velocity is bounded from above. For (2+1) dimensional
boundary such a bound is given by v2

B ≤ 3/4 – see Ref. [159] for details. As in the KSS case,
this bound is violated when rotations are broken. This aspect was first pointed out in Ref. [157].
Moreover, for asymptotically AdS geometries, vB was shown to be bounded by the speed of light
[158]. In the parameter space shown in Fig. B.1 of appendix B it holds that 1

2 ≤ v2
B,x ≤ 1,

violating the upper bound as expected, but still remaining smaller than the speed of light. In
the y-direction the upper bound can be parametrically violated. However, at low temperature it
holds that v2

B,y < 1.
Combining the diffusivities Eq.(5.42) and the butterfly velocities Eq.(5.50), we obtain

Dρ,α = deff − θ
∆χ

~v2
B,α

2πkBT
, (5.51)

where we have restored the units. Here deff is the effective spatial dimensionality Eq.(3.9).
We conclude that the bound of Eq.(3.2) also applies to anisotropic systems. In distinction to
the viscosity bound, anisotropy only changes the universal coefficient that now depends on the
exponents φ, z, and θ. Furthermore, Eq.(5.51) recovers the limit of isotropic charge neutral
theories [15]. In Ref. [122], the thermal diffusivity was computed in an anisotropic setups and
also found to obey a relation similar to (5.51). See Ref. [108] for an alternative proposal to Eq.
(5.51) at an anisotropic QCP.

5.4 Summary

In this chapter we have computed response functions using the holographic dictionary. Specif-
ically in Sec. 5.1 we have considered perturbations around the background and computed the
electrical conductivities, which are expressed in terms of horizon data in a simple fashion. In
Sec. 5.2 we have computed in a similar manner the holographic viscosity tensor and verified
that one element satisfies the bound proposed with scaling arguments in Chap. 3. The other
tensor element violates such a bound due to momentum dissipation induced by the coordinate
dependent axion field of Chap. 4. We have then analyzed such a violation in the cases where
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5 Holographic bounds on transport coefficients

the translational symmetry is broken explicitly and spontaneously. In Sec. 5.3 we have analyzed
the bound on charge diffusion. Differently from the other quantities, the diffusivity is not solely
given by data on the horizon and is expressed through an integral over the holographic direction.
Although we do not have the full expression of bulk fields, we have derived a near horizon formula
for the compressibility, and could relate the diffusion constant to the horizon data in a simple
fashion. We then have extracted the butterfly velocity in Sec. 5.3.2 by means of a shock wave
technique, and confirmed that the bound on charge diffusion proposed in Chap. 3 holds.

Recap Box−Holographic bounds on quantum critical transport coefficients

Holographic conductivity ratio

σαα
σββ

= gββ
gαα

∣∣∣∣
r+

Viscosity-conductivity bound

ηyxyx = s

4π
gxx
gyy

∣∣∣∣∣
r+

= s

4π
σyy
σxx

Viscosity-conductivity bound with momentum dissipation

ηxyxy
s

= 1
4π

gyy
gxx

∣∣∣∣∣
r+

h2
0(r+) = 1

4π
σxx
σyy

h2
0(r+)

Charge diffusion constant

Dc,α = − L

∆χ

rθ−z

gαα(r)

∣∣∣∣∣
r+

Butterfly velocity
vB,α = v̄B√

gαα(r+)
, v̄2

B = − 2πTL
deff − θ

rθ−z+

Charge diffusion bound

Dρ,α = deff − θ
∆χ

~v2
B,α

2πkBT
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Deriving holography from the SYK
superconductor

81





6 Chapter 6

The Yukawa-SYK model

As we reviewed in Chap. 2, the SYK model is solvable when the number of flavors is large, and
exhibits a non-Fermi liquid behavior at low energies. At the same time, we look for an analogous
model accounting for superconductivity in non-quasi-particle states. The SYK model can been
extended in this direction in a variety of ways. Superconductivity in lattice fermionic SYK
models can be triggered by instantaneous interactions, leading to a large superconducting gap in
the incoherent regime [160], or by additional correlations among the interaction matrix-elements
between spinful fermions [161]. See also Ref. [162] for the case of Majorana-SYK dots. In the
(0+1) dimensional case, a negative Hubbard interaction [163] or an intra-dot coupling through
charge conserving two-body interactions is able to generate superconductivity.
In this chapter we review the model introduced originally in Ref. [21] and extended in Ref.

[22] based on pairing via boson exchange – see also Refs. [164, 165]. We are interested in
the analysis of the phase transition in the incoherent, quantum critical phase found in such a
model. Therefore, we focus low-T , normal state solution only. Details on the superconducting
state can be found in Refs. [21, 22]. We introduce the effective action and demonstrate that
the saddle point is governed by the Eliashberg equations of phonon-mediated superconductivity.
Such a formalism includes retardation that is crucial in critical systems [166–169] where pairing
is caused by magnetic [166, 167, 170] or Ising nematic [171, 172] quantum critical fluctuations,
color magnetic interaction in high-density quark matter [168, 173], or where it occurs in U(1)
and Z2 spin-liquid states [171].

In Sec. 6.2 we qualitatively discuss the phase diagram and in Sec. 6.3 we discuss the low-
temperature, quantum critical solution.

6.1 Phonon-fermion dot

Let us consider the following (0+1) dimensional Hamiltonian:

H = −µ
N∑

σ,i=1
c†iσciσ + 1

2

M∑
k=1

(
π2
k + ω2

0φ
2
k

)
+
∑
σ;ijk

(gij,k + g?ji,k)c
†
iσcjσφk. (6.1)
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6 The Yukawa-SYK model

Figure 6.1: Cartoon of the Yukawa SYK model Eq.(6.1). A large number of fermion and
boson flavors interact through a random SYK-like interaction.

This model describes the interaction between N fermion and M boson flavors. The former are
described by the operators ciσ and c†iσ that satisfy the fermionic algebra {ciσ, c†jσ′} = δijδσσ′

and {ciσ, cjσ} = 0 with spin index σ =↑, ↓. The latter are represented by scalar fields φk, with
conjugated momentum πk satisfying

[
φk, πk′

]
= iδkk′ . Here ω0 is the bare boson frequency, while

the flavor indexes run over the following intervals i, j = 1 · · ·N and k = 1 · · ·M . We will refer to
the above model as the Yukawa-SYK model.

At a purely technical level, we need a model able to generate composite objects involving
products as e.g. cσcσ′ in addition to the normal ones c†σcσ′ – see e.g. Eq. (2.44) of the introductory
chapters. This might lead to finite expectation values for the superconducting order parameter.
To this end, the choice of the coupling constants in Eq.(6.1) is crucial. They can be either
complex gijk = g′ijk + ig′′ijk or real. In the first case, gij,k = (gk)ij are sampled from the Gaussian
unitary ensemble (GUE) for a given k, while in the second they are chosen from the orthogonal
one (GOE). Details on the probability distribution function (PDF) are summarized in the table
below.
In both cases, the probability distribution has zero mean, and the second moment is expressed

in terms of ḡ with dimensions of (energy)3/2. The other natural energy scale in the problem
is the boson frequency ω0. Therefore, it is convenient to introduce a dimensionless coupling
constant g2 = ḡ2/ω3

0. As we will see below, for complex coupling constants no superconductivity
occurs, due to the complete breaking of time-reversal symmetry. On the other hand, when g ∈ R
anomalous terms can be generated.
As outlined in Sec. 2.3.2, the SYK model can be equivalently described in terms of a disorder

averaged effective action. In the case of Eq.(6.1) this is given by

Seff

N
= −Tr log

(
Ĝ−1

0 − Σ̂
)

+ M

2N Tr log
(
D−1

0 −Π
)

− 2
∫
d2τG(τ ′, τ)Σ(τ, τ ′)

+ M

2N

∫
d2τD(τ ′, τ)Π(τ, τ ′)

−
∫
d2τ

(
F (τ ′τ)Φ†(τ, τ ′) + F †(τ ′τ)Φ(τ, τ ′)

)
+ ḡ2M

N

∫
d2τ

(
G(τ, τ ′)G(τ ′, τ)− F †(τ, τ ′)F (τ ′, τ)

)
D(τ, τ ′). (6.2)
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6.1 Phonon-fermion dot

GOE GUE

g′ijkg
′
i′j′k′

ḡ2

2N2 δkk′
(
δii′δjj′ + δij′δji′

)
ḡ2

4N2 δkk′
(
δii′δjj′ + δij′δji′

)

g′′ijkg
′′
i′j′k′ 0 ḡ2

4N2 δkk′
(
δii′δjj′ − δij′δji′

)

Table 6.1: Probability distribution function of the SYK interaction coupling constant. The
first column represents real coupling constants, extracted from the Gaussian
orthogonal ensamble (GOE). The second describes the complex case, where the
ensamble is the Gaussian unitary (GUE) one [174].

A detailed derivation of such an expression can be found in Appendix C.1 . Ĝ−1(εn) = iεnσ̂0+µσ̂3
and D−1

0 (νn) = ν2
n + ω2

0 are the fermion and boson free propagators, whereas

G(τ, τ ′) = 1
N

∑
i

c†iσ′(τ
′)ciσ(τ), F (τ, τ ′) = 1

N

∑
i

ci↓(τ ′)ci↑(τ),

D(τ, τ ′) = 1
M

∑
k

φk(τ ′)φk(τ). (6.3)

are the bi-local fields of the disorder averaged theory. Moreover, we have made use of the Nambu

formalism for the self-energy degrees of freedom Σ̂(τ, τ ′) =
(

Σ(τ, τ ′) Φ(τ, τ ′)
Φ†(τ, τ ′) −Σ(τ ′, τ)

)
.

6.1.1 Saddle-point equations

The action Eq.(6.2) has an overall factor of N , which allows us to perform a saddle-point ap-
proximation when N is large – here we are assuming finite M/N .
Let us first focus on the variation with respect to the self energies. The relevant part of the
action can be organized as

SΣ̂
N

=− Tr
[
log

(
Ĝ−1

0 − Σ̂
)

+ Ĝ · Σ̂
]
. (6.4)

Varying w.r.t. Σ̂ gives the Dyson equation Ĝ(τ, τ ′) =
(
Ĝ−1

0 − Σ̂
)−1

τ,τ ′
, with

Ĝ(τ, τ ′) =
(
G(τ, τ ′) F (τ, τ ′)
F †(τ, τ ′) −G(τ ′, τ)

)
. (6.5)
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The other equations follow straightforwardly from Eq.(6.2) and are given by

D(τ, τ ′) =
(
D−1

0 −Π
)−1

τ,τ ′
,

Σ(τ, τ ′) = ḡ2M

N
G(τ, τ ′)D(τ ′, τ),

Φ(†)(τ, τ ′) = −ḡ2M

N
F (†)(τ, τ ′)D(τ ′, τ),

Π(τ, τ ′) = −2ḡ2
(
G(τ, τ ′)G(τ ′, τ)− F †(τ, τ ′)F (τ ′, τ)

)
.

(6.6a)

(6.6b)

(6.6c)

(6.6d)

On this large-N saddle point, it is reasonable to assume time translation invariance. As a
consequence, we can write the above system in Matsubara space, where the equations are fully
algebraic. We have

Ĝ−1(εn) = iεnσ̂0 + µσ̂3 − Σ̂(εn), (6.7a)
D−1(νn) = ν2

n + ω2
0 −Π(νn), (6.7b)

Σ(εn) = ḡ2M

N
T
∑
n′

G(εn′)D(εn − εn′), (6.7c)

Φ(†)(εn) = −ḡ2M

N
T
∑
n′

F (†)(εn′)D(εn − εn′), (6.7d)

Π (νn) = −2ḡ2T
∑
n′

(
G
(
εn′ + νn

)
G
(
εn′
)
− F

(
εn′ + νn

)
F †
(
εn′
))
, (6.7e)

where ωn and νn are the fermionic and bosonic Matsubara frequencies respectively.

6.2 Phase diagram

In this section we give an overview of the phases described by the Hamiltonian Eq.(6.1) and
depicted in the phase diagram Fig. 6.2. For details see Ref. [21]. The phase diagram of the
model is richer than the pure fermionic one. The additional coupling constant g, given by the
SYK interaction and the bare phonon mass, indeed allows us to distinguish between a weakly
coupled region g < 1 and a strongly coupled one g > 1.

6.2.1 Normal state solution at criticality and low temperature

At the lowest temperatures, the solution is very similar to the purely electronic SYK model:

G−1
n (εn) = iεn

(
1 + c1

∣∣∣g2

εn

∣∣∣2∆)
, (6.8a)

D−1
n (νn) = ν2

n + ω2
r + c3

∣∣∣νn
g2

∣∣∣4∆−1
. (6.8b)
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6.2 Phase diagram

Figure 6.2: Reproduction of the phase diagram in Ref. [21] Fig.1. At weak values of the
dimensionless coupling constant g = ḡ/ω

3/2
0 and low temperature the system

enters a quantum critical phase characterized by Landau damping of bosons. In
the strong coupling region and at higher temperature, quantum critical fermions
interact with almost quasi-classical bosons.

.

At low energies, these are power-law propagators and Landau damping dominates the bosons
giving singular behavior to Dn(νn). The exponent ∆ is the anomalous dimension and can be
tuned in the interval 1

4 < ∆ < 1
2 by acting either on the ratio M/N or on the charge of the

system – see Eq.(6.25) below. The parameters c1,2,3 are numerical coefficients of order unity
while ω2

r = c2(T/g2)4∆−1 is the renormalized phonon frequency [21]. The spectral function
A(ε) = − 1

π ImGn(ε) is sharply peaked around ε = 0. However, such a peak has a power law
structure, signaling a non-Fermi liquid behavior.

6.2.2 Normal state solution at criticality and high temperature

As depicted in the phase diagram Fig. 6.2, the quantum critical regime of the previous section
is valid only below an upper cutoff that depends on the dimensionless coupling g. Indeed, in the
temperature interval g−2 < T/ω0 < g2 the solution reads

Gn (εn) = −2isign (εn)√
ε2n + Ω2

0 + |εn|
, (6.9a)

Dn (νn) = 1
ν2
n + ω2

r

, (6.9b)

with a large fermionic energy scale Ω0 = 16
3πg

2 and small phonon energy ω2
r = (3π/8)2T/g2. In this

case, the fermionic spectral function is almost structureless [21], and the electrons are completely
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6 The Yukawa-SYK model

incoherent. The reason is that the natural boson frequency Ω0 gets so low that they look like
classical impurities. Even though this quantum critical phase is made up by almost classical
degrees of freedom, the system is still non-trivial because it actually becomes superconducting
[21].

6.2.3 Superconducting properties

To learn more about the superconducting state, we focus on the µ = 0 case and invert Eq.(6.7a).
We obtain

Ĝ(εn) = − 1
ε2nZ

2(εn) + |Φ(εn)|2

(
iεnZ(εn) Φ(εn)
Φ†(εn) iεnZ(εn)

)
, (6.10)

where we have introduced the quasi-particle weight Z defined via Σ(εn) = iεn(1−Z(εn)). Inserting
this expression into the self-energy equations Eq.(6.7), we end up with

iεn
(
1− Z (εn)

)
= −ḡ2M

N
T
∑
n′

D
(
εn − εn′

)
iεn′Z

(
εn′
)

ε2nZ
2(εn) + |Φ(εn)|2 , (6.11a)

Φ (εn) = ḡ2 N

M
T
∑
n′

D
(
εn − εn′

)
Φ
(
εn′
)

ε2nZ
2(εn) + |Φ(εn)|2 ,

Π (νn) = −2ḡ2T
∑
n′

(
G
(
εn′ + νn

)
G (εn)− F

(
εn′ + νn

)
F †
(
εn′
))
.

These are precisely the Eliashberg equations of phonon-mediated superconductivity [175–180].
The complete knowledge of the ordered state requires numerical solution of these coupled equa-
tions, extensively carried out in Ref. [21]. To get insights into the transition temperature, the
above equations can be linearized around Φ = 0. The anomalous self energy is indeed very small
close to the phase transition. The gap equation then becomes:

Φ (εn) = ḡ2 N

M
T
∑
n′

D
(
εn − εn′

)
ε2nZ

2(εn) Φ
(
εn′
)
. (6.12)

The problem of determining the critical temperature therefore translates to an eigenvalue equa-
tion in Matsubara sub-space ¯̄MΦ = Φ. Here Tc can then be numerically extracted by determining
the eigenvalue 1 fo the matrix ¯̄M . The result is schematically depicted in Fig. 6.2, where super-
conductivity takes place everywhere in the phase diagram, i.e. at any coupling g.
At weak couplings, the transition temperature decays quadratically Tc(g � 1) ≈ 0.16g2ω0. In
this regime, superconductivity sets in instead of the critical behavior, preventing the system
from being so critical. For strong couplings, the transition temperature saturates Tc(g →∞) ≈
0.11188ω0 [21]. The incoherent soup of completely ill-defined carriers is able to undergo a transi-
tion to the superconducting state. This is analogous to Anderson’s theorem for which impurities
do not destroy superconductivity in disordered systems and the leftover quantum fluctuations
can still trigger the phase transition [181].
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6.3 Quantum critical, normal state solution

Figure 6.3: Cartoon of the RG flow towards quantum critical phases of the Yukawa-
SYK model, sketched in terms of the fermionic Matsubara frequency ε. Both
fermions and bosons lose their quasi-particle identities and end up into a
quantum-soup phase. Here the energy scale Λ represents the crossover between
the free phase and the non-Fermi liquid one.

6.3 Quantum critical, normal state solution

In this section we provide a step-by-step solution to the T = 0 saddle point equations as it will
constitute the building block for the mapping to holography of Chap. 9.
At low energies, the action Eq.(6.2) has emergent U(1) and re-parametrization invariance as in
the conventional SYK case. As a consequence the normal state propagators and self-energies
transform according to the following law

Gn(τ, τ ′) = eiϕ(τ1)g′ (τ)
1−2∆

2 Gn(g (τ)− g(τ ′))g′(τ ′)
1−2∆

2 e−iϕ(τ2), (6.13)

where τ 7→ g(τ) expresses the time reparametrization and ϕ is a phase mode. This relation
can e.g. be used to generate the finite temperature solution starting from the T = 0 one. In
this section we review the derivation of the latter. We set F = Φ = 0 and take the T → 0
limit, where the spacing between the discrete Matsubara frequencies gets infinitesimal and we
are allowed to replace Masubara sums with integrals T ∑εn(...) 7→

∫ dε
2π (...).Moreover, we work at

finite chemical potential µ – details on the µ = 0 solution atM = N can be found in Appendix B
of Ref.[21]. Using the generalization of Luttinger’s theorem [182] to include the anomalies of the
power-law spectrum [164, 183, 184] yields the following parametrization of the electron density:

%n = 1
N

N∑
i=1
〈c†iσciσ〉 = 1

2 −
θ

π
−
(1

2 −∆g

) sin(2θ)
sin(2π∆g)

. (6.14)

Here ∆g is the anomalous exponent of the fermionic spectrum and θ is a measure of the deviation
from half filling. Both enter the single particle propagator as

Gn(τ) = bg
Θ + sign(τ)
|τ |2∆g

, (6.15)
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6 The Yukawa-SYK model

where bf is a numerical coefficient, ∆g the scaling dimension, and

Θ = tan θ
tan(π∆g)

= tanh(πqE). (6.16)

The spectral asymmetry parameter E can be related to the particle density Eq.(6.14) as reviewed
in Sec. 2.3.4. Furthermore, it holds that E(%n = 1/2) = 0. It is also related to the density
dependence of the zero-point entropy [185] 2πE = ∂%nS0. In addition, we make the following
power-law ansatz for the bosonic one:

Dn(τ) = bb
|τ |2∆b

, (6.17)

where again, bb is a numerical constant and ∆b the scale dimension. The fermion and boson self
energies follow from Eqs.(6.6b) (6.6d) and are given by

Σn(τ) = M

N
ḡ2bbbg

Θ + sign(τ)
|τ |2(∆b+∆g) , Πn(τ) = 2ḡ2b2g

1−Θ2

|τ |4∆g
. (6.18)

Our next goal is to reduce the number of free constants by using the saddle point equations.
This is easiest in Fourier space where the propagators assume the form

Gn (ε) = bgag(∆g)
[
tan θ + isign (ε)

]
|ε|−1+2∆g , (6.19)

Dn (ε) = bbab(∆b) |ε|−1+2∆b , (6.20)

with

ag(x) = 2 cos(πx)Γ(1− 2x) = 2
∫ ∞

0
dt

sin t
|t|2x

,

ab(x) = 2 sin(πx)Γ(1− 2x) = 2
∫ ∞

0
dt

cos t
|t|2x

, (6.21)

which are convergent for 0 < ∆f,b <
1
2 only. Moreover, the Fourier transforms of Eq.(6.18) are

UV divergent. Indeed, if ∆g >
1
4 , the zeroth mode

∫
dτΠn(τ) ∝ Λ4∆g−1 with upper cut-off Λ and

similarly for the fermionic self-energy. To avoid these infinities, we analyze the dynamical parts
δΣn (ε) = Σn (ε)−Σn (0), δΠn (ε) = Πn (ε)−Πn (0) which are non-divergent and contain universal
low-energy information – see Ref.[21] for details. Performing the Fourier transformation yields

δΣn (ε) = M

N
ḡ2bbbgag(∆g + ∆b)[isign(ε) + Θ tan(π(∆b + ∆g))]|ε|−1+2(∆g+∆b),

δΠn (ε) = 2ḡ2b2gab(2∆g)(1−Θ2)|ε|−1+4∆g . (6.22)

Let us manipulate the boson Dyson equation D−1
n (ε) = ε2 + ω2

0 −Πn(0)− δΠn(ε).We can neglect
the quadratic ε2 term against the singular frequency dependence of δΠn due to the Landau damp-
ing. Moreover, a power-law solution is possible only when ω2

0−Πn(0) = 0. Under these conditions,
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6.3 Quantum critical, normal state solution

we can consider the following version of Dyson equations: δΣn(ε)Gn(ε) = −1, δΠn(ε)Dn(ε) = −1.
Using our findings we obtain

M

N
ḡ2bbb

2
gag(∆g + ∆b)ag(∆g)[isign(ε) + Θtan(π(∆b + ∆g))]

×[isign(ε) + Θtan(π∆g)]|ε|−2+4∆g+2∆b = −1,
2ḡ2bbb

2
gab(2∆g)ab(∆b)(1−Θ2)|ν|−2+4∆g+2∆b = −1.

To simplify the above equations we focus on the class of solutions satisfying the constraint
tan(π(∆b+∆g)) = −tan(π∆g). This induces the following relation between the boson and fermion
anomalous dimensions ∆b = 1− 2∆g, and we will simply use ∆g = ∆. The two conditions then
become M

N ḡ
2bbbgag(1 −∆)ag(∆)(1 + tan2 θ) = 1 and 2ḡ2bbb

2
gab(2∆)ab(1 − 2∆)

(
1 − tan2 θ

tan2(π∆)

)
=

−1. From Eq.(6.21) it follows that ag(∆)ag(1 − ∆) = 2πcos(π∆)
(1−2∆)sin(π∆) , and ab(2∆)ab(1 − 2∆) =

− 2πsin(2π∆)
(1−4∆)cos(2π∆) . It then follows

ḡ2bbb
2
g = (1− 2∆)sin(π∆)

2πMN cos(π∆)(1 + tan2 θ)
= (1− 4∆)cos(2π∆)

4πsin(2π∆)
(

1− tan2 θ
tan2(π∆)

) , (6.23)

and
ḡ2bbab(1− 2∆)b2ga2

g(∆) = cosh2(πqE)
C∆

, (6.24)

with C∆ = −8cos(π∆) sin3(π∆)Γ2(2∆)Γ(1− 4∆)/π2.
The constants bb and bg depend on non-universal details of the SYK model and can only be
determined from the numerical solution of the full equations. However, the above combinations
are dimensionless and universal. Putting everything together we obtain

(1− 2∆)sin(π∆)
2πMN cos(π∆)(1 + tan2 θ)

= (1− 4∆)cos(2π∆)

4πsin(2π∆)
(

1− tan2 θ
tan2(π∆)

) . (6.25)

This is a relation between ∆ and θ that, together with the generalized Luttinger theorem
Eq.(6.14), allows us to determine the parameters ∆ and θ for given %n and M/N .
In conclusion, the normal state of the Hamiltonian (6.1) is a strongly coupled, quantum-critical
fluid composed of interacting and incoherent bosons and fermions, as depicted in Fig.6.3.
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6.4 Summary

In this chapter we have introduced the Yukawa-SYK model. Contrary to the model reviewed in
Sec. 2.3, the interaction occurs among two fermion and one boson flavors. In Sec. 6.1 we have
introduced the Hamiltonian and the disorder-averaged effective action. All the details of the
derivation can be found in appendix C.1. In Sec. 6.2 we have described the phase diagram of
the model, which exhibits a low temperature, quantum critical phase which will be fundamental
for the following chapters of this thesis. The details of its derivation are contained in Sec.
6.3. Importantly, this model is unstable towards superconductivity and constitutes a solvable
toy-model for quantum critical superconductivity.

Recap Box−The Yukawa-SYK model

Yukawa-SYK Hamiltonian

H = −µ
∑
σ,i

c†iσciσ + 1
2
∑
k

(
π2
k + ω2

0φ
2
k

)
+
∑
σ;ijk

(gij,k + g?ji,k)c
†
iσcjσφk

Effective action

Seff

N
= −Tr log

(
Ĝ−1

0 − Σ̂
)

+ M

2N Tr log
(
D−1

0 −Π
)

− 2
∫
d2τG(τ ′, τ)Σ(τ, τ ′) + M

2N

∫
d2τD(τ ′, τ)Π(τ, τ ′)

−
∫
d2τ

(
F (τ ′τ)Φ†(τ, τ ′) + F †(τ ′τ)Φ(τ, τ ′)

)
+ ḡ2M

N

∫
d2τ

(
G(τ, τ ′)G(τ ′, τ)− F †(τ, τ ′)F (τ ′, τ)

)
D(τ, τ ′)

Ĝ−1
0 (τ, τ ′) = −(∂τ − µ)δ(τ − τ ′) σ̂0

Σ̂(τ, τ ′) =
(

Σ(τ, τ ′) Φ(τ, τ ′)
Φ†(τ, τ ′) −Σ(τ ′, τ)

)
, Ĝ(τ, τ ′) =

(
G(τ, τ ′) F (τ, τ ′)
F †(τ, τ ′) −G(τ ′, τ)

)

Normal state, quantum critical solution

Gn (ε) = cg
(
tan θ + isign (ε)

)
|ε|2∆−1 , Dn (ε) = cb |ε|1−4∆
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7 Chapter 7

Electrodynamics of the Yukawa-SYK
model

The goal of this chapter is to investigate the superconducting and electrodynamic properties
of the Yukawa-SYK model Eq.(6.1). To do so, we need to embed the boson-fermion dot in an
environment with finite spatial extent. This can be done e.g. by coupling several dots through
either a SYK4 [71, 186, 187] or SYK2 [188, 189] interaction. In Ref. [190] it has been shown that
a band structure arises when the hopping matrix is not random. Moreover, superconductivity in
extended SYK systems has been investigated in e.g. Refs. [160, 161]. All of these cases lead to
non-Fermi liquid behavior.
This chapter is organized as follows. In Sec. 7.1 we follow Ref. [188] and choose a random
hopping matrix, with the simplifying assumption that the inter-dot couplings gij,k do not depend
on the site – see also [191]. This way, translation invariance is preserved. Finally, in Sec. 7.2 we
investigate electrodynamics of the condensed state, and derive both the superconducting stiffness
and the optical conductivity at low energies.

7.1 Higher dimensional embedding

In this section we embed the Yukawa-SYK dot Eq.(6.1) into a lattice – see Fig.7.1. We consider
the following higher-dimensional Hamiltonian

H = −µ
∑
σ,i,x

c†iσxciσx + 1
2
∑
k,x

(
π2
kx + ω2

0φ
2
kx

)
+

∑
σ;ijk,x

(gij,k + g?ji,k)c
†
iσxcjσxφkx

+
∑
〈x,x′〉
ijσ

tij,xx′c
†
jσx′ciσx. (7.1)

Here x, x′ label the sites of a d-dimensional lattice, and σ, σ′ =↑, ↓ are again spin indexes. The
indices ij, k are fermion and boson flavours, which in this chapter are assumed to be equal in
number, i.e. M = N . The operators ciσx, c†iσx and φkx are the associated operators satisfying
{ciσx, c†jσ′x′} = δijδσσ′δ

(d)(x− x′), {ciσx, cjσx} = 0, and
[
φkx, πk′x′

]
= iδkk′δ

(d)(x− x′).
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7 Electrodynamics of the Yukawa-SYK model

Figure 7.1: The finite dimensional embedding of the phonon-fermion SYK dot. The sites
of the lattice are coupled by a random hopping term Ht.

The embedding is realized through the hopping matrix tijxx′ = t′ijxx′+ it′′ijxx′ , which couples each
dot by creation and annihilation of a fermion flavour. We focus on real hopping couplings, i.e. we
extract them from the Gaussian orthogonal ensemble. To ensure hermiticity of the Hamiltonian
it must hold that tij,xx′ = tji,x′x. Specifically, we consider the following zero mean tijxx′ = 0
probability distribution function (PDF)

t′ijxx′t
′
i′j′yy′ = t20

2N
(
δii′δjj′δxyδx′y′ + δij′δji′δxy′δx′y

)
,

t′′ijxx′t
′′
i′j′yy′ = 0. (7.2)

The model is controlled by the following disorder averaged effective action

S

N
=−

∑
x

Tr log
(
Ĝ−1

0 − Σ̂x

)
+ 1

2
∑
x

Tr log
(
D−1

0 −Πx

)
− 2

∑
x

∫
dτdτ ′Gx(τ ′, τ)Σx(τ, τ ′) + 1

2
∑
x

∫
dτdτ ′Dx(τ ′, τ)Πx(τ, τ ′)

−
∑
x

∫
dτdτ ′

(
Fx(τ ′τ)Φ†x(τ, τ ′) + F †x(τ ′τ)Φx(τ, τ ′)

)
+ ḡ2∑

x

∫
dτdτ ′

(
Gx(τ, τ ′)Gx(τ ′, τ)− F †x(τ, τ ′)Fx(τ ′, τ)

)
Dx(τ, τ ′)

+ t20
2
∑
〈x,x′〉

∫
dτdτ ′

(
Gx(τ, τ ′)Gx′(τ ′, τ)− F †x(τ, τ ′)Fx′(τ ′, τ)

)
. (7.3)

Here the bi-local fields Eq.(6.3) have been promoted to lattice variables by including a site index
x. Details can be found in appendix C.3.
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7.1 Higher dimensional embedding

7.1.1 Saddle point equations

The saddle point equations of the action Eq.(7.3) are

Ĝx(τ, τ ′) =
(
Ĝ−1

0 − Σ̂x

)−1

τ,τ ′
, Dx(τ, τ ′) =

(
D−1

0 −Πx

)−1

τ,τ ′
,

Σx(τ, τ ′) = ḡ2Gx(τ, τ ′)Dx(τ ′, τ) + t20
2
∑
x′ nnx

Gx′(τ, τ ′),

Φx(τ, τ ′) = −ḡ2Fx(τ, τ ′)Dx(τ ′, τ)− t20
2
∑
x′ nnx

Fx′(τ, τ ′),

Πx(τ, τ ′) = −2ḡ2
(
Gx(τ, τ ′)Gx(τ ′, τ)− F †x(τ, τ ′)Fx(τ ′, τ)

)
, (7.4)

where in ∑x′ nnx(...) only those sites next neighbor to x are considered.
From now on we focus on translation invariant solutions both in time and space [188]. This
is consistent with the mean-field approach, where inhomogeneities are usually assumed to be
energetically disadvantageous. Physically, translation invariance is restored in the same way as
e.g. averages over impurities in crystals which lead to averaged quantities which are homogeneous
by definition. We have

Ĝ(τ) =
(
Ĝ−1

0 (τ)− Σ̂(τ)
)−1

,

D(τ) =
(
D−1

0 (τ)−Π(τ)
)−1

,

Σ(τ) = ḡ2G(τ)D(τ) + zt20
2 G(τ),

Φ(τ) = −ḡ2F (τ)D(τ)− zt20
2 F (τ),

Π(τ) = −2ḡ2
(
G(τ)G(−τ)− F †(τ)F (−τ)

)
,

(7.5a)

(7.5b)

(7.5c)

(7.5d)

(7.5e)

where z is the coordination number of the SYK dots lattice.
Let us discuss the ḡ → 0 limit to see if the above system of equations is consistent with our
expectations. It is easiest to work in frequency space. We have the following solutions:

1. φ(†), F (†) 6= 0, Σ(εn) = α2G(εn),

G(εn) = iεn − µ
α2 , (7.6)

2. φ(†), F (†) = 0, Σ(εn) = α2G(εn),

G(εn) = µ+ iεn
2α2

1±
√

1− 4α2

(µ+ iεn)2

 εn�µ≈ 1
iεn

, (7.7)
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Figure 7.2: Superconducting critical temperature as function of the SYK coupling g for
different values of the hopping parameter t0 for coordination number z = 1.
Left panel: in the small coupling regime Tc vanishes quadratically as a function
of g. Right panel: for larger couplings the critical temperature saturates at the
value T∞c ∼ 0.111897ω0 that marks the infinite-coupling limit. Finite values of
t0 have the effect of decreasing Tc. For large enough g the system crosses over
from the SYK-NFL fixed point to the impurity-like NFL one.

where we defined 2α2 = t20z. The first solution has a non-physical high frequency behavior, since
it would have to decay as 1/ε. Therefore, we simply discard this case. The second solutions have
the correct high-frequency behavior. Propagators have indeed to be causal. The Kramers-Kronig
relations between real and imaginary parts put a constraint on the large frequency behavior,
namely that the function itself must decay at least linearly in frequency at large frequency.
In Fig. 7.2 we show the superconducting critical temperature as function of the SYK coupling g
for different values of the hopping parameter t0. The numerical analysis follows from the strategy
outlined around Eq.(6.12). It has been carried out by Dr. Davide Valentinis and will be reported
upon elsewhere in more detail [192]. As in the case of the 0+1 dimensional model, Tc saturates
at strong coupling and vanishes quadratically when g → 0. At a given value of g, Tc decreases for
increasing t0, hence hopping acts against superconductivity. However, such a suppression does
not lead to any quantum critical point as Tc is finite for any values of g. In any case, this is still
a good model to describe pairing of incoherent fermions, since for low temperature and coupling
the system approaches a quantum critical, non-FL (SYK NFL) fixed point which is unstable
towards superconductivity.
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7.2 Electrodynamics of SYK

In this section we analyze electrodynamics of the extended SYK model. As we reviewed in
appendix D, the current response to an external vector potential is given by

δjα(q, ε) = Kαβ(q, ε)Aβ(q, ε), (7.8)

where δj is the current induced by an external field. Notice that this is different from the total
current which involves also external contributions. The electrodynamic kernel K encodes both
the longitudinal electric conductivity and the superconducting stiffness

σl(q, ε) = c
Kl(q, ε)
iε

, ρs = − c

4π lim
q→0
K′t(q, ε = 0), (7.9)

see appendix D for the derivation. Below we set c = 1.
In the following we derive K by analyzing the low energy charge fluctuations around the saddle
point of the action Eq.(7.3).

7.2.1 Charge fluctuations: the phase mode action

We follow the strategy outlined in Ref. [188] and derive the low energy effective theory for the
phase mode ϕ(x, τ) associated to charge fluctuations.
Let us consider the IR limit of the effective action Eq.(7.3). In the pure IR limit, the action is
invariant under the following U(1) transformations:

Ĝx
(
τ1, τ2

)
= eiϕx(τ1)σ̂zĜ (τ1 − τ2) e−iϕx(τ2)σ̂z , (7.10)

and similarly for the self-energy matrix Σ̂x. This parallels the single dot case Eq.(6.13) in the
SYK section 2.3.
These identities tell us that the generic solution on the left hand side can be generated from
the translations-invariant one by applying a U(1) transformation. Notice that we do not let the
boson fluctuate as it is not charged under this specific U(1).
This symmetry is spontaneously broken by the saddle point solution. Away from the IR, such a
symmetry is also broken explicitly, and our next goal is to derive the effective action of the associ-
ated pseudo-Nambu-Goldstone modes. We make an expansion to second order in ϕ. Importantly,
we neglect linear contributions as they vanish in the vicinity of a saddle point where:

S[X] = S[Xs.p.] +
�
�

��δS

δX

∣∣∣∣
s.p.
δX + δ2S

δX2

∣∣∣∣
s.p.
δX2 + ... (7.11)

The deviation from the saddle point δX can be due to different factors. In the case of Eq.(7.10)
they come from the fluctuating phase field. Other examples are the reparametrization symmetry
which generates energy fluctuations, or small external fields as we will see in Sec. 7.2.
All the terms in the effective action Eq.(7.3) are invariant under the U(1) transformations
Eq.(7.10) except for the trace-log term, and the last one involving the hopping physics. The
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first line is local-in-space and hence contributes to the time dynamics only, while the last plays
a role in the space dynamics. Specifically, we will be considering the following expression

S′ = −
∑
x

Tr log
(
Ĝ−1

0 − Σ̂x

)
+ t20

2
∑
〈x,x′〉

∫
d2τ

(
Gx(τ1, τ2)Gx′(τ1, τ2)− F †x(τ1, τ2)Fx′(τ2, τ1)

)
.

(7.12)

In Appendix C.4 we perform the fluctuation analysis around the saddle point of the above action
that leads to

S[ϕ]
N

= −T
∑
p,εn

ϕ(−p, εn)
(
ε2nΠ−(iεn) + ε(p)L(iεn)

)
ϕ(p,−εn), (7.13)

where εn are the Matsubara fermionic frequencies with ϕ(τ, x) = T
∑
p,εn ϕpεne

i(px−εnτ). Here
we have defined ΠG(τ) = G(τ)G(−τ), ΠF (τ) = F †(τ)F (−τ), and Π±(τ) = ΠG(τ) ± ΠF (τ).
Moreover, L(iεn) = t20

2 (ΠG(0) − ΠG(iεn) − ΠF (0) − ΠF (iεn)). In the above expression we have
defined ε(p) = 1

2
∑
x′near x(~p ·~a)2,which in the case of isotropic Bravais lattices with unit spacing,

is simply given by ε(p) = |p|2.

7.2.2 Computation of the kernel K

To compute the kernel K in Eq.(7.8) we induce a vector-potential dependence by using the
so-called Peierls substitution [193]

cxiσ(τ) 7→ cxiσ(τ)e−iθx(τ), θx(τ) = e

∫ x

x0
d~y · ~A(y, τ), (7.14a)

where x0 is some reference site. This is basically a gauge transformation which allows to switch-
on a small external vector potential. Notice that only the non-local-in-x part of Eq.(7.1) is
affected by the transformation Eq.(7.14). We have

Gx(τ2, τ1)Gx′(τ1, τ2) 7→ ei(θx(τ1)−θx′ (τ1))e−i(θx(τ2)−θx′ (τ2))Gx(τ2, τ1)Gx′(τ1, τ2), (7.15a)
F †x(τ2, τ1)Fx′(τ1, τ2) 7→ ei(θx(τ1)−θx′ (τ1))ei(θx(τ2)−θx′ (τ2))F †x(τ2, τ1)Fx′(τ1, τ2), (7.15b)

where we have kept the replica and spin indexes implicit. For simplicity we introduce θx(τ) −
θx′(τ) ≡ ∆θ(τ). With the replica-diagonal and spin-singlet ansatz we find

2
t20

Shop

N
=
∑
〈xx′〉

∫
d2τ

(
A+Gx(τ1, τ2)Gx′(τ2, τ1)−A− F †x(τ1, τ2)Fx′(τ2, τ1)

)
, (7.16)

with A± = ei(∆θ(τ2)∓∆θ(τ1)). Now we repeat the procedure of Sec. 7.2.1 to find the effective
action for the phase mode. The coefficients in (7.16) then map onto

A± 7→ e
±i
(

[a·~∇xϕ(τ1)−∆θ(τ1)]∓[a·~∇xϕ(τ2)−∆θ(τ2)]
)
. (7.17)

98



7.2 Electrodynamics of SYK

If the vector field in Eq.(7.14a) is slowly varying we can approximate ∆θ(τ) = e
∫ x
x′ dy ·A(y, τ) ∼

e a · A(x, τ). From this and Eq.(7.17) we realize that an small external vector field can be
introduced with the minimal substitution

ipαϕ(p, τ) 7→ ipαϕ(p, τ)− eAα(p, τ), (7.18)

where we switched to momentum space. The recipe is clear now: applying the above map to the
effective phase mode action Eq.(7.13) introduces a finite vector potential. Focusing on isotropic
Bravais lattices yields for which ε(p) = |p|2, we find

S[ϕ,A] = S[ϕ]−
∫
p
jα(p)Aα(−p) + 1

2

∫
p
Aα(p)mαβ(εn)Aβ(−p), (7.19)

with mass term mαβ(iεn) = −2Ne2L(iεn)δαβ and source term jα(p) = −iNe [L(iεn) +
L(−iεn)]ϕ(p)pα. Moreover we used the conventions p = (−εn,p),

∫
p(...) = T

∑
εn,p(...).

The partition function is defined as Z =
∫
Dϕe−S[ϕ]+jA− 1

2AmA. The total current therefore is

Jα(q) = δ logZ
δAα(−q) = 〈jα(q)〉A −mαβAα(q). (7.20)

The kernel in Eq.(7.8) (J = KA) then follows after a further differentiation with respect to the
gauge field

Kαβ(q, iεn) = δJα(q)
δAβ(q)

∣∣∣∣
A=0

= δ2 logZ
δAβ(q)δAα(−q)

∣∣∣∣
A=0

. (7.21)

We start with δ〈jα(q)〉A
δAβ(q) = 〈jα(−q)〉A〈jβ(q)〉A−〈jα(q)jβ(−q)〉A. The first terms evaluated at A = 0

is the one-point-function 〈j(p)〉 which is vanishing at zero field as we are working in the linear
response regime. The second term is

〈jα(q)jβ(−q)〉 = N2e2[L(iεn) + L(−iεn)]2qαqβ〈ϕ(−q)ϕ(q)〉. (7.22)

Putting all together, the kernel Eq.(7.21) is then given by

Kαβ(q, iεn)
2Ne2L(iεn) = δαβ + 2L(iεn)qαqβ

ε2nΠ−(iεn) + ε(q)L(iεn) , (7.23)

where we used the evenness property L(−iεn) = L(iεn). Splitting in longitudinal and transverse
components w.r.t. the momentum of the probe photon, we have

Kl(q, iεn) = 2Ne2L(iεn)
(

1 + 2L(iεn) q2

ε2nΠ−(iεn) + ε(q)L(iεn)

)
, Kt(q, iεn) = 2Ne2L(iεn). (7.24)
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7 Electrodynamics of the Yukawa-SYK model

7.2.3 Testing superconductivity: the superconducting phase stiffness

In the previous section we have derived the kernel K and now we are able to test superconduc-
tivity. Let us first rewrite the components Eq.(7.24) on the real axis by performing the analytic
continuation iεn 7→ ε. We have

Kl(q, ε) = 2Ne2L(ε)
(

1− 2NL(ε)
〈
ϕ(−q)ϕ(q)

〉
q2
)
, (7.25a)

Kt(q, ε) = 2e2NL(ε). (7.25b)

We have focused on isotropic Bravais lattices for which ε(q) = q2. Using Eq.(7.9), the supercon-
ducting stiffness is given by

ρs = −2Ne2

4π L′(0) = Ne2t20
2π

∫
dτF †(τ)F (−τ). (7.26)

A numerical solution of the saddle-point equations Eq.(7.5) is required in order to extrapolate
e.g. the temperature dependence of the superconducting stiffness.

7.2.4 Normal state: IR optical conductivity

In this section we compute the optical conductivity in the IR regime. It is defined as

σ(ε) = σ′l(q = 0, ε > 0) = K
′′
l (q = 0, ε > 0)

ε
= 2Ne2L

′′(ε)
ε

, (7.27)

where we have used Eq.(7.9). The analysis of Sec. 7.2.1 gave the function L on the imaginary
frequency axis. To derive σ(ε) we have to perform an analytic continuation to the real frequency
axis. For simplicity we work at T = 0, where the spacing between Matsubara frequencies gets
infinitesimal and sums become integrals. We therefore have

L(iε) = t20
2 (ΠG(0)−ΠG(iε)) = t20

2

∫ ∞
−∞

dτΠG(τ)
(
1− e−iετ

)
. (7.28)

Notice that, since ΠG(−τ) = ΠG(τ), L is an even function of ε. In the IR the Gn(τ) =
bg sign(τ)/|τ |2∆ and the above integral becomes

L(iε) = −b2g
t20
2

∫ ∞
−∞

dτ |τ |−4∆(1− e−iετ ). (7.29)

Using Γ(z) =
∫∞

0 |x|z−1e−xdx, the above integral converges to

L(iε) = t20
2 b

2
gcb(2∆)|ε|4∆−1, (7.30)

provided that 1/4 < ∆ < 3/4. Here cb(x) = 2 sin(πx)Γ(1−2x) and is negative in the convergence
interval – see also Eq.(6.21). Therefore, L(iε) is negative and the Gaussian theory of phase mode
is consequently well defined.
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7.2 Electrodynamics of SYK

To perform the analytic continuation we use the Kramers-Kronig transformation

L(iε) = −
∫ ∞
−∞

dε

π

L′′(ε)
iε− ε

=
∫ ∞
−∞

dε

π

ε+ iε

ε2 + ε2
L′′(ε). (7.31)

The only way to satisfy L(−iε) = L(iε), is that L′′(−ε) = −L′′(ε). This gives L(iε) =
2
π

∫∞
0 dε ε

ε2+ε2L
′′(ε). In general L(0) should vanish in the normal state. However, the above ex-

pression satisfies L(0) 6= 0. Therefore we subtract by hand the zero-frequency contribution and
consider

L(iε) = 2
π

∫ ∞
0

dε

(
ε

ε2 + ε2
− 1
ε

)
L′′(ε) = − 2

π

∫ ∞
0

dε
ε2

ε(ε2 + ε2)L
′′(ε). (7.32)

From this we can also anticipate the sign of L′′: since L(iε) is negative, L′′ must be posi-
tive. In order for this expression to be consistent with Eq.(7.30) it must hold that L′′(ε) =
t20
2 A sign(ε)|ε|4∆−1, with A = −2b2Γ(1 − 4∆) sin2(2π∆). The sign function ensures the oddness
of L′′ with respect of argument inversion. Here L′′ is positive only in the regime [1

4 ,
1
2 ]. Plugging

this into Eq.(7.27) we get
σir(ε) = Ne2t20Aε

4∆−2. (7.33)

If we do the same analysis at finite T , we expect for the resistivity ρ ∼ T 2−4∆. For the usual SYK
model with ∆ = 1/4 it follows that the resulting resistivity is linear ρ ∝ T while for the electron
phonon problem with ∆ ≈ 0.42037 it follows that the resistivity exponent is 2 − 4∆ = 0.3185.
Near the strong coupling fixed point we expect ∆→ 1/2 yielding a constant resistivity.
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7 Electrodynamics of the Yukawa-SYK model

7.3 Summary

In this chapter we have embedded the 0+1 dimensional model of Chap. 6 into a higher dimen-
sional lattice. The model Hamiltonian and the disorder averaged effective action can be found
in Sec. 7.1, whereas the details on derivations are contained in appendix C.3. In Sec. 7.2 we
have analyzed the response of this system to an external electromagnetic field. In particular
we have determined the analytic expression for the low-energy electric conductivity and for the
superconducting phase stiffness. In order to determine the behavior of such a thermodynamic
quantity, a numerical analysis of the saddle point equations has to be employed.

Recap Box− charge fluctuations

Effective action

S[ϕ]
N

= −
∑
p

∫
d2τ ϕp(τ1)

[
Π−(τ1 − τ2) + ε(p)L(τ1 − τ2)

]
ϕ−p(τ2)

L(τ) = t20

(
δ(τ)

∫ β

−β
dτ̄Π−(τ̄)−Π+(τ)

)
ΠG(τ) = G(τ)G(−τ)
ΠF (τ) = F †(τ)F (−τ)
Π±(τ) = ΠG(τ)±ΠF (τ)

Matsubara frequencies

ϕ(τ, x) = T
∑
p,εn

ϕpεne
i(px−εnτ), ϕpεn = 1

2

∫
dτeiεnτϕp(τ)

S[ϕ]
N

= T
∑
p,εn

D−1
p,εnϕ−p,εnϕp,−εn , D−1

p,εn = −ε2nΠ−εn − ε(p)Lεn

ε(p) = p2, for isotropic Bravais lattices

L(iεn) = t20
2 (ΠG(0)−ΠG(iεn)−ΠF (0)−ΠF (iεn))

≈ − t
2
0
2

(
2
∫
dτΠF (τ) + iεn

∫
dτΠ+(τ)

)
+O(ε2n)
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7.3 Summary

Recap Box− SYK Electrodynamics

Peierls substitution

cxiσ(τ) 7→ cxiσ(τ)e−iθx(τ), θx(τ) = e

∫ x

x0
dy ·A(y, τ),

∇xϕ(τ) 7→ ∇ϕx(τ)− eA(x, τ)

S[ϕ,A]
N

= S[ϕ]
N
−
∫
p
jα(p)Aα(−p) + 1

2

∫
p
Aα(p)mαβ(εn)Aβ(−p)

mαβ(iεn) = −2Ne2L(iεn)δαβ jα(p) = −2iNeL(iεn)ϕ(p)pα

The superconducting Kernel

Jα(p, ε) = Kαβ(p, ε)Aβ(p, ε),

σ(p, ε) = −iK(p, ε)
ε+ i0+

µ−1(p, 0) = 1− 4π
c

Kt(p, 0)
|p2|

λ−2 = 4π
c
ρs = − lim

p→0
K′t(p, ε = 0)

Kαβ(p, iεn)
2Ne2L(iεn) = δαβ −

2L(iεn)qαqβ
ε2nΛ(iεn)− ε(q)L(iεn)

Kl(p, iεn) = 2Ne2L(iεn)
(

1− 2L(iεn) p2

ε2nΛ(iεn)− ε(q)L(iεn)

)
Kt(p, iεn) = 2Ne2L(iεn)
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8 Chapter 8

The pairing response of the quantum
critical Yukawa-SYK model

In the previous chapters we have analyzed the SYK superconductor based on the Hamiltonian
Eq.(6.1). This is a good, solvable toy-model for critical superconductivity, that acquires a finite
stiffness against magnetic field penetration when coupled to a higher dimensional lattice – see
Eq.(7.26).
In this chapter we tackle further questions: what is such a superconductor most susceptible to,
how can we destroy it, and how does it behave when we do so. To this end, we employ the
probability distribution of Ref. [22] for the coupling constants gij,k = g′ijk + ig′′ijk:

g′ijkg
′
i′j′k′ =

(
1− α

2
) ḡ2

2N2 δkk′
(
δii′δjj′ + δij′δji′

)
,

g′′ijkg
′′
i′j′k′ = α

2
ḡ2

2N2 δkk′
(
δii′δjj′ − δij′δji′

)
. (8.1)

When α = 0, each configuration enjoys time reversal symmetry (TRS) and couplings are drawn
from the GOE, whereas α = 1 corresponds to the opposite scenario (GUE). See also table 6.1.
In the intermediate case 0 < α < 1, TRS is partially broken, and the parameter α serves as
a knob to interpolate between the two ensembles. As we will see, the superconducting critical
temperature Tc vanishes at some critical value of α, which corresponds to a quantum phase
transition. This allows us to interpret α as a pair breaking parameter.
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8 The pairing response of the quantum critical Yukawa-SYK model

Figure 8.1: Cartoon of the Yukawa SYK with pair-breaking sources represented by arrows.

8.1 Pairing source and effective theory

Seff

N
= −Tr log

(
Ĝ−1

0 − Σ̂
)

+ M

2N Tr log
(
D−1

0 −Π
)

− 2
∫
dτdτ ′G(τ ′, τ)Σ(τ, τ ′) + M

2N

∫
dτdτ ′D(τ ′, τ)Π(τ, τ ′)

−
∫
dτdτ ′

(
F (τ ′τ)Φ†(τ, τ ′) + F †(τ ′τ)Φ(τ, τ ′)

)
+ ḡ2M

N

∫
dτdτ ′

(
G(τ, τ ′)G(τ ′, τ)− (1− α)F †(τ, τ ′)F (τ ′, τ)

)
D(τ, τ ′)

−
∫
dτJ0(τ)

(
F (τ, τ) + F †(τ, τ)

)
. (8.2)

The saddle point equations are again of the form of Eliashberg equations (6.11) with the addition
of the source term J0 and pair-breaking parameter. In particular, the anomalous self-energy
equation Eq.(6.11b) is mapped into

Φ (εn) = (1− α) ḡ2 N

M
T
∑
n′

D
(
εn − εn′

)
Φ
(
εn′
)

(εn′Z
(
εn′
)
)2 + Φ

(
εn′
)2 + J0. (8.3)

The pairing response of the system is encoded in the susceptibility

χ(τ) = dO(τ)
dJ0

∣∣∣∣
J0=0

= T
∑
εn

d〈F (εn, τ)〉
dJ0

∣∣∣∣
J0=0

. (8.4)

In the second equality we have Matsubara-transformed with respect to the relative time τ − τ ′,
while keeping the dependence on the absolute one (τ + τ ′)/2 explicit. Note that we Fourier
transformed w.r.t. τ −τ ′ and then evaluated the correlation at τ = τ ′. The pairing susceptibility
can be measured by exploiting proximity effects in a Josephson junction between two different
superconductors – see e.g. Ref. [194]. In the following we focus on the static limit τ → 0 and
use the notation χ(τ = 0) = χ. Dynamical processes will be considered in the next two chapters.
Close to the phase transition, F is small, and is linearly related to the anomalous self-energy
through Eq.(6.10) F (εn) = Gn(εn)Gn(−εn)Φ(εn). Here we have used normal state results (Gn
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8.1 Pairing source and effective theory

etc.) for the fermion and boson propagators since we are assuming to approach the phase
transition from the normal side.
At low temperature, the susceptibility is therefore given by

χ =
∫
ε
Gn(ε)Gn(−ε)dΦ(ε)

dJ0

∣∣∣∣
J0=0

. (8.5)

In order to determine the vertex function dΦ(ε)/dJ0, we now focus on Eq.(8.3).

8.1.1 The linearized gap-equation

The linearized version of Eq.(8.3) reads

Φ (ε) = λpḡ
2
∫
ε′

Dn(ε− ε′)
(ε′Zn(ε′))2 Φ(ε′) + J0, (8.6)

with quasi-particle weight Σn(ε) = iε(1−Zn(ε)) and λp = (1−α)MN . Since we are working at low
temperature, we use the quantum critical expressions reviewed in Sec. 6.3, which we re-quote
here for completeness:

Gn (ε) = cg
(
tan θ + isign (ε)

)
|ε|−

1−γ
2 , Dn (ε) = cb |ε|−γ . (8.7)

Here we have parametrized the anomalous dimension through a new exponent γ = 4∆−1, which
can be tuned within the window 0 < γ < 1 either by driving the system away from neutrality
θ 6= 0 or by acting on the population of the fermionic and bosonic modes M/N according to
Eq.(6.25).
The gap equation Eq.(8.6) then becomes

Φ (ε) = pγ

∫
ε′

Φ(ε′)∣∣ε− ε′∣∣γ ∣∣ε′∣∣1−γ + J0. (8.8)

Even though the combination pγ = λpḡ
2c2
gcb involves UV parameters, this specific prod-

uct is universal and dimensionless. Using the results of Sec. 6.3, we indeed have pγ =
M
N (1 − α)cosh2(πqE)/Cγ , with Cγ = −Γ(−γ)Γ2((γ + 1)/2)(sin

(
πγ
)

+ 2 cos
(
πγ
2

)
)/π2 and E the

spectral asymmetry.
......Notice that Eq.(8.8) is the same gap equation that occurs in theories with pairing due to
critical gauge-field, nematic fluctuations, and massless gluons in high-density quark matter [168,
170, 172, 173, 195]. Thus, we argue our analysis goes beyond the specifics of the SYK model and
is directly relevant to a much broader class of physical systems.
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8 The pairing response of the quantum critical Yukawa-SYK model

Let us momentarily set J0 = 0. To solve such an equation we make a power-law ansatz of the
form Φ(ε) ∝ |ε|−b, with b a complex number. We get:

1 = pγ
2π

∫ ∞
−∞

dx
1

|1− x|γ |x|1+b−γ . (8.9)

As shown in Ref. [166], it must hold that b = −γ
2 ± ν with ν imaginary number, and the full

solution is a combination of two independent behaviors Φ(ε) ∼ |ε|−
γ
2±ν . The parameter ν can be

determined by the condition

1 = pγ
2πJγ(ν) = pγ

2π

∫ ∞
−∞

dx
1

|1− x|γ |x|1−
γ
2 +ν . (8.10)

Note that the integral can be performed explicitly, but its expression is unimportant for the
subsequent analysis. Clearly, the constraint Re(b) = γ/2 is no longer true if ν becomes real.
Consequently, at ν = 0 we no longer have a solution. This corresponds to the following critical
value of the pair breaking parameter αc = 1− N

M
2π

Jγ(0)ḡ2c2gcb
. In Ref. [22] it has been found that

αc ≈ 0.626531 for the charge neutral case and for M = N . As we will confirm shortly, the
transition temperature Tc is exponentially suppressed here, and αc (and ν = 0) therefore defines
a quantum critical point.

8.1.2 From the integral gap equation to a solvable differential problem

In the following we convert the Eliashberg gap equation (8.8) into a second order differential
equation. Although this approach is valid for small γ only, it will let us determine quite easily
the superconducting transition temperature. Moreover, after a suitable coordinate change, we
will also be able to make the first connection to holography.
We start by splitting the integrand in Eq.(8.8)∫ +∞

−∞

dε′

2π
Φ(ε′)

|ε− ε′|γ |ε′|1−γ
=
∫ +∞

0

dε′

2π

(
1

|ε− ε′|γ
+ 1
|ε+ ε′|γ

)
Φ(ε′)
ε′1−γ

, (8.11)

where we have assumed Φ(−ε) = Φ(ε). The power law behavior Eq.(8.7) holds within a certain
range of frequencies T < ε < Λ, with upper cutoff Λ. T sets the lower cutoff as it represents the
lowest energy scale.
Let us consider ε > 0 and split the integration into the regimes ε′ < ε and ε′ > ε which we
approximate as ε′ � ε and ε′ � ε respectively. Then it follows:

Φ(ε) ≈ 2pγ
εγ

∫ ε

T

dε′

2π
Φ(ε′)
ε′1−γ

+ 2pγ
∫ Λ

ε

dε′

2π
Φ(ε′)
ε′

+ J0. (8.12)

This approximation is exact when (1 − (ε/ε′)±)γ ≈ 1, i.e. when γ → 0. The problem can be
recast in terms of a differential equation

∂ε
(
ε1−γ∂εε

γΦ(ε)
)

= −γpγ
π

Φ(ε)
ε
. (8.13)
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8.1 Pairing source and effective theory

The boundary conditions come from Eq.(8.12) and are given by

∂ε(εγΦ(ε))ε=T = γT γ−1Φ(T ), (8.14a)
∂ε(εγΦ(ε))ε=Λ = γΛγ−1J0. (8.14b)

If we furthermore use the logarithmic variables x = log(Λ/ε) and xT = log(Λ/T ) and introduce
Φ(ε) ≡ ε−γf

(
log Λ

ε

)
, the above differential equation becomes a damped harmonic oscillator

f ′′(x) + γf ′(x) + γpγ
π
f(x) = 0,

f ′(0) = −γΛγJ0,

f ′(xT ) = −γf(xT ).

(8.15a)

(8.15b)
(8.15c)

8.1.3 Analysis without source field: the transition temperature

The question we tackle first is whether the system is able to develop an order parameter Φ 6= 0
spontaneously, i.e. when the external source is switched off (J0 = 0). This approach will yield
the superconducting critical temperature.
The generic solution to Eq.(8.13) is given by

Φ(ε) = A|ε|−
γ
2 +ν +A?|ε|−

γ
2−ν , (8.16)

which mirrors our previous result for the analysis of the integral equation. However, in this case
ν =

√
γ(γ4 −

pγ
π ), which indeed coincides with the small γ-expansion of the condition Eq.(8.10). If

pγ < πγ/4, ν is real (ν2 > 0) and the solution is a linear combination of power-law behaviors with
real exponents. Using the boundary conditions Eq.(8.14) yields a homogeneous linear system for
the coefficients A and A?, which is thus solved by A(?) = 0. Consequently, the gap function is
zero Φ = 0 and no superconductivity occurs. This is consistent with the analysis of the integral
equation where we also found that ν has to be imaginary in order to get a solution.
We now focus on pγ > γ/4 (ν2 < 0) and use logarithmic variables. We have

f(x) = f0e
− γx2 sin

(
|ν|x+ ϕ0

)
. (8.17)

The UV boundary condition Eq.(8.15b) without source reads f ′(0) = 0 and fixes the phase
tanϕ0 = 2|ν|/γ. The IR boundary condition Eq.(8.15c) gives tan

(
|ν|xT + ϕ0

)
= −2|ν|/γ= −

tan
(
ϕ0
)
. Combining these conditions we get

|ν|xT + 2 arctan 2|ν|
γ

= nπ. (8.18)

This relation expresses the quantization of the parameter |ν|, and reveals a tower of modes also
found in Refs. [196–201] and in holographic works Refs. [59, 60]. Each of such modes is excited
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8 The pairing response of the quantum critical Yukawa-SYK model

at a temperature scale given by

T (n)(ν) = Λexp

2 atan2|ν|
γ − nπ
|ν|

. (8.19)

When ν → 0 and n > 0, such temperature scale goes to 0, and ν = 0 defines a quantum critical
point. The mode with the smallest temperature corresponds to n = 1. Therefore, the critical
temperature is Tc = Tn=1(ν ≈ 0) and get

Tc = Λe
− π√

pγ/π−γ/4 . (8.20)

Such an exponential suppression of the critical temperature is typical for the BKT scaling [202–
204]. In the RG language, such a behavior is due to the collision of two fixed points (see e.g.
Ref. [205]), and has also been observed in holographic works e.g. Refs. [60, 206].
Finally, close to this critical point, the leading mode behaves as fn=1(x) ≈ f0(2|ν|/γ)e−

γx
2 (1 +

γx/2). The gap function is therefore given by Φn=1(ε) ∝ |ν||ε|−
γ
2 (1+ γ

2 log(Λ/|ε|)), which vanishes
as expected.

8.1.4 Analysis with source field

We now solve the system Eq.(8.15) with non-vanishing source. We start with pγ > πγ
4 , where the

solution is again given by Eq.(8.17) but with a different phase ϕ. Using the boundary conditions
we obtain

sin
(
ϕ− ϕ0

)
= 2ΛγJ0 cosϕ0

f0
, sin

(
|ν|xT + ϕ+ ϕ0

)
= 0, (8.21)

where ϕ0 is the phase of the source-less analysis. From the second relation we obvi-
ously have ϕ = −ϕ0 − |ν|xT + nπ. As a consequence we obtain the amplitude f0 =
−2ΛγJ0 cosϕ0/sin

(
2ϕ0 + |ν|xT − nπ

)
. Differently from the previous case, the amplitude is fixed.

Plugging this into the solution and switching to the original variables, we find

Φ(ε) = 2
(Λ
ε

) γ
2

cosϕ0
sin
(
|ν| log |ε|T + ϕ0

)
sin
(
|ν| log Λ

T + 2ϕ0
)J0. (8.22)

We conclude by considering the opposite case pγ < πγ
4 . Here the solution is a linear combination

of real exponentials f(x) = e−
γx
2 (f1e

−νx + f2e
νx). The amplitudes are fixed by the boundary

conditions as f2 = 2γ(γ−2ν)ΛγJ0
(γ−2ν)2−(γ+2ν)2(Λ/T )2ν , f1 =

(
Λ
T

)2ν
f2. Using the original variables and γ+2ν =√

γ2 − 4ν2eϑ0 with angle ϑ0 = arctanh(2ν/γ), we finally find

Φ(ε) =
(Λ
ε

) γ
2

coshϑ0
sinh

(
ν log ε

T + ϑ0
)

sinh
(
ν log Λ

T + 2ϑ0
)J0. (8.23)

This form can be also recovered from Eq.(8.22) after analytic continuation |ν| 7→ iν.
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8.2 The static susceptibility

8.2 The static susceptibility

Equations (8.22) and (8.23) determine the anomalous self-energy valid in the small γ limit.
However, such expressions hold also for general γ, if ν is chosen such that the integral relation
Eq.(8.10) is satisfied. We now have all the ingredients to determine the pairing susceptibility
Eq.(8.5).
Let us start with ν2 < 0. Using the fermionic propagator Eq.(8.7) and the solution Eq.(8.22),
we find

χ(ν, T ) = χc cosϕ0
sin
(
|ν| log Λ

T

)
sin
(
|ν| log Λ

T + 2ϕ0
) , (8.24)

where χc = 2c2
g,θΛγ/πγ and c2

g,θ = c2
g(1 + tan2 θ). There is a divergence for |ν| log Λ

Tc
= −2ϕ0 +

nπ which is precisely the condition on the critical temperature previously found in Eq.(8.18).
Approaching Tc at finite ν we indeed find the typical mean-field behavior that signals a second-
order phase transition

χ(ν, T → Tc) = −χc cosϕ0
sin
(
|ν| log Λ

T

)
|ν|

Tc
T − Tc

. (8.25)

If we instead keep the temperature finite but send ν → 0 we find

χ(ν → 0, T ) = γχc
4

log Λ
T

1 + γ
4 log Λ

T

. (8.26)

If we further take the low-T limit we find that

χ(ν → 0, T → 0) = χc. (8.27)

Therefore χc is the value of the static susceptibility at the BKT quantum critical point. Contrary
to the predictions of the Ginzburg-Landau paradigm, the susceptibility stays finite at the phase
transition. This is consistent with new types of quantum critical points introduced e.g. in
Refs. [60, 207–210]. The quantum phase transition is however signaled by the derivatives of the
susceptibility, which are the objects that actually encode quantum critical fluctuations. At low
T , differentiation with respect to the tuning parameter gives

∂ν2χ = −χc
2

νγ(1 + 2ν/γ)3 , (8.28)

which is indeed infinite at ν = 0. We can alternatively determine the thermal-derivative. At
ν = 0 and finite T we get

∂Tχ = −4γχc
1

T (γ log
(

Λ
T

)
+ 4)2

, (8.29)

which also diverges as T → 0.
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8 The pairing response of the quantum critical Yukawa-SYK model

Finally, we give the expression for the susceptibility at ν2 > 0. From Eq.(8.23) it follows that

χ = γ2χc
Λ2ν − T 2ν

(γ + 2ν)2Λ2ν − (γ − 2ν)2T 2ν

= χc cosϑ0
sinh

(
ν log Λ

T

)
sinh

(
ν log Λ

T + 2ϑ0
) , (8.30)

where again ϑ0 = arctanh(2ν/γ). The denominator vanishes at a temperature given by T ? =
Λexp

(
1
ν log

(
γ+2ν
γ−2ν

))
, which lies outside the regime of validity since it is much bigger than the

upper cutoff Λ. We conclude that there is no phase transition at low temperatures in the ν2 > 0
side.

8.2.1 Phase diagram

In this section we utilize our findings to construct the phase diagram of the model. It is useful
to consider a dimensionless susceptibility χ̄ = χ/χc. As we found above, if ν2 < 0 there exists a
critical temperature given in Eq.(8.20) that follows a BKT-type of scaling close to ν = 0, whose
full expression is

Tc
Λ = exp

(−π + 2 atan
(
2|ν|/γ

)
|ν|

)
. (8.31)

The green area in Fig. 8.2 represents the condensed phase. As shown in Eq.(8.25), close to Tc the
susceptibility follows a Curie-Weiss law χ̄−1

CW ∝ T − Tc. Here we estimate the regime of validity
of the Curie-Weiss formula using the criterion |χ̄−1

CW,2 − χ̄−1| < 10−1. Our result is marked red
in Fig. 8.2.
Next we consider the side where Tc = 0 i.e. ν2 > 0. As stated in the previous section, the right
object that capture the quantum critical behavior is not the susceptibility but its derivatives.
For example, the thermal derivative is given by

∂T χ̄ = − 4γν2

(γ2 − 4ν2)2
1

T sinh2
[
ν log Λ

T + 2arctanh
(

2ν
γ

)] , (8.32)

which can be exploited to estimate the crossover between the quantum-critical and the so-called
quantum disordered behavior. Close to ν = 0 ∂T χ̄ ∼ 1/T log2 T . Such a quantum critical
behavior persists as long as

ν log Λ
T

+ 2arctanh
(2ν
γ

)
� 1. (8.33)

For temperatures outside such a regime the system is no longer quantum-critical and crosses
over to a quantum-disordered regime. This happens when T ?

Λ ∼ exp
(
−π+2atanh(2ν/γ)

ν

)
. Here we

have added the factor π in order to parallel the scaling in Eq.(8.31). Close to the quantum
critical point ν → 0 this gives rise again to a BKT-type of scaling. The quantum-disordered to
quantum-critical crossover is represented by the dashed line in the phase diagram Fig. 8.2.
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8.2 The static susceptibility

Figure 8.2: Phase diagram of the Yukawa-SYK model spanned by temperature T and dis-
tance from the critical point ν. The parameter ν can be tuned by acting on the
pair-breaking parameter α. For ν2 < 0 the theory becomes superconducting as
temperature is lowered. The green area represents the symmetry-broken state.
In the red one, the pairing susceptibility diverges following a Curie-Weiss law
and the system is governed by classical fluctuations. The dashed line in the
superconducting phase denotes the same behavior. However, a quantitative
estimation would require knowledge of the ordered state. At ν = 0 the critical
temperature vanishes following a BKT scaling. The point ν = 0 is a quan-
tum critical point where the pairing susceptibility does not diverge contrary to
the MF paradigm. The milder transition is signaled by its derivatives, which
we have used to estimate the crossover from the quantum critical to quantum
disordered regime on the ν2 > 0 side. Figure re-adapted from Ref. [20].
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8 The pairing response of the quantum critical Yukawa-SYK model

8.3 Contact to holography

We conclude this chapter by highlighting two analogies between our findings and the holographic
methods outlined at the beginning of this thesis. Specifically, we show that the differential gap-
equation Eq.(8.13) coincides with those of a massive order parameter field in AdS2, and that the
static susceptibility of the SYK model takes the form of the matching expression discussed in
Chap. 2. These two facts hint at an intimate connection between the quantum critical physics
explained in these chapters and holographic superconductivity. The two methods should indeed
describe the same physics. These arguments will be the base of the next two chapters where we
will prove the equivalence of such theories.

8.3.1 Mapping to holography on the level of the equations

The differential Eliashberg equation Eq.(8.13) can be manipulated and re-expressed as

∂ε
(
ε1+γ∂εΦ(ε)

)
= −γ pγ

π

Φ(ε)
ε1−γ

, (8.34)

with boundary conditions ∂εΦ|ε=Λ = − γ
Λ(Φ(Λ)−J0), and ∂εΦ|ε=T = 0. Let us apply the following

map

ψ̃(ε) = cΦε
−yΦ(ε), z = cz

ε̄

(
ε̄

ε

)2y+γ
, (8.35)

where cΦ and cz are constants and ε̄ is a frequency scale that fixes the dimensions of the coordinate
change. We obtain the following equation:

−∂2
z ψ̃ −

ν2 − 1/4
z2 ψ̃ = 0, (8.36)

where ν2 = (pγ/π+y)γ+y2

(2y+γ)2 + 1
4 . The solution is given by

ψ̃(z) = Ãz
1
2−ν + B̃z

1
2 +ν . (8.37)

The integration constants are fixed by the boundary conditions, which become

−(2y + γ)z
y+γ
2y+γ
Λ ∂zψ̃(zΛ) + (y + γ)z

− y
2y+γ

Λ ψ̃(zΛ) = cΦγJ0

ε̄
(2y+γ−1)y

2y+γ cz
y

2y+γ

,
∂zψ̃(zT )
ψ̃(zT )

= y

2y + γ

1
zT
,

with zT = z(T ) and zΛ = z(Λ).
We have therefore identified a family of maps, parametrized by the exponent y, that leads to
a Schroedinger problem for zero modes. Notice that the potential in Eq.(8.36) scales as 1/z2,
a behavior typical of massive scalar fields in AdS2 background, already encountered in Eq.(2.6)
of Chap. 2. Eq.(8.36) holographically encodes the same physics of the Eliashberg gap-equation
(8.34).

114



8.4 Summary

8.3.2 Near-far matching expression of the susceptibility

The static susceptibility Eq.(8.30) can be cast into the following form

χ = χc
b+ + b−G(T )Λ−2ν

a+ + a−G(T )Λ−2ν , (8.38)

with G(T ) = 2ν−γ
2ν+γT

2ν , and b± = 1∓2ν/γ, a± = (1∓2ν/γ)(1±2ν/γ)2. This is precisely the form
of the susceptibility as it occurs from the matching of AdS4 to AdS2 – see Eq.(2.15) of Chap.2.
To make the contact to holography even stronger, we introduce the following quantities

b± = 1∓ 2ν/γ ≡ β ± β̃ν,
a± = 1± 2ν/γ ≡ α± α̃ν, (8.39)

2νU = 1
βα̃− β̃α

.

By construction we have β = 1, β̃ = −2/γ, α = 1, α̃ = 2/γ, and 2νU = γ/4.
With these notations Eq.(8.28) becomes ∂ν2χ = −χc

1
4νUαβ

1
ν , which coincides exactly with

Eqs.(7.7-7.8) of Ref. [60]. See also Ref. [169] for a broad study of the pairing response in
different regimes.

8.4 Summary

In this chapter we have considered an extension of the Yukawa-SYK model of Chap. 6 which
takes into account pair breaking effects. To test the pairing response of this model, in Sec.
8.1 we have considered and external pairing source and commented on the disorder-averaged
effective action. This allowed us to compute the static pairing susceptibility analytically from
the linearized gap-equation, and to extract the critical temperature for the superconducting
phase transition. Remarkably, Tc is exponentially suppressed close to a critical value of the pair
breaking parameter, which defines a quantum critical point of the BKT variety. In Sec. 8.2.1
we have constructed the phase diagram of the model which, in addition to the above mentioned
superconducting phase transition, is characterized by a quantum-critical to quantum-disordered
crossover. Finally, in Sec. 8.3 we have commented on the similarities that this analysis shares
with holography. In particular, we have shown that (i) the linearized gap-equation can be
mapped onto the equation of motion for a holographic order parameter field in AdS2 space, and
(ii) the static pairing susceptibility of SYK assumes the matching form typical of holography
as reviewed in Chap. 2. The findings of this section are indications that quantum critical
Eliashberg theory and holography might be equivalent in the description of superconducting
order parameter condensation and the response to an external pairing field. In the next chapter
we show the equivalence of these two theories on the level of the action.
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8 The pairing response of the quantum critical Yukawa-SYK model

Recap Box−Pairing response of the Yukawa-SYK model

Couplings probability distribution function with pair-breaking

g′ijkg
′
i′j′k′ =

(
1− α

2

)
ḡ2

2N2 δkk′
(
δii′δjj′ + δij′δji′

)
g′′ijkg

′′
i′j′k′ = α

2
ḡ2

2N2 δkk′
(
δii′δjj′ − δij′δji′

)
Effective action

Seff

N
= −Tr log

(
Ĝ−1

0 − Σ̂
)

+ M

2N Tr log
(
D−1

0 −Π
)

− 2
∫
dτdτ ′G(τ ′, τ)Σ(τ, τ ′) + M

2N

∫
dτdτ ′D(τ ′, τ)Π(τ, τ ′)

−
∫
dτdτ ′

(
F (τ ′τ)Φ†(τ, τ ′) + F †(τ ′τ)Φ(τ, τ ′)

)
+ ḡ2 M

2N

∫
dτdτ ′

(
G(τ, τ ′)G(τ ′, τ)− (1− α)F †(τ, τ ′)F (τ ′, τ)

)
D(τ, τ ′)

−
∫
dτJ0(τ)

(
F (τ, τ) + F †(τ, τ)

)
Static pairing susceptibility

χ = γ2χc
Λ2ν − T 2ν

(γ + 2ν)2Λ2ν − (γ − 2ν)2T 2ν

χc = 2c2
g(1 + tan2 θ)Λγ/πγ

Critical temperature
Tc
Λ = exp

(−π + 2atan(2|ν|/γ)
|ν|

)
(8.40)
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9 Chapter 9

Gravitational dual of the
superconducting state

In this chapter we analyze superconducting fluctuations of the Yukawa-SYK model in the low-
energy, quantum critical regime. Starting from the effective action Eq.(8.2), we focus on the
superconducting degrees of freedom and perform an expansion with respect to bi-local pairing
fields F and Φ to quadratic order. The subsequent analysis is based on Ref. [20].

9.1 From SYK to holography

From the action Eq.(8.2) we have

Ssc
N

= −Tr log
(
Ĝ−1

0 − Σ̂
)
− ḡ2λp

2

∫
dτ2 F †(τ, τ ′)F (τ ′, τ)D(τ, τ ′)

−
∫
dτ2

(
F (τ ′τ)Φ†(τ, τ ′) + F †(τ ′τ)Φ(τ, τ ′)

)
. (9.1)

Let us focus on the the trace-log term. To set up the expansion, we separate the superconducting
degrees of freedom from the normal ones by introducing the following quantities

Ĝ−1 ≡ Ĝ−1
0 −

Σn 0
0 Σ̃n

 ≡
G−1

n 0
0 G̃n

 , (9.2)

Ŝ ≡
(

0 Φ
Φ† 0

)
=
(

0 Φ(τ, τ ′)
Φ?(τ ′, τ) 0

)
, (9.3)

where the normal state propagator depends on times difference, i.e. Gn(τ, τ ′) = Gn(τ − τ ′), and
G̃n(τ1, τ2) = −Gn(τ2, τ1). Close to the superconducting phase transition, Φ is small and we can
perform an expansion. This gives

Tr log
(
Ĝ−1

0 − Σ̂
)
≈ TrĜ−1 − Tr ĜŜ − 1

2Tr ĜŜĜŜ. (9.4)
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9 Gravitational dual of the superconducting state

It is easy to show that the linear term yields no contribution, i.e. Tr ĜŜ = 0. The quadratic
term is instead given by TrĜŜĜŜ=2G̃n ⊗Φ† ⊗Gn ⊗Φ, where we used the cyclic property of the
trace. The action up to second order in Φ is then given by:

S(sc) ≈ G̃n ⊗ Φ† ⊗Gn ⊗ Φ− ḡ2λp
2 (F †F )⊗Dn − F † ⊗ Φ− F ⊗ Φ†, (9.5)

where we have used the following notation for the trace in time sub-space: M ⊗ N =∫
d2τM(τ, τ ′)N(τ ′, τ). Since the above action is quadratic in Φ, we can perform Gaussian in-

tegration. To this end, it is easiest to move to frequencies space via Fourier transformation.
However, the composite field Φ depends on two time variables τ and τ ′, out of which we can
construct the physical absolute and relative times τ+τ ′

2 and τ − τ ′ respectively. The former de-
scribes the evolution of the entire system, the latter is connected to the internal dynamics. The
resulting action reads

S(sc)

N
=
∫
ω,ε

F ?
(
ω, ε

)
F
(
ω, ε

)
Π(ω, ε) − ḡ2λp

2

∫
ω,εε′

F ?
(
ω, ε

)
Dn(ε− ε′)F (ω, ε′). (9.6)

See appendix E for details on the derivation. In the above expression we have defined the
following fermion-fermion bubble

Π(ω, ε) = Gn
(ω

2 − ε
)
Gn
(ω

2 + ε
)
. (9.7)

To make contact with the previous chapters we consider the ω = 0 saddle point-equation, F (ε) =
Π(ε) ḡ

2λp
2
∫
ε′ F (ε′)Dn(ε−ε′). Re-introducing the anomalous self energy F (ε) = Π(ε)Φ(ε) we obtain

precisely the sourceless linearized Eliashberg gap-equation (8.6).

Our next goal is to manipulate the above action and to derive those of a holographic scalar field.
With Eq.(8.35) we have mapped the Eliashberg gap-equation to the equation for a scalar field in
AdS2. The key idea is to consider the analogue of Eq.(8.35) with y = (1− γ)/2 for the field F :

ψ̃(ω, z) = cF z
γ−1

2 F (ω, czz−1), (9.8)

where cz and cF are two constants that will be essential to correctly perform the matching to
holography and are specified in Eq.(E.28) of appendix E. The derivation is rather technical and
the interested reader can find all the details in appendix E.2. The main outcome relies in the
following expression

S(sc)

N
=
∫
z,t

(
|∂zψ̃|2 − |∂tψ̃|2 + m2

z2 |ψ̃|
2
)
. (9.9)

This is the action of a free massive scalar field in Lorentian de-Sitter space in 2 dimensions (dS2)
with metric ds2

dS2
= dt2−dz2

z2 , and mass m2 = 1
bγ

(
2πCγ
λp
− aγ

)
− 1

4 . The parameters aγ and bγ

are given in Eq.(E.22) of appendix E.2 and Cγ follows from the fact that we had to employ the
quantum critical SYK form for the normal state propagators Eq.(6.20) to derive the above result.

118



9.1 From SYK to holography

Figure 9.1: The emergence of the dual holographic theory from the SYK super-
conductor. Below the UV scale Λ, a strongly coupled quantum-critical fluid
forms out of interacting fermions and bosons. Below this scale the fluctuating
order parameter becomes a scalar field with emergent AdS2 gravity and forms
an atmosphere around a black hole event horizon. The frequency ω of the rel-
ative time τ1 − τ2 and the absolute time t = (τ1 + τ2)/2 of SYK pairing fields
F
(
τ1, τ2

)
= 1

N

∑N
i=1 ci↑ (τ1) ci↓ (τ2) determine the set of geodesic half circles

that span the anti-de-Sitter space (τ, ζ) on the gravity side. Figure and caption
adapted from Ref. [20].

Let us momentarily ignore the temporal part. As reviewed in the first chapters of this thesis Sec.
1.2.1, the instability holographycally sets in at m2 = m2

BF = −1/4. This means

1 = λp
2πCγ

aγ = λp
2πCγ

rξ=0, (9.10)

where we made use of the integral rξ Eq.(E.19). This correctly reproduces the condition that
comes from Eq.(8.10) after setting ν = 0.
In order to flip the minus sign in front of the time-derivative term of Eq.(9.9) and consequently
obtain an action in anti-de-Sitter background, the map Eq.(9.8) needs to be further generalized.
To this end, we introduce a circular Radon transformation as a map of functions from Euclidean
AdS2 to Lorentzian dS2:

ψ̃(y) =
∫
γ
dsψ(x(s)). (9.11)

Here ψ̃ corresponds to an integration over a geodesic γ(y) in AdS2, parametrized by coordinates
y = (t, z) of dS2, whereas x = (τ, ζ) denotes those in AdS2. The key property of Eq.(9.11) is the
sign-flipping in the Laplace operator

2dS2ψ̃ = −2̃AdS2ψ, (9.12)
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9 Gravitational dual of the superconducting state

where 2dS2 = z2(∂2
t − ∂2

z ) and 2AdS2 = ζ2(∂2
τ + ∂2

ζ ). As carefully reviewed in appendix F, this
also flips the sign of the time-gradient yielding

S(sc)

N
=
∫
ζ,τ

(
|∂ζψ|2 + |∂τψ|2 + m2

ζ2 |ψ̃|
2
)
. (9.13)

This is the action of a massive scalar field in AdS2 background. As we have seen above, the
condition for superconducting instability of Eliashberg theory correctly maps into the holographic
one m2 = m2

BF. See Fig.9.1 for a sketch of the mapping to holography of the SYK-Eliashberg
theory. In the following we extend such a mapping to finite temperature and chemical potential.

9.2 Beyond µ = T = 0

So far, we carried out the analysis in the strict µ = T = 0 limit. In this section we generalize
our mapping to encode finite temperature and chemical potential. The main result will be the
extension of Eq.(9.13) to the action of a holographic order parameter field in charged black hole
background.

9.2.1 Holographic map at finite temperature

We start by working at µ = 0. Below we follow the procedure sketched in Fig.9.2.
Let us consider the finite temperature analogue of the superconducting action Eq.(9.5)

S(sc)

N
= Φ† ⊗T GTn ⊗T Φ⊗T GTn −

ḡ2λp
2 (F †F )⊗T DT

n − F † ⊗T Φ− F ⊗T Φ†, (9.14)

where GTn and DT
n are the finite-temperature propagators of the normal state. These can be

obtained from the zero-temperature ones by using the invariance at low energies of the saddle-
point equations under time reparametrization τ → τ̄ = g (τ). Specifically:

GTn (τ, τ ′) = g′ (τ)
1+γ

4 Gn(g (τ)− g(τ ′))g′(τ ′)
1+γ

4 , (9.15a)

DT
n (τ, τ ′) = g′ (τ)

1−γ
2 Dn(g (τ)− g(τ ′))g′(τ ′)

1−γ
2 , (9.15b)

where g (τ) = β
π tan(πτ/β). See Sec. 2.3 for details.

The imaginary time is now limited by temperature as −β
2 < τ < β

2 , with β = 1/T . Con-
sequently, we generalize our previous convention on imaginary time trace with M ⊗T N =∫−β/2
β/2 d2τM(τ, τ ′)N(τ ′, τ). Let us analyze the following term

(F †F )⊗T DT
n =

∫ β
2

−β2
d2τF ?(τ ′, τ)F (τ, τ)DT

n (τ, τ ′) = (F̄ †F̄ )⊗Dn, (9.16)
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9.2 Beyond µ = T = 0

Figure 9.2: Diagram of the procedure to extend the holographic map to finite temperatures.
We first relate the finite-temperature SYK propagators to the T = 0 ones by
using the low-energy reparametrization invariance. We then utilize our known
result to map the SYK action into the holographic one. We finally switch on
temperature in the AdS2 background by appropriate coordinate change.

where we have introduced F̄ (τ̄ , τ̄ ′) = (1 + (πT )2τ̄2)−
1+γ

4 F (g−1(τ̄), g−1(τ̄ ′))(1 + (πT )2τ̄ ′2)−
1+γ

4 . It
similarly follows that

F † ⊗T Φ = F̄ † ⊗ Φ̄,
Φ† ⊗T GTn ⊗T Φ⊗T GTn = Φ̄† ⊗Gn ⊗ Φ̄⊗Gn, (9.17)

with Φ̄(τ̄ , τ̄ ′) = (1 + (πT )2τ̄2)
1+γ

4 Φ(g−1(τ̄), g−1(τ̄ ′))(1 + (πT )2τ̄ ′2)
1+γ

4 . The resulting action is
then identical to the T = 0 one provided that we replace the superconducting degrees of freedom
appropriately, i.e. F 7→ F̄ etc. We now apply the findings of the previous sections and introduce
the gravity field according to Eq.(9.8) but this time in terms of the function F̄ instead of F and
with transformed variables τ̄ , τ̄ ′ instead of τ, τ ′:

ψ̃(t̄, z̄) = cF |z̄|
1−γ

2

∫ ∞
−∞

dsF̄ (t+, t−)eiczs/z̄. (9.18)

Here t± = t̄± s
2 . If we now apply the Radon transformation Eq.(9.11) to ψ̃(t̄, z̄), we get an action

for a massive scalar ψ(τ̄ , ζ̄) in T = 0 AdS2 background. We finally turn temperature on again to
obtain a gravity action in AdS2-black hole background described by the following metric

ds2 = 1
ζ2

(
f2(ζ)dτ2 + dζ2

f2(ζ)

)
, (9.19)

with blackening function f2(ζ) = 1− ζ2/ζ2
T . Here ζ−1

T = 2πT is the location of the even horizon
that sets the temperature as outlined in Sec. 1.1.2. This scenario can be achieved through the
following coordinate change (ζ̄, τ̄) 7→ (ζ, τ)

τ̄ = 2ζT

√
f2(ζ) sin

(
τ/ζT

)
1 +

√
f2(ζ) cos

(
τ/ζT

) , ζ̄ = 2ζ
1 +

√
f2(ζ) cos

(
τ/ζT

) , (9.20)
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9 Gravitational dual of the superconducting state

where now 0 < τ < 1/T – see Refs. [55, 185] for details. This expression agrees at the boundary
with the original imaginary variables of the SYK model [55]. The action of the SYK supercon-
ductor then becomes

S(sc)

N
=
∫ ζT

0
dζ

∫ β/2

−β/2
dτ

(
|∂τψ|2

f2(ζ) + f2(ζ)|∂ζψ|2 + m2

ζ2 |ψ|
2
)
, (9.21)

which is precisely the holographic superconductor action at finite temperature.

9.2.2 Holographic map at finite chemical potential

In addition to the invariance under time re-parametrizations, the saddle point enjoys a U(1)
emergent symmetry in the infrared. In particular, the fermionic propagator at finite chemical
potential can be obtained from Eq.(9.15) via

GT,µn (τ, τ ′) = h(τ ′)
h(τ) G

T
n (τ, τ ′), (9.22)

where GTn corresponds to the case at particle-hole symmetry. See Sec. 2.3 for details. Here h is
an arbitrary function representing U(1) transformations. Here we focus on

h(τ) = e−2πqETτ , (9.23)

where q is the fermionic charge, and E is the spectral asymmetry – see Refs. [55, 71, 185] and
Sec. 2.3. Notice that h(τ) becomes a genuine U(1) transformation once we return to real times
τ = −it. Normal-state propagators depend on time difference. Therefore, setting τ ′ = 0 gives

GT,µn (τ) = e2πqETτGTn (τ). (9.24)

As function of the Matsubara frequencies, this implies

GT,µn (ωn) =
∫ β

0
dτGT,µn (τ)eiωnτ = GTn (ωn − i2πqET ). (9.25)

As a consequence, the T, µ 6= 0 analogue of the particle-particle bubble Eq.(9.7) reads
ΠT,µ(ωm, εn) = ΠT (ωm − i4πqET, εn). On the real axis this corresponds to

ΠT,µ
R (ω, ε) = ΠT (ω + 4πqET, ε), (9.26)

where we have performed the analytic continuations iωm 7→ ω+ i0+ and iεn 7→ ε+ i0+. We thus
have learned that, in order to switch-on a finite chemical potential, it is sufficient to shift the
absolute frequency by

ω 7→ ω + 4πqET. (9.27)
This finding parallels the holographic results of Ref. [47]. Consider a scalar particle with charge
q? in AdS2 with a gauge-field

At = E

ζ

(
1− ζ

ζT

)
. (9.28)
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9.3 Summary

Within the gauge Aζ = 0, this corresponds to a boundary electric field E. See also Sec. 2.1 for
details. In addition, from Eq.(2.11), it follows that the particle-propagator can be obtained from
the neutral one by shifting the frequency via

ω → ω + 2πq∗ET. (9.29)

Comparing this with Eq.(9.27), we can conclude that the boundary electric field E is determined
by the spectral asymmetry E of the SYK model with effective charge q? = 2q of the Cooper pair.

9.3 Summary

In this chapter we have manipulated the SYK action introduced in Chap. 8, and developed an
effective theory around the BKT quantum critical point. We have demonstrated that it is given
by the action of a holographic superconductor in AdS2. There is a one-to-one correspondence
between the parameters of the microscopic theory and those of gravity. In Sec. 9.2 we have
extended such a map to finite temperature and density. Superconducting degrees of freedom of
the SYK model behave like a charge 2q matter field with mass m on the AdS2 background. The
finite temperature theory is equivalent to a change of coordinates that corresponds to a black
hole with event horizon given by the Hawking temperature. Deviations of the density from half
filling give rise to a boundary electric field E . The competition between suppressed pairing due to
the absence of quasi-particles and the enhanced, singular pairing interaction is merely a balance
of two contributions to the mass m.
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9 Gravitational dual of the superconducting state

Recap Box−Holographic mapping

Superconducting action

S(sc)

N
=
∫
ω,ε

F ?
(
ω, ε

)
F
(
ω, ε

)
Π(ω, ε) − ḡ2λp

2

∫
ω,εε′

F ?
(
ω, ε

)
Dn(ε− ε′)F (ω, ε′)

Fermion-fermion bubble

Π(ω, ε) = Gn
(ω

2 − ε
)
Gn
(ω

2 + ε
)

Eliashberg-to-holography map

ψ̃(ω, z) = cF z
γ−1

2 F (ω, czz−1)

Mass squared relation

m2 = 1
bγ

(
2πCγ
λp
− aγ

)
− 1

4

Radon-transform

ψ̃(z, t) = 2z
∫ t+z

t−z
dτ

∫ ∞
0

dz

ζ
δ
(
z2 − (τ − t)2 − ζ2

)
ψ(ζ, τ)

New Entries of the Holographic Dictionary

Field-theory side Gravity side

Frequency ε of time lag τ1 − τ2 Holographic dimension ζ
Absolute time (τ1 + τ2)/2 Time (Euclidean) τ
Anomalous propagator F Order parameter field ψ
Fermion bubble Πn(ω, ε) ∂τψ, mass contrib. m2

(1) > 0
Pairing interaction Dn(ε) ∂ζψ, mass contrib. m2

(2) < 0
Cooper pair charge 2q condensate charge q?
Spectral asymmetry E AdS2 electric field E
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10 Chapter 10

Dynamical pairing susceptibility

Note however the different normalization needed to match the static limit ω → 0, i.e. G(T, ω →
0) = G(T ).
Explicitly, the susceptibility Eq.(??) is given by

χ(ω, T ) = γ2 χc

1
(γ+2ν)2

(
T
Λ

)−ν
F−ν,q?(T/ω)− 1

(γ−2ν)2

(
T
Λ

)ν
Fν,q?(T/ω)(

T
Λ

)−ν
F−ν,q?(T/ω) +

(
T
Λ

)ν
Fν,q?(T/ω)

,

where we have introduced the auxiliary function Fν,q?(T/ω) = (γ − 2ν)2Γ(1
2 − ν + iq?)Γ(1

2 + ν +
iq? − iω

2πT ). For small ν it holds that
Fν,q?(T/ω)

γ2Γ
(
iq? + 1

2

)
Γ
(
iq? + 1

2 −
iω

2πT

) ≈ e(θ(ω/T )−4/γ)ν +O(ν2), (10.1)

with θ(ω/T ) = ψ(0)
(
iq? + 1

2 −
iω

2πT

)
−ψ(0)

(
iq? + 1

2

)
and ψ(0) is the digamma function. With this

expression at hand we can re-write the susceptibility as

χ(ω, T ) = χc

sinh
[
ν log

(
T
Λe

θ(ω/T )
)]

sinh
[
νlog

(
T
Λe

θ(ω/T )− 4
γ

)] . (10.2)

The above expression is plotted in Fig.10.1 as function of the distance from the critical point ν
and of frequency ω. Qualitatively, we notice an almost flat behavior close to ν = 0. Below we
derive the explicit expression for real and imaginary part at low temperature and at neutrality.
At the low temperatures (T � ω) it holds that θ(ω) ≈ −ψ(0)

(
1
2 + iq?

)
+ log

(
ω

2πT

)
− iπ

2 , where
we have used the expansion ψ(0) (α− ix) ≈ log x− iπ

2 valid for x→∞ and α ∈ C. As a result,
the T = 0 susceptibility reads

χ(ω, T = 0) = χc

sinh
[
ν log

(
−iω
2πΛe

θ0
)]

sinh
[
ν log

(
−iω
2πΛe

θ0−4/γ
)] , (10.3)
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10 Dynamical pairing susceptibility

Figure 10.1: 3D plot of the real and imaginary part of the pairing susceptibility versus
distance from the critical point ν and absolute frequency ω and at charge
neutrality. Temperature is T/Λ = 10−2 and anomalous dimension is γ = 0.01
(∆ = 0.2525).

where we have defined θ0 ≡ −ψ(0)
(

1
2 + iq?

)
. Notice that in the condensed phase ν = i

√
−u

is imaginary, and the denominator becomes a sin and gives a geometric series of poles in the
upper-half complex frequency-plane at ω(n) = 2πiΛe−

nπ√
−u+θ0 ≈ 2πiΛe−

nπ√
−u in accord with Refs.

[59, 60].
Close to ν = 0 we have

Imχν=0(ω)
χc

= 8πγ
π2γ2 + (γY (ω)− 8)2 ,

Reχν=0(ω)
χc

= 8(γY (ω)− 8)
π2γ2 + (γY (ω)− 8)2 + 1, (10.4)

where Y (ω) = 2log(2ω/Λπ) + 2γ. At lowest frequencies the imaginary part hence decays as
1/log2(ω/Λ) while the real one as 1/log(ω/Λ). In Fig.10.2 we plot slices at constant ν. At zero
temperature, both the imaginary and real parts are discontinuous as signaled by the ω-derivative.
From Eq.(10.3), we know that at lowest frequencies and close to the critical point this is given
by ∂ωχ ≈ −16χcν2

γ
Λ
ω . Notice that at ν = 0 it vanishes for all frequencies, in accordance with the

finiteness of χ at the quantum phase transition. As shown in Fig.10.2, the singular behavior is
smoothened by finite temperature.

As we can observe in e.g. Fig.10.2, the charge neutral case exhibits a spectral symmetry. It is
hence interesting to consider deviations from half filling. Even though the Cooper pair condensate
does not have to respect any symmetry, this is often the case as dynamics is mostly governed
by particle-hole excitations which are globally charge-neutral objects. In Fig.10.3 we plot the
dynamic susceptibility for different values of the condensate charge. Deviations from half filling
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Figure 10.2: Real and imaginary part of the dynamic susceptibility (upper row) and their
ω-derivatives (lower row) at different values of temperature and at charge
neutrality. The anomalous dimension is γ = 0.01 (∆ = 0.2525), the distance
from the critical point is ν = 0.01.

destroy the spectral symmetry, in contrast with the conventional BCS behavior

Finally, as can be seen in Fig.10.4, the slope of the imaginary part diverges as we get closer to
Tc from above. At low frequencies, the susceptibility is well approximated by the function

χ(ω) = A0
τ−1 − isign(ω)|ω| → Imχ(ω) = A0

sign(ω)|ω|
τ−2 + |ω|2 . (10.5)

Here τ is a typical time-scale that describes order parameter relaxation. It holds that τ =
∂ωχ

′′(ω = 0). As shown in the inner panel of Fig. 10.4, τ−1 vanishes linearly as function of the
reduced temperature T − Tc. As we approach the phase transition, the system need more time
to come back to the equilibrium configuration after a small perturbation. This phenomenon is
known as critical slowing down – see e.g. Ref. [211].
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10 Dynamical pairing susceptibility

Figure 10.3: Real and imaginary part of the dynamic susceptibility away from charge neu-
trality. The anomalous dimension is γ = 0.02 (∆ = 0.2525), the distance from
the critical point is ν = 0.01, temperature is T/Λ = 10−2. The figure in the
left panel is re-adapted from Ref. [20].

Figure 10.4: Main panel: imaginary part of the dynamical pairing susceptibility at neu-
trality for different values of temperature, γ = 0.01, ν = 0.1i, qE = 0. As
T → Tc the slope diverges. Inset: inverse relaxation time as function of re-
duced temperature (T −Tc)/Λ. As the transition is approached, τ−1 vanishes
linearly signaling critical slowing down.
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10.1 Summary

10.1 Summary

In this chapter we have exploited the map derived in Chap. 9 to compute the dynamical pairing
response of the Yukawa-SYK model. In the vicinity of the quantum critical point, both the real
and imaginary part of the paring susceptibility have an almost flat behavior. Deviations from
neutrality destroy the symmetry with respect to inversion of the absolute frequency. Finally,
close to the transition temperature Tc, the system exhibits a dynamical critical slowing down.

Recap Box−Dynamical pairing susceptibility of SYK from holography

Dynamical pairing susceptibility

χ(ω, T ) = χc
b+ + b−G(T, ω)Λ−2ν

a+ + a−G(T, ω)Λ−2ν

χc = 2c2
gc

2
g(1 + tan2 θ)Λγ/πγ, a± = b±(1± 2ν/γ)2, b± = 1∓ 2ν/γ.

Order-parameter field propagator in AdS2-black hole

G(T, ω) = T 2ν 2ν − γ
2ν + γ

Γ
(
iq? − ν + 1

2

)
Γ
(
iq? + ν + 1

2 −
iω

2πT

)
Γ
(
iq? + ν + 1

2

)
Γ
(
iq? − ν + 1

2 −
iω

2πT

)
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Summary and Outlook

In the first part of this thesis, we have introduced the fundamentals of the AdS/CFT correspon-
dence. We have highlighted the aspects of the holographic dictionary relevant for the applications
to the phenomena of condensed matter physics addressed in this thesis. In particular, hologra-
phy provides methods for computing retarded correlation functions of theories at strong coupling.
This aspect led us to apply such methods to calculate transport coefficients in quantum critical
systems with an emergent rotational symmetry breaking in the IR. This analysis constitutes Part
II of this thesis.
Moreover, in Part I we focused on charged black holes at low temperatures. The universal low-
energy theory of such spacetimes turns out to be identical to those of the Majorana SYK model.
In both cases, the effective action is controlled by a Schwarzian derivative which is a signal that
in both the theories the same mechanism of conformal symmetry breaking is taking place. This
aspect led us to deepen this tied similarity between AdS2 and SYK in Part III of this thesis.
Below we summarize our conclusions and outlooks for Parts II and III separately.

Quantum critical transport in anisotropic systems

In Part II we have developed a scaling theory for anisotropic, strongly coupled systems near a
Lifshitz point. We have reported on the violation of universal lower bounds appearing in strongly-
coupled systems due to rotational symmetry breaking. Explicit examples are merging Dirac
or Weyl points or Lifshitz points near the superconductor-insulator quantum phase transition.
Moreover, we have focused on particle-hole symmetric theories at charge neutrality in two spatial
dimensions.
... The calculations are performed using scaling arguments and by employing the duality between
quantum field theories and gravitational theories in asymptotically AdS spacetimes. We have
analyzed the behavior of several observables after a spacetime dilatation, emphasizing that the
scale dimensionless ones must approach a constant value for low temperatures. We have shown
that both the shear-viscosity to entropy-density ratio and the charge-diffusivity bounds can be
generalized for anisotropic systems. As a result of the scaling analysis, some elements of the
η/s-tensor have a nonzero scaling dimension while the charge diffusivity still exhibits the scaling
of the rotational invariant case. However, we can construct a scale-dimensionless quantity by
multiplying the former ratio by a specific combination of electric conductivities. This finding is
consistent with the hydrodynamic predictions of Ref. [19]. This is significant because a well-
defined lower bound serves as an indicator of strong coupling behavior in anisotropic systems.
... The holographic analysis is performed in an Einstein-Maxwell-dilaton model with a massless
scalar field. Through this last field, it is possible to break certain symmetries of the system.
In particular, we have chosen an axion, a massless field linear in the spatial coordinates of
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Summary and Outlook

the boundary. The fundamental point of this ansatz lies in the fact that on the one hand
an anisotropy of the metric tensor is induced as desired, on the other hand the dependence
on the coordinates is not transmitted to the holographic fields. Consequently, the equations
governing the gravitational background remain ordinary differential equations. However, this
aspect does not apply to the boundary, which instead is affected by the breaking of translations.
This is caused by the fact that the axion induces sources there that explicitly depend on the
coordinates. As a consequence, certain elements of the shear viscosity tensor are not well-
defined hydrodynamic transport coefficients as momentum is no longer a conserved quantity.
In Ref. [212], isotropy is broken by one of the spatial components of the gauge field. In this
setup, translations are unbroken and viscosities are still well-defined hydrodynamic transport
coefficients. It would be interesting to further investigate such systems.
... Within the Einstein-Maxwell-dilaton model considered, translational symmetry is broken
along the y direction by a massless scalar in the bulk with a profile linear in y. Thus, the x-
component of the momentum is still conserved and Tαx continues to be the current of a conserved
quantity. Therefore, the viscosity tensor elements ηαxβx maintain their meaning as hydrodynamic
transport coefficients. The different scaling of the x and y directions is encoded in the exponent
φ. Since we can find solutions of the field equations that yield either φ < 1 or φ > 1, we
can always construct an anisotropic geometry that violates the isotropic viscosity bound for at
least one tensor element, while fulfilling the generalized bound derived with scaling arguments
in Eq.(3.6) and in Ref. [19].
... As translational invariance is broken, we have also analyzed the shear viscosity in momentum
dissipative backgrounds, in both the high and low temperature regime. In the direction where
translations are broken, momentum relaxes at a rate 1/τmr. In a holographic system with slow
momentum relaxation 1/τmr � Λ, where Λ is a UV cutoff, there is a range of intermediate times
1/τmr . t � Λ where momentum is approximately conserved. In this regime, the viscosity can
be defined from the shear Kubo formula, yet is still found to violate the viscosity-to-entropy-
density-ratio bound. Alternatively, it is likely that the diffusivity of transverse momentum is
a better quantity to bound: the results of Ref. [133] show that it obeys a bound of the kind
Eq.(3.2), with the speed of light as the characteristic velocity.
... The KSS bound is known to be violated by terms containing more than two derivatives of
the metric (see e.g. Ref.[213] for a review), which capture finite ’t Hooft coupling corrections.
A possible extension of this work would be to consider the effects of higher derivative terms
involving the massless scalars, along the lines of Ref. [214]. Moreover, particle-hole symmetry
breaking could be taken into account as well. In any case, a specific higher derivative model has
been considered in this thesis to discuss thermodynamic stable phases.
... Differently from the other quantities, the diffusivity is not solely given by data at the horizon
and is expressed through an integral over the radial direction. Although we do not have the
full expression of bulk fields, we have derived a near horizon formula for the compressibility,
and could relate the diffusion constant to the horizon data in a simple fashion. On the other
hand we have calculated the butterfly velocities by moving to the Kruskal system of coordinates
and using a generalization of the shock-wave technique. We have computed the proportionality
factor between the diffusivity to the square butterfly velocity ratio and the inverse temperature,
finding that it can be expressed in terms of the critical exponents z, φ, and θ. In conclusion, the
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holographic analysis is consistent with the predictions of the scaling analysis and confirms that
the structure of diffusivity bound is not affected by rotational symmetry breaking.

Superconductivity without quasi-particles

In Part III we have studied unconventional superconductivity in systems where the normal state
is a non-Fermi liquid. Explicit examples are systems where pairing is caused by nematic quantum
critical fluctuations or color magnetic interaction in high-density quark matter.
... To this end, we have reviewed the 0+1 dimensional Yukawa-SYK model, i.e. an extension
of the SYK model (see introductory chapters), which involves a large number of fermionic and
bosonic modes. The appeal of this system lies in the fact that it is solvable on the one hand, and
displays low-energy non-Fermi liquid properties on the other. Moreover, such a model is unstable
towards superconductivity also in a regime where the normal state is quantum critical. Hence,
this is a good candidate toy model to describe the above mentioned quantum critical systems.
... For a more realistic description, we have embedded the SYK dot into a higher dimensional
lattice. We have analyzed the response of the system to an external electromagnetic field. In
particular we have determined the analytic expression for the low-energy electric conductivity
and for the superconducting phase stiffness. In order to determine the behavior of such a ther-
modynamic quantity, a numerical analysis of the saddle point equations has to be employed. In
addition, we have commented on the critical temperature for the superconducting phase transi-
tion of this model both as function of the SYK coupling and for different values of the hopping
parameter, which has the effect of decreasing Tc.
... In the remaining chapters of Part III, we have investigated the connection between SYK and
holography. The phenomenon of quantum critical superconductivity can generally be tackled
through two very different formalisms: Eliashberg theory and holographic superconductivity.
On the one hand the Eliashberg formalism has the advantage of encoding retardation effects
which turn out to be important in the description of quantum critical superconductors. On the
other hand, holography allows us to rephrase superconductivity in the geometric language, which
often provides simple analytic expressions.
... The equations that govern the Yukawa-SYK model are the Eliasherg equations of supercon-
ductivity. Remarkably, at criticality they fall in the class of those proposed for finite-dimensional
compressive quantum-critical systems, where pairing is due e.g. to critical gauge-field, nematic
fluctuations, and massless gluons in high-density quark matter. Thus, we argue our analysis
goes beyond the specifics of the SYK model and is directly relevant to a much broader class of
physical systems.
... In the introductory chapters we have seen how SYK models have clear similarities with the
holographic description. As a consequence, SYK represents a good territory to compare the
two formalisms. In particular, we have determined the pairing susceptibility χ of the 0+1 di-
mensional model, and constructed the phase diagram of the system. This is characterized by a
quantum critical point with exponential suppression of the transition temperature. The pairing
susceptibility is finite at this QCP, and the milder quantum phase transition is signaled by the
singular behavior of the derivatives of χ. Remarkably, this behavior has also been observed in
holographic works – see e.g. Ref. [60]. These aspects led us to deepen this tied similarity between
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Summary and Outlook

AdS2 and SYK. Starting from the SYK action, we developed the effective theory around such a
critical point and demonstrated that it is equivalent to the holographic superconductor. There
is a one-to-one correspondence between the parameters of the microscopic theory and those of
gravity. Finding examples where the holographic conjecture holds exactly is important. The
gravity dual of e.g. N = 4 super Yang-Mills and the Majorana SYK model can be essentially
guessed by conformal symmetry arguments. In our case, the holographic map is valid in a more
concrete system with superconductivity, and hence with a lower degree of symmetry.
Specifically, the low-energy theory of the SYK Hamiltonian can be formulated in terms of the
action

S = Sgravity + Ssc + SJ .

Here Sgravity is the much discussed AdS gravity in 1 + 1 dimensions which eventually gives rise
to the Schwarzian theory, describing the SYK normal state. Hence the non-Fermi liquid normal
state provides the gravitational background. Superconducting degrees of freedom of the SYK
model then behave like a charge 2q matter field ψ on the AdS2 background with:

Ssc = N

∫
d2x
√
g
(
Daψ

∗Daψ +m2 ∣∣ψ∣∣2) ,
where Da = ∂a−i2qAa. The finite temperature theory is equivalent to a change of coordinates
that corresponds to a black hole with event horizon given by the Hawking temperature. Devi-
ations of the density from half filling give rise to a boundary electric field given by the spectral
asymmetry E of SYK. The competition between suppressed pairing due to the absence of quasi-
particles and the enhanced, singular pairing interaction is merely a balance of two contributions
to the mass m and leads to a quantum critical point of the BKT variety. The Euler-Lagrange
equation of the gravitational theory maps directly onto the Eliashberg equation intensely studied
in the context of quantum critical metals. We have therefore attained an explicit and complete
AdS-field theory correspondence. Our derivation of holographic superconductivity from a mi-
croscopic Hamiltonian allows for a deeper and more concrete understanding of the holographic
principle.
... The frequency-dependent response of the system is not easy to analyze with Eliashberg theory
since a dynamical source generally spoils time translation invariance. We have used our map
and exploited the power of holography to determine the dynamical pairing susceptibility of the
model. In order to gain insights into the superconducting state, it would be necessary to include
the back-reaction of the order parameter field onto the gravitational background.
Our approach should be the natural starting point to study superconducting fluctuations be-
yond the Eliashberg limit, nonlinear effects beyond the Gaussian level, for systems as diverse as
magnetic and nematic quantum critical points, or critical spin liquids, and the thermodynamic
contributions from the order parameter condensation. In the holographic language those effects
correspond to quantum gravity corrections and gravitational back reactions, respectively.
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A Appendix A

The effective action for
reparametrizations of the Majorana SYK
model

In this appendix we derive the action for fluctuations around the saddle Eq.(2.47) of the main
text. Let us start from the disorder averaged action which we rewrite here for simplicity

Seff
N

= −1
2 log det

(
∂τ − Σ

)
+ 1

2

∫
d2τ

[
Σ(τ1, τ2) G(τ1, τ2)− j2

q
G(τ1, τ2)q

]
. (A.1)

We perform a near saddle-point analysis by using

G(τ1, τ2) = Gs(τ1, τ2) + δG(τ1, τ2), Σ(τ1, τ2) = Σs(τ1, τ2) + δΣ(τ1, τ2). (A.2)

It is useful to parametrize the fluctuations as

δG(τ1, τ2) = |G(τ1, τ2)|αg(τ1, τ2), δΣ(τ1, τ2) = |G(τ1, τ2)|−ασ(τ1, τ2), (A.3)

with α = (2− q)/2 and g and σ are small quantities.
We expand Eq.(A.1) to second order in the fluctuations, as linear terms vanish in the vicinity of
the saddle. We also neglect constant terms as we are only interested in fluctuations.
We start with the first term in Eq.(A.1)

log det[∂τ − (Σs + δΣ)] Gs=(∂τ−Σs)−1
= Tr log

(
G−1

s − δΣ
)

≈ −1
2Tr(GsδΣGsδΣ) = −1

2Gs ⊗ δΣ⊗Gs ⊗ δΣ, (A.4)

where we have used the matrix notation M ⊗N =
∫
d2τM(τ, τ ′)N(τ ′, τ).

Let us introduce the following four-points functions

K(τ1, τ2; τ3.τ4) = −j2(q − 1)G(τ13)G(τ24)G(τ34)q−2, (A.5a)
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A The effective action for reparametrizations of the Majorana SYK model

K̃ = |G(τ12)|
q−2

2 K(τ1, τ2; τ3.τ4)|G(τ34)|
2−q

2 . (A.5b)
It follow that

Tr(GsδΣGsδΣ) = − 1
j2(q − 1) σ ⊗ K̃s ⊗ σ.

where the kernel has been evaluated on the saddle Gs. The second term of Eq.(A.1) is given by∫
d2τΣ(τ1, τ2)G(τ1, τ2) ≈

∫
d2τσ(τ1, τ2)g(τ1, τ2) = σ ⊗ g. (A.6)

The third term of Eq.(A.1) is given by

j2

2q

∫
d2τ Gq(τ1, τ2) ≈ j2

2q

∫
d2τGqs(τ1, τ2)

[
1 +G−1

s (τ1, τ2)δG(τ1, τ2) +
(
q

2

)
[G−1

s (τ1, τ2)δGs(τ1, τ2)]2
]

→ j2

4 (q − 1)
∫
d2τg2(τ1, τ2) = j2

4 (q − 1) g ⊗ g. (A.7)

Putting all together we obtain the following expression for the effective action

Seff
N

= −σ ⊗ K̃s ⊗ σ
4j2(q − 1) + σ ⊗ g

2 − (q − 1) g ⊗ g
4 . (A.8)

Performing the Gaussian integral over σ and adsorbing the prefactors in the path-integral measure
yield

Seff
N

= j2(q − 1)
4 g ⊗ (K̃s−1)⊗ g. (A.9)

Zero modes We now focus on the IR limit where the saddle point of the effective action is
given by the conformal correlator Gs = Gc as in Eq.(2.39). For simplicity we work at zero
temperature but the results are general [68]. For the sake of the discussion we re-quote the
IR-Schwinger-Dyson equation

(GΣ)(τ, τ ′′) = δ(τ − τ ′′), (A.10a)
Σ(τ, τ ′′) = j2[G(τ, τ ′′)]q−1. (A.10b)

Plugging the fluctuation form Eq.(A.2) into the above equations we get GcδΣc + δGcΣc = 0.
Multiplying from the right times Gc and using Eq.(A.10a) yields GcδΣcGc − δGc = 0. The
Σ-fluctuation can be easily expressed in terms of the G-one by means of Eq.(A.10b) δΣc =
j2(q − 1)Gq−2

c δGc, and we get

δGc − j2(q − 1)GcG
q−2
c δGcGc = 0. (A.11)

Now we massage this expression, keeping in mind that Gc is odd in time

(GcG
q−2
c δGcGc)(τ1, τ4) =

∫
d4τ Gc(τ1, τ2)Gq−2

c (τ2, τ3)[−Gc(τ4, τ3)]δGc(τ2, τ3)
(A.5a)= 1

j2(q − 1)

∫
d4τKc(τ1, τ2; τ3, τ4)δGc(τ2, τ3). (A.12)
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From this we find
(1−Kc)δGc = 0. (A.13)

Therefore, reparametrizations of the conformal correlator are eigenvectors of the kernel (A.5a)
with eigenvalue 1.
The above expression can be further expressed in terms of the symmetric kernel (A.5b)

(1− K̃c)gc = 0, (A.14)

with gc = |Gc|
q−2

2 δGc. Since Eq.(A.9) can be written as g⊗(K̃−1
s −1)⊗g and is therefore zero on

gc, we conclude that, normalized reparametrizations of the conformal correlator are zero modes
of the effective action Eq.(A.9).

In the following we determine the explicit expression of such zero modes. Moreover, we work at
finite temperature and adopt the angular variable θ = 2πTτ . Thanks to conformal invariance, the
set of solutions to the saddle point equations can be generated through time-reparametrization
via Eqs.(2.38). To determine the form of the fluctuation around the conformal saddle we consider
infinitesimal maps f(θ) = θ + ε(θ), with ε(θ)� θ. We have

G(θ1, θ2) = [1 + (∆(ε(θ1) + ε(θ2)) + ε(θ1)∂θ1 + ε(θ2)∂θ2)]Gc(θ1, θ2),

with Gc given by the finite-T conformal correlator Eq.(2.40). Using the notation of Eq.(A.2) we
identify

δεGc = [∆(ε(θ1) + ε(θ2)) + ε(θ1)∂θ1 + ε(θ2)∂θ2 ]Gc. (A.15)

Equating the derivatives yields

(ε(θ1)∂θ1 + ε(θ2)∂θ2)Gc = (ε(θ1)− ε(θ2))
(

∆ tan−1(θ12/2) + δ(θ12)
sgn(θ12)

)
Gc.

The second term in the parenthesis can be neglected due to the δ-function. It is convenient to
switch to Fourier space via ε(θ) = 1

2π
∑
n e
−iθnεn. Eq.(A.15) then becomes

δεGc
Gc

∣∣∣∣
moden

= ∆i
π
fn(θ12)ein

θ1+θ2
2 εn, (A.16)

with fn(θ) = sin(nθ/2)cot(θ/2)− ncos(nθ/2) and
∫ 2π

0 dθ
(
fn(θ)csc(θ/2)

)2
= 2π

3 |n|(n2 − 1). The
nth Fourier mode of the normalized fluctuation Eq.(A.3) is given by

gc,n(θ1, θ2) = i∆b
q
2

π

π

β

 fn(θ12)
| sin

(
θ12
2

)
|

ein θ1+θ2
2 εn. (A.17)
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Non-conformal corrections

In Eq.(A.14) we have seen that reparametrizations of the conformal correlator are eigenvectors
of the symmetric kernel with eigenvalue 1. Going beyond the IR limit (βJ � 1) shifts the
eigenvalue of K̃ as

K̃sgc,n =
(
1− αε

|n|
βJ

+ ...
)
gc,n, (A.18)

where the dots denote higher orders in (βJ )−1 – see Ref. [68] for details. The coefficient αε can
only be obtained numerically or analytically in a large-q expansion [68, 71].
The effective action Eq.(A.9) then becomes

Seff
N

= α′S
βJ

n2(n2 − 1)|εn|2, (A.19)

with α′S = αε
bq

q2β2 2 (2π)2

3 . Transforming back to the θ-coordinate we have ∑n n
2(n2 − 1)|εn|2 =

2π
∫ 2π

0 dθ
[
|∂2
θ ε(θ)|2 − |∂θε(θ)|2

]
. Restoring the τ -coordinate we finally get

Seff[ε]
N

= αS
J

∫ β

0
dτ

1
2

[
|ε′′|2 −

(2π
β

)2
|ε′|2

]
. (A.20)

with αS = αε
6α0q2 .
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B Appendix B

Explicit solutions to the field equations
of the EMD-axion(s) model

In this appendix we discuss the solutions to the equations of motion introduced in Sec. 4.1.
We analyze the case where axions are irrelevant or marginally relevant deformations of the IR
endpoint [90]. In the former case, the deformation decays in the interior, whereas the latter is
insensitive to the flow. They should not be confused with the deformations of the UV CFT fixed
point (dual to the asymptotically AdS4 boundary conditions), even though there is of course a
mapping between the IR and the UV that can be worked out by explicitly solving the RG flow.
See e.g. Ref. [151] for an explicit example.
Using the equations of motion, we reduce the number of free parameters in the action Eq.(4.17)
and in the ansatz Eq.(4.16). Before proceeding, we observe that the model Eq.(4.1) is invariant
under a concomitant flip in the sign of δ, λI , ξ and Φ, so we restrict our analysis to the δ > 0
case.
Notice finally that the effective potential Eq.(4.10) is given by

Veff(r)√
−g

= 1
2
∑
I

a2
Ir

2ΛI−θ − V0r
2δκ, (B.1)

where Λ1 = κλx + φ and Λ2 = κλy + 1.

B.1 Single axion model

In this section we analyze a geometry where momentum is conserved along one of the spatial
directions, say the β-direction. This corresponds to the case p = 1 where only one axion is
involved. The axion is a marginal deformation of the IR fixed point if the aI -term in the effective
dilaton potential Eq.(B.1) does not induce any radial dependence, while it is irrelevant if it can
be neglected in comparison to the others. In the latter case we determine the aI = 0 solution
and afterwards we solve the EOMs order by order, as we will soon discuss. In the following we
investigate two classes of p = 1 solutions, depending on whether the axion depends on x or y.
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B Explicit solutions to the field equations of the EMD-axion(s) model

Single marginal axion – ψ = axx
In the marginal case we set 2Λx = 2κδ + θ. Considering the dilaton EOM and the following
combinations of Einstein equations (up to a global factor) Err + Eyy, Err + Exx, E tt − Err, Err
respectively, we have:

4κ2 + 2z(θ − φ− 1) + 2φ2 + 2− θ2 = 0,

L̃2
(
a2
x − 2V0

)
+ 2(z + φ− θ)(z + φ+ 1− θ) = 0,

L̃2V0 − (z + 1− θ)(z + φ+ 1− θ) = 0

L̃2
(
φa2

x − θ V0
)
− 4κ2(z + φ+ 1− θ) = 0,

L̃2
(
a2
x − 2V0

)
+ 3θ2 − 4θ(φ+ 1)− 4κ2 + 4z(φ+ 1− θ) + 4φ = 0, (B.2)

where we also required θ + 2δκ = 0 in order to obtain algebraic relations. The solution is given
by:

z = 1, 2κδ = −θ, κλx = −φ,
4κ2 = θ(θ − 2)− 2φ(φ− 1),
L̃2 = (θ − 2)(θ − φ− 2)/V0,

a2
x = 2V0(φ− 1)

θ − 2 . (B.3)

Since z = 1, Lorentz symmetry is preserved. Requiring positivity of the squared quantities and
the specific heat, we obtain the following set of consistency conditions:

(θ − 2)(φ− 1) > 0, (θ − 2)(θ − 2− φ) > 0,
(θ − 2)θ − 2(φ− 1)φ > 0, (φ+ 1− θ) > 0. (B.4)

In order for the holographic renormalization procedure to be well defined, the null energy con-
dition (NEC) T tot

µν v
µvν ≥ 0 has to be fulfilled [24]. In the present context, this is the case for

any given null vector vµ. The above inequalities imply δ0 = 1 + φ + z − θ > 0, therefore the
temperature is a relevant deformation only if the boundary lies at r = 0. Furthermore, the
IR-line element is required to vanish at T = 0, hence θ < 2 and θ < 2φ. Globally we have

φ < 1, 2(φ− 1)φ < (θ − 2)θ, θ < 2φ. (B.5)

Single marginal axion – ψ = ayy
In analogy to the previous section we now determine the solution with one marginal axion along
y. Also in this case we set 2Λy = 2κδ + θ and θ + 2δκ = 0

z = φ, 2κδ = −θ, κλy = −1,
4κ2 = θ2 − 2θφ+ 2φ− 2,
L̃2 = (θ − 2φ− 1)(θ − 2φ)/V0,

a2
y = 2V0(1− φ)

θ − 2φ . (B.6)

140



B.1 Single axion model

Figure B.1: Graphic representation of conditions Eq. (B.5) (blue), (B.7a) (orange) (B.7b)
(teal) in the (φ, θ)-plane. The colored areas represent the parameter space
where anisotropic scaling solutions exist. Figure adapted from Ref. [18].

The consistency conditions are

θ < 2, θ2 + 2φ > 2θφ+ 2, φ > 1, (B.7a)
θ > 2, θ2 + 2φ > 2θφ+ 2, θφ < φ2 + φ. (B.7b)

In the former case the boundary is located at r =∞ while in the latter at r = 0.

Single irrelevant axion
Now we wish to investigate the p = 1 case, where the axion induces irrelevant deformations of
the IR endpoint. The axion is ψ = axα, where α is fixed and equals to one of the boundary
coordinates.
We first determine the solution when a = 0 and then consider perturbations of the form:

Ψ = Ψa=0
(
1 + cΨa

2r2∆a

)
. (B.8)

Here Ψ stands for the metric elements or the dilaton field, and cΦ are numerical coefficients
that follow from the O(a2) fields equations. Such corrections are expressed in terms of a2 as
the axion enters quadratically the field equations. Moreover, such irrelevant perturbations must
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B Explicit solutions to the field equations of the EMD-axion(s) model

grows towards the boundary of the IR region, hence ∆a should be positive (negative) if the IR
is located at r = 0 (r =∞). The leading solution is given by

z = φ = 1,
4κ2 = θ(θ − 2),
L̃2 = (θ − 2)(θ − 3)/V0, (B.9)

provided that θ + 2δκ = 0. Moreover we obtain:

cgrr =
δ
(
(δ − 2λα)2 − 3

)
− 2λα

2δV0
(
δ2 − 2δλα + 1

) , (B.10a)

cgtt = cgαα = λα

2δV0
(
−δ2 + δλα + 1

) , (B.10b)

cΦ = λα

2V0
(
δ2 − δλα − 1

) , (B.10c)

cgαα = −
δ
(
−2δ2 + δλα − 2λ2

α + 6
)

+ λα

2δV0
(
δ2 − 2δλα + 1

) (
δ2 − δλα − 1

) . (B.10d)

The IR scale dimension of the perturbation is given by

2∆a = 2 + κλ

2 , (B.11)

in accord with Ref. [90]. The consistency conditions read

θ < 0, ∆ ≶ 0, (B.12)

where the last inequality depends on the location of the IR.

B.2 Double (marginally) relevant axions

Let us consider the case p = 2 where both the axions ψx and ψy are taken into account. Details
on the p = 2 mixed case can be found in Ref. [90, 122]. In this case we set 2ΛI = 2κδ + θ and
θ + 2δκ = 0 to get algebraic equations. In the p = 2 case we find

2κδ = −θ, κλx = −φ, κλy = −1,
4κ2 = θ(θ − 2z)− 2φ(φ− 2z)− 2(1− z),
L̃2 = (θ − 2z)(θ − φ− z − 1)/V0,

a2
x = 2V0(φ− z)

θ − 2z , a2
y = 2V0(1− z)

θ − 2z , (B.13)

which reproduces Eq.(B.3) in the ay = 0 case and (B.6) for ax = 0.
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B.2 Double (marginally) relevant axions

Figure B.2: Parameter space for the double marginal axions solution. The intersection
with the plane z = 1 coincides with (B.4), while the one with z = φ yields the
domain of the solution with ax = 0. In the above plots −10 < φ < 10,−9.8 <
θ < 6,−10 < z < 10. Figure re-adapted from Ref. [18].

The consistency conditions are

(θ − 2z)(φ− z) > 0, (θ − 2z)(1− z) > 0,
(θ − 2z)(θ − φ− z − 1) > 0,
θ(θ − 2z)− 2φ(φ− 2z)− 2(1− z) > 0,
z (φ+ 1− θ) ≶ 0
θ ≶ 2z, θ ≶ 2, θ ≶ 2φ, (B.14)

where the last inequalities depend on whether we put the boundary at infinity or zero.
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C Appendix C

Effective action of the Yukawa-SYK
model

C.1 Single dot effective action

In this appendix we repeat the strategy outlined in Sec. 2.3.2 to derive the effective action of
the Yukawa-SYK model Eq.(6.1). The disorder-averaged partition function reads

Zm =
∫
Dψe−

∑
a
S0[ψa]

(∫
dgij,k%(gijk)e−

∑
a
Sint[ψa]

)
, (C.1)

where a = 1...m labels the replica and ψ = {ciσa, c†iσa, φka} is a shorthand for the fields of the
model. Here % represents PDF for the coupling constants introduced in table 6.1 .
In Eq.(C.1) we have split the action into free and interacting contribution S = S0 + Sint, with:

S0 =
∑
iσa

∫
dτc†iσa(τ)(∂τ − µ)ciσa(τ) + 1

2
∑
ia

∫
dτφia(τ)(−∂2

τ +m0)φia(τ), (C.2a)

Sint =
∑
aσ;ijk

∫
τ

[
gij,k + g?ji,k

]
c†iσa(τ)cjσa(τ)φka(τ). (C.2b)

In the following we work out the contribution to the partition function Eq.(C.1) induced by Sint.
Let us focus on the following integral

Jg =
∫
dgij,k%(gijk) exp

(
−
∑
aσ;ijk

∫
dτ
[
gij,k + g?ji,k

]
c†iσa(τ)cjσa(τ)φka(τ)

)
. (C.3)

Let us introduce the composite operator Oijk = ∑
σa

∫
dτc†iσa(τ)cjσa(τ)φka(τ) and the multi-

index I = (i, j, k). The above expression can then be re-written as

Jg =
∫
d[gIg?I ]%(gI)e−(gIOI+g∗IO

†
I). (C.4)
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To perform the Gaussian integral we split the coupling into real and imaginary part gI = g′I + ig′′I
and get

Jg =
∫
d[g′I ]e−g

′
I(g′Ig

′
J )−1g′J e−(OI+O†I)g′I ×

∫
d[g′′I ]e−g′′I (g′′I g

′′
I )−1g′′I e−i(OI−O

†
I)g′′I

= e
1
2 (OI+O†I)g′Ig

′
J (OJ+O†J )e−

1
2 (OI−O†I)g′′I g

′′
J (OJ−O†J ). (C.5)

Below we work within the Gaussian orthogonal ensemble (first column of Tab.6.1). As we will
see, this approach yields an effective action whose normal state properties can be derived by
setting all the superconducting contributions to zero. We have:

Jg = exp
[
ḡ2

4N2 (Oijk +O†ijk)δkk′
(
δii′δjj′ + δij′δji′

)
(Oi′j′k′ +O†i′j′k′)

]
= exp

[
ḡ2

2N2 (Oijk +O†ijk)
2
]
.

(C.6)
This gives

Seff
int = − ḡ2

2N2

∑
ijk

∫
d2τ

∑
σσ′,ab

(
c†jσa(τ)c†jσ′b(τ

′) ciσ′b(τ ′)ciσa(τ) (C.7)

−c†jσa(τ)cjσ′b(τ ′) c†iσ′b(τ
′)ciσa(τ)

)
φka(τ)φkb(τ ′).

Putting all together, we obtain the following total action:

Stot =
∑
iσa

∫
dτc†iσa(τ)(∂τ − µ)ciσa(τ) + 1

2
∑
ia

∫
dτφia(τ)(−∂2

τ +m0)φia(τ) (C.8)

− ḡ2

2N
∑
ijk

∫
d2τ

∑
σσ′,ab

(
c†jσa(τ)c†jσ′b(τ

′) ciσ′b(τ ′)ciσa(τ)

−c†jσa(τ)cjσ′b(τ ′) c†iσ′b(τ
′)ciσa(τ)

)
φka(τ)φkb(τ ′).

We now introduce the a bunch of collective fields

Gσσ′,ab(τ, τ ′) = 1
N

∑
i

c†iσ′b(τ
′)ciσa(τ), Fσσ′,ab(τ, τ ′) = 1

N

∑
i

ciσ′b(τ ′)ciσa(τ), (C.9a)

Dab(τ, τ ′) = 1
M

∑
k

φkb(τ ′)φka(τ). (C.9b)

We do so by means of path integral delta functions and further introduce Lagrange-multipliers
degrees of freedom

1 =
∫
[G]

∏
abττ ′
σσ′

δ

NGba,σσ′(τ ′, τ)−
∑
i

c†iσa(τ)ciσ′b(τ ′)

 (C.10)

=
∫
[G,Σ]

e

(
NGba,σ′σ(τ ′,τ)−

∑
i
c†iσax(τ) ciσ′b(τ ′)

)
Σab,σσ′ (τ,τ ′)

, (C.11)
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C.1 Single dot effective action

where
∫
[G] ... ≡

∫
DG etc., and repeated indices are summed. Alternatively, one can introduce

such fields through a Hubbard-Stratonovich transformation – see Ref.[215] and Sec. C.2. For
the other fields we have

1 =
∫
[F †,Φ]

e
1
2

(
NF †

ba,σ′σ(τ ′,τ)−
∑

i
c†iσa(τ) c†iσ′b(τ ′)

)
Φab,σσ′,(τ,τ ′)

, (C.12a)

1 =
∫
[F,Φ†]

e
1
2

(
NFba,σ′σ(τ ′,τ)−

∑
i
ciσa(τ) ciσ′b(τ ′)

)
Φ†
ab,σσ′,(τ,τ

′)
, (C.12b)

1 =
∫
[D,Π]

e
1
2

(
NDba(τ ′,τ)−

∑
i
φia(τ)φib(τ ′)

)
Πab,(τ,τ ′)

. (C.12c)

By definition, the self energies Σ,Φ(†) fields inherit the same symmetry properties of the conju-
gated field. The above transformations modify the action as:

Seff =
∑
iabσσ′

∫
d2τ c†iσa(τ) [(∂τ − µ)δabδσσ′δ(τ − τ ′) + Σab,σσ′(τ, τ ′)] ciσ′b(τ ′) (C.13)

+ 1
2
∑
iabσσ′

∫
d2τ [c†iσa(τ) Φab,σσ′(τ, τ ′)c†iσ′b(τ

′) + ciσa(τ) Φ†ab,σσ′(τ, τ
′) ciσ′b(τ ′)]

+ 1
2
∑
iab

∫
d2τ φiax(τ)[(−∂2

τ +m0)δabδ(τ − τ ′)−Πab(τ, τ ′)]φib(τ ′)

− N
∑
σσ′

∫
d2τGba,σ′σ(τ ′, τ)Σab,σσ′(τ, τ ′) + M

2

∫
d2τDba(τ ′, τ)Πab(τ, τ ′)

− N

2
∑
σσ′

∫
d2τ

(
Fba,σ′σ(τ ′τ)Φ†ab,σσ′(τ, τ

′) + F †ba,σ′σ(τ ′τ)Φab,σσ′(τ, τ ′)
)

+ ḡ2

2 M
∑
σσ′

∫
d2τ

(
Gba,σσ′(τ, τ ′)Gab,σ′σ(τ ′, τ)− F †ab,σσ′(τ, τ

′)Fab,σ′σ(τ ′, τ)
)
Dab(τ, τ ′).

This might seem a complication. However, this action is quadratic in the fermions an can there-
fore be simplified through a further Gaussian integration over Grassmann numbers. Specifically,
the fermionic part can be reorganized in the Nambu representation as:

Sferm = −1
2
∑
iab

∫
d2τ ψ̄†ia(τ)

(
Ḡ−1

0,ab(τ, τ
′)− Σ̄ab(τ, τ ′)

)
ψ̄ib(τ ′), (C.14)

with Nambu-spinor ψ̄ia(τ) = (ci↑a(τ), ci↓a(τ), c†i↑a(τ), c†i↓a(τ))T . Bars denote 4 × 4 matrices in
Nambu space:

Ḡ−1
0 (τ, τ ′) =

Ĝ−1
0 (τ, τ ′) 0

0 − ˆ̃G−1
0 (τ ′, τ)

 , Σ̄(τ, τ ′) =

Σσ,σ′(τ, τ ′) Φσ,σ′(τ, τ ′)
Φ†σ,σ′(τ, τ ′) −Σσ,σ′(τ ′, τ)

 . (C.15)
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Hats here denote 2× 2 matrices in the spin-subspace. The bare propagator is given by

Ĝ−1
0 (τ, τ ′) =

[G(p)
0 ]−1︷ ︸︸ ︷

−(∂τ − µ) δ(τ − τ ′) σ̂0, − ˆ̃G−1
0 (τ, τ ′) =

[G(h)
0 ]−1︷ ︸︸ ︷

−(∂τ + µ) δ(τ − τ ′) σ̂0, (C.16)

with σ̂0 the identity matrix in the 2 dimensional spin sub-space.
We now perform the Grassmann integral over the Nambu-fermions ψ and the Gaussian over the
bosons φ. Within the replica-diagonal ansatz Zm = Z̄m, we obtain:

Seff

N
= −1

2Tr log
(
Ḡ−1

0 − Σ̄
)

+ M

2N Tr log
(
D−1

0 −Π
)

(C.17)

−
∑
σσ′

∫
d2τGσ′σ(τ ′, τ)Σσσ′(τ, τ ′) + M

2N

∫
d2τD(τ ′, τ)Π(τ, τ ′)

− 1
2
∑
σσ′

∫
d2τ

(
Fσ′σ(τ ′τ)Φ†σσ′(τ, τ

′) + F †σ′σ(τ ′τ)Φσσ′(τ, τ ′)
)

+ ḡ2 M

2N
∑
σσ′

∫
d2τ

(
Gσσ′(τ, τ ′)Gσ′σ(τ ′, τ)− F †σσ′(τ, τ

′)Fσ′σ(τ ′, τ)
)
D(τ, τ ′).

In addition, we we work within the spin-singlet ansatz

Gσ,σ′(τ, τ ′) = G(τ, τ ′)σ̂0, Σσ,σ′(τ, τ ′) = Σ(τ, τ ′)σ̂0,

Fσ,σ′(τ, τ ′) = F (τ, τ ′) iσ̂2, Φσ,σ′(τ, τ ′) = Φ(τ, τ ′) iσ̂2,

F †σ,σ′(τ, τ
′) = −F †(τ, τ ′) iσ̂2, Φ†σ,σ′(τ, τ

′) = −Φ†(τ, τ ′) iσ̂2, (C.18)

with Pauli matrices σ̂i. Here the bi-local fields appearing on the left hand sides are symmetric
w.r.t. swapping of time arguments. This allows to perform the sums over spin indices and, noting
that Trlog(Ḡ−1

0 − Σ̄) = 2Trlog(Ĝ−1
0 − Σ̂), we finally obtain Eq.(6.2) of the main text.

C.2 Hubbard-Stratonovich approach to the SYK effective action

In this appendix we derive the effective action Eq.(C.17) of the Yukawa-SYK model through an
alternative method based on the Hubbard-Stratonovich transformation [185].
Let us consider the disorder-averaged effective action Eq.(C.8):

Seff =
∑
iσ

∫
dτc†i (τ)(∂τ − µ)ci(τ) + 1

2
∑
i

∫
dτφi(τ)(−∂2

τ +m0)φi(τ) (C.19)

− ḡ2

2N
∑
ijk

∫
d2τ

∑
σσ′

(
c†jσ(τ)c†jσ′(τ

′) ciσ′(τ ′)ciσ(τ)− c†jσ(τ)cjσ′(τ ′) c†iσ′(τ
′)ciσ(τ)

)
φk(τ)φk(τ ′),

where, for simplicity, we have suppressed the replica indexes and set M = N .

148
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Integrating out bosons
We can rewrite the action as

Seff =
∑
iσ

∫
dτc†iσ(τ)(∂τ − µ)ciσ(τ) + 1

2
∑
i

∫
d2τφi(τ)

[
D−1

0 (τ − τ ′)−W (τ, τ ′)
]
φi(τ ′),

with D−1
0 (τ, τ ′) = (−∂2

τ +m0)δ(τ − τ ′) and

W (τ, τ ′) = − ḡ2

2N
∑
σσ′

[∣∣∣∣ N∑
i

c†iσ(τ)ciσ′(τ ′)
∣∣∣∣2 − ( N∑

i

c†iσ(τ)c†iσ′(τ
′)
)( N∑

i

ciσ′(τ ′)ciσ(τ)
)]
.

This is an action quadratic in the bosons and we can therefore perform the integration over φ:

∫
Dφe−

1
2φ(D−1

0 −W )φ =
[
det

(
D−1

0 −W
)]−N/2

= e
−N2 trlog

(
D−1

0 −W
)
.

This gives

Seff =
∑
iσ

∫
dτc†iσ(τ)(∂τ − µ)ciσ(τ)− N

2 trlogD0 + N

2 trlog
(
1−D0W

)
. (C.20)

We expand the logarithm as log
(
1−D0W

)
= −∑∞ν=1

1
ν

(
D0W

)ν . The leading term is:

Seff ≈
∑
iσ

∫
dτc†iσ(τ)(∂τ − µ)ciσ(τ)− N

2 trlogD0 −
N

2

∫
d2τD0(τ ′ − τ)W (τ, τ ′). (C.21)

Explicitly, the last term is given by

Sg = ḡ2N

4
∑
σσ′

∫
d2τD0(τ ′ − τ)

∣∣∣∣∣∣ 1
N

N∑
i

c†iσ(τ)ciσ′(τ ′)

∣∣∣∣∣∣
2

︸ ︷︷ ︸
Sn

(C.22)

− ḡ2N

4
∑
σσ′

∫
d2τD0(τ ′ − τ)

 1
N

N∑
i

c†iσ(τ)c†iσ′(τ
′)

 1
N

N∑
i

ciσ′(τ ′)ciσ(τ)


︸ ︷︷ ︸

Ssc

.

The goal now is to decouple the fermionic bilinears by means of a Hubbard-Stratonovich trans-
formation. Let us start with the normal state contribution Sn.

Coordinate change: normal-state term
Let us consider the following term

SQ =
∫
d2τ q(τ − τ ′)

∣∣∣Q̃σσ′(τ, τ ′)∣∣∣2 , (C.23)
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where Q̃ is a bi-local field whereas q is a generic regular function. We can always add such a term
to the total action since it yields a constant term after Gaussian-integration over Q̃, namely∫

D[c, c†; Q̃]e−S−
∫
d2τ q(τ−τ ′)|Q̃σσ′ (τ,τ ′)|2 =

∫
D[c, c†]e−S+

∫
d2τ
√
π/q(τ−τ ′).

We now perform a field-redefinition in the measure of the partition function according to

Q̃σσ′(τ, τ ′) = Qσσ′(τ, τ ′) + 1
q(τ − τ ′)

1
N

N∑
i

c†iσ(τ)ciσ′(τ ′). (C.24)

This yields

SQ =
∫
d2τ q(τ − τ ′)

∣∣∣Qσσ′(τ, τ ′)∣∣∣2 + 2
∑
σσ′

∫
d2τ Qσσ′(τ, τ ′)

1
N

N∑
i

c†iσ(τ)ciσ′(τ ′)

+
∑
σσ′

∫
d2τ

1
q(τ − τ ′)

∣∣∣∣ 1
N

N∑
i

c†iσ(τ)ciσ′(τ ′)
∣∣∣∣2. (C.25)

Choosing 1
q(τ−τ ′) = − ḡ2N

4 D0(τ ′−τ), the first line of Eq.(C.22) gets removed. This gives the total
action

SQ + Sn = − 4
ḡ2N

∫
d2τ

1
D0(τ ′ − τ)

∣∣∣Qσσ′(τ, τ ′)∣∣∣2 + 2
∑
σσ′

∫
d2τ Qσσ′(τ, τ ′)

1
N

N∑
i

c†iσ(τ)ciσ′(τ ′)

NΣσσ′=2Qσσ′= −N
ḡ2

∫
d2τ

1
D0(τ ′ − τ)

∣∣∣Σσσ′(τ, τ ′)
∣∣∣2 +

∑
σσ′

∫
d2τ Σσσ′(τ, τ ′)

N∑
i

c†iσ(τ)ciσ′(τ ′).

(C.26)

Coordinate change: superconducting term
We now have to engineer a term like SQ that cancels the Ssc contribution in Eq.(C.22). Let us
consider:

SP =
∑
σσ′

∫
d2τ π(τ − τ ′)P̃σσ′(τ, τ ′)

[
P̃σσ′(τ, τ ′)

]†
, (C.27)

and shift the new coordinate according to

P̃σσ′(τ, τ ′) = Pσσ′(τ, τ ′) + 1
π(τ − τ ′)

1
N

N∑
i

c†iσ(τ)c†iσ′(τ
′), (C.28a)

[
P̃σσ′(τ, τ ′)

]†
=

[
Pσσ′(τ, τ ′)

]†
+ 1
π(τ − τ ′)

1
N

N∑
i

ciσ′(τ ′)ciσ(τ). (C.28b)
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C.2 Hubbard-Stratonovich approach to the SYK effective action

We get:

SP =
∑
σσ′

∫
d2τ π(τ − τ ′)Pσσ′(τ, τ ′)

[
Pσσ′(τ, τ ′)

]†

+
∑
σσ′

∫
d2τ

Pσσ′(τ, τ ′) 1
N

N∑
i

c†iσ(τ)c†iσ′(τ
′) +

[
Pσσ′(τ, τ ′)

]† 1
N

N∑
i

ciσ′(τ ′)ciσ(τ)


+

∑
σσ′

∫
d2τ

1
π(τ − τ ′)

1
N2

N∑
i

c†iσ(τ)c†iσ′(τ
′)

N∑
i

ciσ′(τ ′)ciσ(τ). (C.29)

Choosing 1
π(τ−τ ′) = ḡ2N

4 D0(τ ′ − τ) we finally obtain:

SP + Ssc = 4
ḡ2N

∫
d2τ

1
D0(τ ′ − τ)Pσσ

′(τ, τ ′)
[
Pσσ′(τ, τ ′)

]†
+
∑
σσ′

∫
d2τ

[
Pσσ′(τ, τ ′)

1
N

N∑
i

c†iσ(τ)c†iσ′(τ
′) +

[
Pσσ′(τ, τ ′)

]† 1
N

N∑
i

ciσ′(τ ′)ciσ(τ)
]

NΦσσ′=2Pσσ′= N

ḡ2

∫
d2τ

1
D0(τ ′ − τ)Φσσ′(τ, τ ′)

[
Φσσ′(τ, τ ′)

]†
+ 1

2
∑
σσ′

∫
d2τ

[
Φσσ′(τ, τ ′)

N∑
i

c†iσ(τ)c†iσ′(τ
′) +

[
Φσσ′(τ, τ ′)

]† N∑
i

ciσ′(τ ′)ciσ(τ)
]
. (C.30)

Putting all together we find the action

Seff =
∑
iσ

∫
dτc†iσ(τ)(∂τ − µ)ciσ(τ)− N

2 trlogD0 (C.31)

− N

ḡ2

∑
σσ′

∫
d2τ

1
D0(τ ′ − τ)

[ ∣∣∣Σσσ′(τ, τ ′)
∣∣∣2 − Φσσ′(τ, τ ′)

[
Φσσ′(τ, τ ′)

]† ]

+
∑
σσ′

∫
d2τ Σσσ′(τ, τ ′)

N∑
i

c†iσ(τ)ciσ′(τ ′)

+ 1
2
∑
σσ′

∫
d2τ

[
Φσσ′(τ, τ ′)

N∑
i

c†iσ(τ)c†iσ′(τ
′) +

[
Φσσ′(τ, τ ′)

]† N∑
i

ciσ′(τ ′)ciσ(τ)
]
.

Through this procedure we have removed the quartic terms in the fermions of Eq.(C.22) as
desired. However, to do so we had to insert new degrees of freedom Φ and Σ. Since the above
action is now quadratic in the fermions we can apply the Gaussian integration over Nambu-
Grassman spinors as we did in Eq.(C.14). This gives:

Seff = −N2 Trlog
[
Ḡ−1

0 − Σ̄
]
− N

2 trlogD0

− N

ḡ2

∑
σσ′

∫
d2τ

1
D0(τ ′ − τ)

[ ∣∣∣Σσσ′(τ, τ ′)
∣∣∣2 − Φσσ′(τ, τ ′)

[
Φσσ′(τ, τ ′)

]† ]
. (C.32)
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Here bars denote 4× 4 matrices in Nambu space

Ḡ−1
0 (τ, τ ′) =

Ĝ−1
0 (τ, τ ′) 0

0 − ˆ̃G−1
0 (τ ′, τ)

 , Σ̄(τ, τ ′) =

Σσ,σ′(τ, τ ′) Φσ,σ′(τ, τ ′)
Φ†σ,σ′(τ, τ ′) −Σσ,σ′(τ ′, τ)

 .
So far we have only included the first term in the expansion of the logarithm in Eq.(C.21). A
diagrammatic analysis demonstrates that at leading order in 1/N higher order processes will
only renormalize the bosonic propagator according to

D−1
0 7→ D−1 = D−1

0 −Π, (C.33)

with Π(τ) = −4ḡ2∑
σσ′ Gσσ′(τ)Gσ′σ(−τ). This gives as total action:

S

N
= −1

2Tr log
[
Ḡ−1

0 − Σ̄
]

+ 1
2Trlog

[
D−1

0 −Π
]

+ 1
2

∫
d2τD(τ ′, τ)Π(τ, τ ′) (C.34)

− 1
ḡ2

∑
σσ′

∫
d2τ

1
D(τ ′, τ)

[
Σσσ′(τ, τ ′)Σσ′σ(τ ′, τ)− Φσσ′(τ, τ ′)[Φσσ′(τ, τ ′)]†

]
.

Note that varying the action with respect to Π ensures Eq.(C.33) is fulfilled. Finally, we can
generate the normal and anomalous bi-local fields as consequence of the Gaussian integration
over a fields G(τ, τ ′) and F (τ, τ ′):

Seff

N
= −1

2Tr log
[
Ḡ−1

0 − Σ̄
]

+ 1
2Trlog

[
D−1

0 −Π
]

−
∑
σσ′

∫
d2τGσ′σ(τ ′, τ)Σσσ′(τ, τ ′) + 1

2

∫
d2τD(τ ′, τ)Π(τ, τ ′)

−1
2
∑
σσ′

∫
d2τ

(
Fσ′σ(τ ′τ)Φ†σσ′(τ, τ

′) + F †σ′σ(τ ′τ)Φσσ′(τ, τ ′)
)

+ ḡ2

2
∑
σσ′

∫
d2τ

(
Gσσ′(τ, τ ′)Gσ′σ(τ ′, τ)− F †σσ′(τ, τ

′)Fσ′σ(τ ′, τ)
)
D(τ, τ ′), (C.35)

which is precisely the effective action given in (C.17).

C.3 The higher dimensional Yukawa-SYK model: inter-dot effective
action

In this section we derive the effective action for the generalization of the phonon-fermion dot to
higher dimensions introduced in Chap. 7. Our primary goal is to derive the disorder-averaged
effective action of the model Eq.(7.1). We consider the partition function of the m-replicated
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system

Zm =
∫
Dψe−

∑
a
S0[ψa]

(∫ dgijk,x%(gijk,x)e−
∑

a
Sg[ψa]

)
︸ ︷︷ ︸

Jg

(∫
dtij,xx′%(tij,xx′)e−

∑
a
St[ψa]

)
︸ ︷︷ ︸

Jt

,
(C.36)

where %(g) and %(t) are Gaussian PDF with properties specified in Tab. 6.1 and Eq.(7.2)
The strategy is identical to that outlined in Sec. C.1 for the single dot with the additional index
x, the fields have to be endowed with. Therefore, we will simply state the result for Jg at the
end, and focus on the inter-dot contribution only.

Inter-dot effective action

The hopping-action reads:

St =
∫
dτ

∑
〈x,x′〉
ijσa

tij,xx′c
†
jσx′a(τ)ciσxa(τ) ≡

∑
〈x,x′〉
ij

tijxx′O
′
ijxx′ , (C.37)

with O′ijxx′ =
∫
dτ
∑
σ,a c

†
jσx′a(τ)ciσxa(τ). Here i, j are flavour indices, σ denotes spin, a replica,

and x, x′ are site indices which are assumed to be nearest neighbor. With the same logic of
Eq.(C.5) we perform the Gaussian integral and get:

Jt =
∫
dtijxx′ %(tijxx′)e−St = exp

[
t20

4N
∑
〈x,x′〉
ij

(
O′ijxx′O

′
ijxx′ +O′ijxx′O

′†
ijxx′

)]

= exp
[
t20

4N
∑
〈x,x′〉

∑
σσ′ab

∫
d2τ

(
c†jσx′a(τ)ciσxa(τ)c†jσ′x′b(τ

′)ciσ′xb(τ ′) + c†jσx′a(τ)ciσ′xb(τ ′)c†iσxa(τ)cjσ′x′b(τ ′)
)]
.

We now introduce the spatial-dependent version of the bilocal fields in Eq.(6.3)

Gσσ′,x(τ, τ ′) = 1
N

∑
i

c†iσ′x(τ ′)ciσx(τ), Fσσ′,x(τ, τ ′) = 1
N

∑
i

ciσ′x(τ ′)ciσx(τ), (C.38a)

Dab,x(τ, τ ′) = 1
N

∑
i

φix(τ ′)φix(τ). (C.38b)

Assuming replica-diagonal fields Zm = Z̄m, the effective action then becomes

St
N

= t20
4
∑
〈x,x′〉
σσ′

∫
d2τ

(
Gσ′σ,x′(τ, τ ′)Gσσ′,x(τ ′, τ)− F †σ′σ,x′(τ, τ

′)Fσσ′,x(τ ′, τ)
)
. (C.39)
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This, together with the single-dot contribution yields the effective action

Seff
g

N
=− 1

2
∑
x

Tr log
(
Ḡ−1

0 − Σ̄x

)
+ 1

2
∑
x

Tr log
(
D−1

0 −Πx

)
−
∑
σσ′,x

∫
dτdτ ′Gσ′σ,x(τ ′, τ)Σσσ′,x(τ, τ ′) + 1

2
∑
x

∫
dτdτ ′Dx(τ ′, τ)Πx(τ, τ ′)

− 1
2
∑
σσ′,x

∫
dτdτ ′

(
Fσ′σ,x(τ ′τ)Φ†σσ′,x(τ, τ ′) + F †σ′σ,x(τ ′τ)Φσσ′,x(τ, τ ′)

)

+ ḡ2

2
∑
σσ′,x

∫
dτdτ ′

(
Gσσ′,x(τ, τ ′)Gσ′σ,x(τ ′, τ)− F †σσ′,x(τ, τ ′)Fσ′σ,x(τ ′, τ)

)
Dx(τ, τ ′)

+ t20
4
∑
〈x,x′〉
σσ′

∫
d2τ

(
Gσ′σ,x′(τ, τ ′)Gσσ′,x(τ ′, τ)− F †σ′σ,x′(τ, τ

′)Fσσ′,x(τ ′, τ)
)
. (C.40)

As in the previous chapter, bars denote 4 × 4 matrices in Nambu space – see e.g. Eq.(C.15).
Working under the simplifying assumption of singlet pairing Eq.(C.18), we obtain Eq.(7.3) of the
main text.

Complex hopping As an aside, we consider t ∈ C→ tij,xx′ = t?ji,x′x with Gaussian PDF having
the properties.

t′ijxx′t
′
ijyy′ = t20

4N
(
δii′δjj′δxyδx′y′ + δij′δji′δxy′δx′y

)
, (C.41a)

t′′ijxx′t
′′
ijyy′ = t20

4N
(
δii′δjj′δxyδx′y′ − δij′δji′δxy′δx′y

)
. (C.41b)

We have

Jt =
∫
dtijxx′ %(tijxx′)e−St = exp

[
t20

4N
∑
〈x,x′〉
ij

Oijxx′O
†
ijxx′

]

= exp
[
t20

4N
∑
〈x,x′〉
ij

∑
aσ

∫
dτc†jσx′a(τ)ciσxa(τ)

∑
bσ′

∫
dτ ′c†iσ′xb(τ

′)cjσ′x′b(τ ′)

]

= exp
[
− t20

4 N
∑
〈x,x′〉

∑
σσ′ab

∫
d2τ Gba,σ′σ,x′(τ ′, τ)Gab,σσ′,x(τ, τ ′)

]
. (C.42)

Focusing once again on replica-diagonal solution we find

St
N

= t20
4
∑
〈x,x′〉
σσ′

∫
dτdτ ′Gσ′σ,x′(τ, τ ′)Gσσ′,x(τ ′, τ), (C.43)
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Notice how the above result follow from Eq.(C.39) after setting F = 0. This is consistent
with the physical argumentation that a complex hopping destroy time reversal symmetry of the
Hamiltonian of the model with consequent disappearance of superconductivity.

C.4 Action for charge fluctuations

In this section we derive the action for charge fluctuations around the saddle point of the higher
dimensional SYK model introduced in Chap. 7. For simplicity we re-quote here the term of the
disorder averaged effective action which is affected by the U(1) transformations Eq.(7.10)

S′

N
= −

∑
x

Tr log
(
Ĝ−1

0 − Σ̂x

)
+ t20

2
∑
〈x,x′〉

∫
d2τ

(
Gx(τ1, τ2)Gx′(τ1, τ2)− F †x(τ1, τ2)Fx′(τ2, τ1)

)
.

Using the U(1) ansatz Eq.(7.10), we would get exponential pre-factors in front of the self energy
matrix. To remove these factors we make a step back and consider the action before Grassmann
integration over Nambu spinor, i.e. the analogue of Eq.(C.14) of the previous chapter. We have:∫

d2τ ψ̂†x(τ1)Σ̂x
(
τ1, τ2

)
ψ̂x(τ2) =

∫
d2τ1 ψ̂

†
x(τ1)eiϕx(τ1)σ̂z Σ̂ (τ1 − τ2) e−iϕx(τ2)σ̂z ψ̂x(τ2),

where ψ̂tx(τ) = (ci↑x(τ), c†i↓x(τ)). We exploit the U(1)-gauge freedom enjoyed by the Nambu
spinor in order to remove the exponential factor. We consider the following definition

ψ̂x(τ) = eiϕx(τ)σ̂z

γi↑x(τ)
γ†i↓x(τ)


︸ ︷︷ ︸

γ̂x(τ)

. (C.44)

The free propagator term instead reads∫
d2τ ψ̂†x(τ1)Ĝ−1

0 (τ1 − τ2) ψ̂x(τ2) =
∫
d2τ γ̂†x(τ1)e−iϕx(τ1)σ̂zĜ−1

0 (τ1 − τ2) eiϕx(τ2)σ̂z γ̂x(τ2).

Explicitly, we get:

e−iϕx(τ1)σ̂zĜ−1
0 (τ1 − τ2) eiϕx(τ2)σ̂z = e−iϕx(τ1)σ̂z

(
−(∂τ1 − µ)δτ1τ2 0

0 −(∂τ1 + µ)δτ1τ2

)
eiϕx(τ2)σ̂z

=

−(∂τ1 + iϕ̇x − µ)δτ1τ2 0
0 −

(
∂τ1 − iϕ̇x + µ

)
δτ1τ2

 ,
where we have used the notation δτ1τ2 = δ(τ1 − τ2). The gauge transformation Eq.(C.44) shifts
the chemical potential as µ 7→ µ− iϕ̇x. Eventually, we obtain:∫

d2τ ψ̂†x(τ1)Ĝ−1
0 (τ1 − τ2) ψ̂x(τ2) =

∫
d2τ γ̂†x(τ1)

(
Ĝ−1

0 (τ1 − τ2)− i∂τ ϕ̂x(τ1 − τ2)
)
γ̂x(τ2),
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where we have introduced ∂τ ϕ̂x(τ1 − τ2) = ϕ̇xσ̂zδ(τ1 − τ2).
Trace-log term: let us tackle the trace-log term in Eq.(7.12) first. We have:

Trlog
[
Ĝ−1

0 − i∂τ ϕ̂x − Σ̂x

]
= Tr log

[
Ĝ−1 − i∂τ ϕ̂x

]
,

where we employed the Dyson equation Eq.(7.5). In the next we perform a ϕ-expansion and
equate the trace over imaginary time and Nambu sub-spaces:

Tr log
[
Ĝ−1 − i∂τ ϕ̂x

]
= Tr log

(
Ĝ−1

)
+ Tr log

(
1− iĜ∂τ ϕ̂x

)
≈ const + 1

2Tr
[
Ĝ∂τ ϕ̂xĜ∂τ ϕ̂x

]
τ−tr= const + 1

2

∫
d4τ TrN

[
Ĝ(τ1 − τ2)∂τ ϕ̂(τ2 − τ3)Ĝ(τ3 − τ4)∂τ ϕ̂(τ4 − τ1)

]
= const + 1

2

∫
d2τ TrN

[
Ĝ(τ1 − τ2)σ̂zĜ(τ2 − τ1)σ̂z

]
ϕ̇x(τ1)ϕ̇x(τ2),

where we have grouped in “const” all the terms independent on ϕ. Using the explicit expression
for the Nambu propagator Eq.(6.5), we obtain

TrN
[
Ĝ(τ1 − τ2)σ̂zĜ(τ2 − τ1)σ̂z

]
= 2G(τ1 − τ2)G(τ2 − τ1)− 2F (τ1 − τ2)F †(τ2 − τ1),

where we have used the symmetry of the anomalous propagator F under time-arguments swap-
ping. The trace-log action is therefore given by:

Trlog
[
Ĝ−1

0 − i∂τ ϕ̂x − Σ̂x

]
=
∫
d2τϕ̇x(τ1)Π−(τ1 − τ2)ϕ̇x(τ2), (C.45)

with

Π±(τ) = ΠG(τ)±ΠF (τ), (C.46a)
ΠG(τ) = G(τ)G(−τ), (C.46b)
ΠF (τ) = F (τ)F †(−τ). (C.46c)

Hopping term: we now focus on the hopping part of the effective action Eq.(7.12)

S′2
N

= t20
2
∑
〈x,x′〉

∫
d2τ

(
Gx(τ1, τ2)Gx′(τ2, τ1)− F †x(τ1, τ2)Fx′(τ2, τ1)

)
. (C.47)

It is useful to introduce the notion of gradient:

ϕx(τ)− ϕx′(τ) ≡ ∇xϕ(τ)a. (C.48)

Here a = x − x′ is the displacement between two neighbor sites that we have taken to be the
same for every sites. Moreover, the above expression is valid for small displacements only. Let
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C.4 Action for charge fluctuations

us Taylor-expand w.r.t. ϕ
2S′2
t20N

=
∑
〈x,x′〉

∫
d2τ

(
G(τ1 − τ2)G(τ2 − τ1) ei(∇xϕ(τ1)−∇xϕ(τ2))a (C.49)

− F †(τ1 − τ2)F (τ2 − τ1) e−i(∇xϕ(τ1)+∇xϕ(τ2))a
)

≈ −1
2
∑
〈x,x′〉

∫
d2τ

(
G(τ1 − τ2)G(τ2 − τ1)

[
(∇xϕ(τ1)a)2 − 2(∇xϕ(τ1)a)(∇xϕ(τ2)a) + (∇xϕ(τ2)a)2

]

− F †(τ1 − τ2)F (τ2 − τ1)
[
(∇xϕ(τ1)a)2 + 2(∇xϕ(τ1)a)(∇xϕ(τ2)a) + (∇xϕ(τ2)a)2

])
= −

∑
p

ε(p)
∫
d2τ

[
Π−(τ1 − τ2)(ϕp(τ1)ϕ−p(τ1) + ϕp(τ2)ϕ−p(τ2))− 2Π+(τ1 − τ2)ϕp(τ1)ϕ−p(τ2)

]
.

In the last step we Fourier transformed the phase field to momentum space ϕ(τ, x) =∑
p ϕp(τ)eipx. In the above expression we have defined ε(p) = 1

2
∑
x′near x(~p ·~a)2,which in the case

of isotropic Bravais lattices with unit spacing, is simply given by ε(p) = |p|2. After some algebra
we can rewrite it as

S′2
N

= −
∑
p

ε(p)
∫
d2τ ϕp(τ1)L(τ1 − τ2)ϕ−p(τ2), (C.50)

with

L(τ) = t20

(
δ(τ)

∫ β

−β
dτ̄Π−(τ̄)−Π+(τ)

)
. (C.51)

We finally switch to Matsubara frequencies using the following conventions

ϕp(τ) = T
∑
εn

e−iεnτϕpεn , (C.52a)

ϕpεn = 1
2

∫
dτeiεnτϕp(τ), (C.52b)

and get the total effective action for the phase mode Eq.(7.13) of the main text. The Fourier
transform of Eq.(C.51) is given by

L(iεn) = 1
2

∫ β

−β
dτeiεnτL(τ) = t20

2

(∫
dτΠ−(τ)−

∫
dτeiεnτΠ+(τ)

)

= t20
2

(∫
dτΠG(τ)

(
1− eiεnτ

)
−ΠF (τ)

(
1 + eiεnτ

))

= t20
2
[
ΠG(0)−ΠG(iεn)−ΠF (0)−ΠF (iεn)

]
(C.53)

≈ − t
2
0
2

(
2
∫
dτΠF (τ) + iεn

∫
dτΠ+(τ)

)
+O(ε2n). (C.54)

From the last line it is clear that the low frequency behavior of the transport correlator L
Rεn is

non-vanishing provided that
∫
dτΠF (τ) 6= 0.
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D Appendix D

The superconducting kernel

In this appendix we analyze the electromagnetic response of a conductor to external scalar and
vector potentials. Our main goal is to identify a quantity suitable to test superconductivity of
the extended SYK model introduced in Chap. 7.
We start from the Maxwell equations for the electric and magnetic fields:

∇ ·E = 4πρtot,

∇×B = 4π
c

jtot + 1
c
∂tE, (D.1)

where c is the speed of light. Here ρtot and jtot are the total charge and current densities. It is
useful to introduce the displacement field D and the magnetizing field H which are sourced by
external charges and currents

∇ ·D = 4πρext,

∇×H = 4π
c

jext + 1
c
∂tD. (D.2)

These auxiliary fields are related to the total ones via constitutive relations Dα = εαβEβ and
Hα = µ−1

αβBβ, where εαβ and µαβ are the dielectric and magnetic permeability tensors respec-
tively.
The intrinsic electromagnetic response of the system is encoded into the polarization P and the
magnetization M, defined via D = E + 4πP and H = B − 4πM. We can therefore rewrite the
Maxwell equations using the induced densities only:

δρ ≡ ρtot − ρext = −∇ ·P,
δj ≡ jtot − jext = ∂tP + c∇×M. (D.3)

Using the constitutive relations, we can express the induced densities in terms of E and B:

δρ = −iqαPα = − i

4πqα(εαβ − δαβ)Eβ,

δjα = −iωPα + icεαβγqβMγ (D.4)

= − i

4πω(εαβ − δαβ)Eβ + i

4πc εαβγqβ
(
δγδ − µ−1

γδ

)
Bδ, (D.5)
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D The superconducting kernel

where we have performed the Fourier transformation to frequency and momentum space. The
magnetic and electric fields can be then expressed in terms of potentials, i.e. Eα = −iqαφ+ iωcAα
and Bα = iεαβγqβAγ . It is convenient to write the vector potential as

Aα = qα
q
Al +At,α,

where Al = q·A
q is the longitudinal component and At,α = Aα − qα

q At are the transversal com-
ponents of A with respect to the incident momentum q.
We obtain:

δρ = 1− εl
4π q2

(
φ− ω

cq
Al
)
, (D.6)

δjα = 1− εt
4π ωqα

(
φ− ω

cq
Al
)
− 1

4π
(
(1− εl)

ω2

c
− (1− µ−1

t )cq2
)
At,α, (D.7)

where we have used the following decomposition for the dielectric and magnetic permeability
tensors εαβ = εl

qαqβ
|q|2 + εt

(
δαβ −

qαqβ
|q|2

)
, and µ−1

αβ = µ−1
l

qαqβ
|q|2 + µ−1

t

(
δαβ −

qαqβ
|q|2

)
. The charge

response is governed by the longitudinal dielectric function εl, while the induced current consists
of both longitudinal and a transverse contributions.
Written in terms of charge compressibility χ and electrodynamic kernel K [216], the above rela-
tions become

δρ(q, ω) = −χ(q, ω)
(
φ(q, ω)− ω

cq
Al(q, ω)

)
, (D.8)

δjα(q, ω) = Kαβ(q, ω)
(
Aβ(q, ω)− qβ

c

ω
φ(q, ω)

)
= qα

q
Kl(q, ω)

(
Al(q, ω)− cq

ω
φ(q, ω)

)
+Kt(q, ω)At,α(q, ω). (D.9)

Here, the combinations of the vector and scalar potentials are all gauge invariant, i.e. do not
change when we substitute Aα 7→ Aα − iqαΛ and φ 7→ φ− iωcΛ, where Λ is a smooth function.
The advantage of such a rewriting is that, in some cases, the response functions χ and K can be
derived straightfowordly from the field-theoretical action – see e.g. Chap.7.
Comparing Eqs.(D.6) and (D.8) we find that εl = 1 + 4πχ. On the other hand, from (D.7) it
follow shat εl = 1 + 4πc

ω2 Kl. This allows us to identify

χ(q, ω) = cq2

ω2 Kl(q, ω). (D.10)

Since moreover the longitudinal electric conductivity is given by σl = −iω
q2 χ, it holds that

σl(q, ω) = c
Kl(q, ω)
iω

. (D.11)

Finally, we obtain for the transverse current response:

1
4π

[
(1− µ−1

t (q, ω))c q2 −
(
1− εt(q, ω)

) ω2

c

]
= Kt(q, ω). (D.12)
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Hence, the knowledge of Kt does not determine independently the transverse permeability and
the transverse dielectric response. However, if we consider homogeneous processes we have

εt(0, ω) = 1 + 4πc
ω2 Kt(0, ω). (D.13)

On the other hand, for static processes we find for the permeability

µ−1
t (q, 0) = 1− 4π

c

Kt(q, 0)
q2 . (D.14)

This last identity helps in establishing whether the magnetic field get expelled from the interior
of the system. This phenomenon occurs in type-I superconductor and in type-II below the lower
critical field and is known as Meissner effect. It corresponds to a vanishing permeability µαβ = 0.
Hence, Kt(q → 0, 0) should vanish slower than q2. Consider a static configuration (ω = 0) for
which q2At,α = 4π

c (jext,α + δjα). From Eq.(D.7) it follows that

At,α = 4π
c

jext,α
q2 −Kt(q, 0) , (D.15)

which yields for the magnetic field

B(r) = 4π
c

∫
dq

(2π)3
iq × jext

q2 −K′t(q, 0)e
iq·r. (D.16)

The characteristic length scale of the decay of the magnetic field near the surface is therefore
given by

λ−2 = 4π
c
ρs = − lim

q→0
K′t(q, ω = 0) (D.17)

where ρs denotes the superconducting phase stiffness.
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E Appendix E

Details on the derivation of the
holographic action from SYK

E.1 Fourier transformation over relative and absolute times

In this section we manipulate the effective action of the Yukawa SYK Eq.(6.1) model which
contains only the superconducting degrees of freedom. For simplicity we re-quote it here

S(sc) ≈ G̃n ⊗ Φ† ⊗Gn ⊗ Φ− ḡ2λp
2 (F †F )⊗Dn − F † ⊗ Φ− F ⊗ Φ†. (E.1)

In the following we perform Fourier transformation over absolute and relative times τ+τ ′
2 and

τ − τ ′.

Let us focus on the first term. It is given by

S
(sc)
1 = −

∫
d4τGn(τ2 − τ1)Φ?(τ3, τ2)Gn(τ3 − τ4)Φ(τ4, τ1) (E.2)

7→ −
∫
d4τGn(τ2 − τ1)Gn(τ3 − τ4)Φ?

(τ2 + τ3
2 , τ3 − τ2

)
Φ
(τ1 + τ4

2 , τ4 − τ1
)
,

where in the last passage we have expressed the anomalous self energy in terms of the absolute
and relative times through a change of variables. This is formally done by introducing a new
set of fields e.g. via Φ(τ, τ ′) ≡ Φ̃( τ+τ ′

2 , τ − τ ′). Since however both the fields encode the same
physics, we use the same symbol to keep the notation lighter.
We now perform Matsubara transformations. In the following we denote with ω absolute fre-
quencies and with ε the relative ones. We have:

S
(sc)
1 = −

∫
εε′,ωω′,νν′

Φ? (ω, ε)Φ(ω′, ε′)Gn(ν)Gn(ν ′)

×
∫
d4τe−i(ν(τ2−τ1)+ν′(τ3−τ4)−ω τ2+τ3

2 −ε(τ3−τ2)+ω′ τ1+τ4
2 +ε′(τ4−τ1)).
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E Details on the derivation of the holographic action from SYK

Working-out the time-integrals yields the following constraints: ε′ = ε, ω′ = ω, , ν = ω
2 − ε, ν

′ =
ω
2 + ε. This ultimately yields:

S
(sc)
1 = −

∫
ωε
d2τ Φ? (ω, ε)Π(ω, ε)Φ

(
ω, ε

)
, (E.3)

with fermion-fermion bubble
Π(ω, ε) = Gn

(ω
2 − ε

)
Gn
(ω

2 + ε
)
. (E.4)

Next we analyze the second term of Eq.(E.1) :

− 2
ḡ2λp

S
(sc)
2 = (F †F )⊗Dn =

∫
d2τF ∗(τ2, τ1)F (τ1, τ2)Dn(τ2 − τ1)

7→
∫
d2τF ?

(τ1 + τ2
2 , τ2 − τ1

)
F
(τ1 + τ2

2 , τ2 − τ1
)
Dn(τ2 − τ1)

=
∫
ω,εε′

F ?(ω, ε)F (ω, ε′)Dn(ε− ε′), (E.5)

which is non-local in ε-space. Finally, the third term is given by

−S(sc)
3 = F † ⊗ Φ + F ⊗ Φ†

=
∫
d2τ(F ∗(τ2, τ1)Φ(τ2, τ1) + (F (τ1, τ2)Φ?(τ1, τ2))

7→
∫
d2τ

[
F ?
(τ1 + τ2

2 , τ2 − τ1
)
Φ
(τ1 + τ2

2 , τ2 − τ1
)

+ F ↔ Φ
]

=
∫
ω,ε

[
F ?
(
ω, ε

)
Φ
(
ω, ε

)
+ F

(
ω, ε

)
Φ? (ω, ε)] . (E.6)

Globally, we have:

S(sc) = −
∫
ω,ε

Φ
(
ω, ε

)
Π(ω, ε)Φ? (ω, ε)− ∫

ω,ε

[
F ?
(
ω, ε

)
Φ
(
ω, ε

)
+ F

(
ω, ε

)
Φ? (ω, ε)]

− ḡ2λp
2

∫
ω,εε′

F ?
(
ω, ε

)
F (ω, ε′)Dn(ε− ε′). (E.7)

E.2 Derivation of the holographic action

We are now ready to perform the Gaussian integration over Φ. Let us focus on the first line and
consider the partition function

Z =
∫
D[Φ,Φ?] e

∫
ω,ε

Φ(ω,ε)Π(ω,ε)Φ†(ω,ε)+
∫
ω,ε

[F ?(ω,ε)Φ(ω,ε)+F (ω,ε)Φ?(ω,ε)]

=
∏
ε,ω

(∫
d
[
Φ
(
ω, ε

)
Φ? (ω, ε)] eΦ(ω,ε)Π(ω,ε)Φ†(ω,ε)+F ?(ω,ε)Φ(ω,ε)+F (ω,ε)Φ?(ω,ε)

)

= e
−
∫
ω,ε

F?(ω,ε)F(ω,ε)
Π(ω,ε) (E.8)
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E.2 Derivation of the holographic action

This leads to the following Gaussian-in-F action:

S(sc) =
∫
ω,ε

F ?
(
ω, ε

)
F
(
ω, ε

)
Π(ω, ε) − ḡ2λp

2

∫
ω,εε′

F ?
(
ω, ε

)
Dn(ε− ε′)F (ω, ε′). (E.9)

We now manipulate the above expression by utilizing the boson and fermion propagators Eq.(8.7),
which we re-quote here for simplicity Gn (ε) = cg

(
tan θ + isign (ε)

)
|ε|−

1−γ
2 , Dn (ε) = cb |ε|−γ .We

remind that θ parametrizes the deviation from half filling and was defined in Eq.(6.25). Starting
from the fermion-fermion bubble Eq.(9.7), we perform a small ω-expansion and obtain:

Π(ω, ε) = c2
g,θ|ε|γ−1

(
1 + 1− γ

8

(
ω

ε

)2 )
+O(ω2), (E.10)

where c2
g,θ = c2

g(tan2θ + 1). Plugging this into the action gives∫
ω,ε

F ?
(
ω, ε

)
F
(
ω, ε

)
Π(ω, ε) = c−2

g,θ

∫
ω,ε
F ?
(
ω, ε

)
ε1−γ

[
1− 1− γ

8
(ω
ε

)2
]
F
(
ω, ε

)
. (E.11)

We now use the map Eq.(9.8) of the main text, which we re-quote here for simplicity

ψ̃(ω, z) = cF z
γ−1

2 F (ω, czz−1). (E.12)

Employing the identity
∫∞
−∞

dε
2π ... = cz

π

∫∞
0

dz
z2 we find

∫
ω,ε

F ?
(
ω, ε

)
F
(
ω, ε

)
Π(ω, ε) =

c−2
g,θc

2−γ
z

πc2
F

∫
ω
dz
ψ̃?
(
ω, z

)
ψ̃
(
ω, z

)
z2

− 1− γ
8πc2

F

c−2
g,θc
−γ
z

∫
ω
dzω2ψ̃?

(
ω, z

)
ψ̃
(
ω, z

)
. (E.13)

Transforming-back to time domain yields∫
ω,ε

F ?
(
ω, ε

)
F
(
ω, ε

)
Π(ω, ε) = m2

(1)

∫
t,z

|ψ̃?
(
t, z
)
|2

z2 +At

∫
t,z
|∂tψ̃

(
t, z
)
|2, (E.14)

with m2
(1) = c−2

g,θ
c2−γz

πc2F
and At = − 1−γ

8πc2F
c−2
g,θc
−γ
z .

Let us now focus on the non-local term in Eq.(E.9)

snl ≡ −
2

cbḡ2λp
Snl =

∫
ω,εε′

F ?
(
ω, ε

)
F
(
ω, ε′

)
|ε− ε′|γ

, (E.15)

where we have used the explicit expression for the pairing field Dn(ε) = cb|ε|−γ . In order to
diagonalize such a term we consider the following transformation

F (ω, ε) =
∫ ∞
−∞

dξ√
2π
fξ(ω)|ε|iξ|ε|−1+γ/2. (E.16)

165



E Details on the derivation of the holographic action from SYK

Figure E.1: Behavior of the integral r(ξ) in Eq.(E.19) for several values of the γ-exponent.
The bell shape around ξ = 0 becomes a delta-function in the γ → 0 limit.

This is a Fourier expansion with respect to log ξ, also known as Mellin transformation – see e.g.
Ref.[217]. We have

snl = 1
2π

∫
ω,εε′,ξξ′

f?ξ′ (ω) fξ (ω) |ε|
−iξ′ |ε|−1+γ/2|ε′|iξ|ε′|−1+γ/2

|ε− ε′|γ
. (E.17)

We now introduce an auxiliary variable x = ε′/ε

snl = 1
(2π)2

∫
ω,ε,ξξ′

f?ξ′ (ω) fξ (ω) |ε|
i(ξ−ξ′)

|ε|

∫
x

|x|iξ

|1− x|γ |x|1−γ/2

= 1
4π3

∫
ω,ξξ′

rξf
?
ξ′ (ω) fξ (ω)

∫
d(log ε)ei(ξ−ξ′)(log ε)

= 1
2π2

∫
ω,ξ

rξf
?
ξ (ω) fξ (ω) . (E.18)

Here

rξ =
∫
x

|x|iξ

|1− x|γ |x|1−γ/2
, (E.19)

and is bell-shaped around ξ = 0 and becomes a Dirac delta for small γ –see Fig.E.1. In conclusion,
the non-local contribution to the action is given by:

Snl = −cbḡ
2λp

4π2

∫
ω,ξ

rξf
?
ξ (ω) fξ (ω) . (E.20)

The leading contribution to the partition function comes from the maximum value of Snl which
is around ξ = 0. This allows to perform the expansion rξ ≈ aγ − bγξ2 and gives

Snl ≈ −cbḡ
2λp

4π2

∫
ω,ξ

(aγ − bγξ2)f?ξ (ω) fξ (ω) , (E.21)
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with

aγ =
π2 csc2

(
πγ
4

)
sec

(
πγ
2

)
2Γ
(
1− γ

2

)2
Γ(γ)

, (E.22a)

bγ =
π2
(
π2 − 4 sin2

(
πγ
4

)
ψ(1)

(
1− γ

2

))
8Γ
(
1− γ

2

)2
Γ(γ)sin4

(
πγ
4

)
cos

(
πγ
2

) , (E.22b)

where ψ(1) is the Poly-Gamma function.
To apply the map Eq.(E.12) we need the Mellin-decomposition of the field ψ̃ and of its derivative:

ψ̃(ω, z) = cF c
γ
2−1
z

∫
ξ

√
z

2πfξ(ω)
∣∣∣∣ zcz
∣∣∣∣−iξ,

∂zψ̃(ω, z) = cF c
γ
2−1
z

∫
dξ√
2πz

(1
2 − iξ

)
fξ(ω)

∣∣∣∣ zcz
∣∣∣∣−iξ. (E.23)

It then follows that: ∫
z
|∂zψ̃(ω, z)|2 = c2

F c
γ−2

∫
ξ

(1
4 + ξ2

)
f?ξ (ω)fξ(ω), (E.24)∫

z

|ψ̃(ω, z)|2
z2 = c2

F c
γ−2
z

∫
ξ
f?ξ (ω)fξ(ω). (E.25)

The non-local action then becomes

Snl = m2
(2)

∫
zω

|ψ̃(ω, z)|2
z2 +Az

∫
zω
|∂zψ̃(ω, z)|2, (E.26)

withm2
(2) = − cbḡ

2λpbγ
4π2c2F c

γ−2
z

(
aγ
bγ

+ 1
4

)
and Az = cbḡ

2λpbγ
4π2c2F c

γ−2
z

. To complete our derivation we transform-
back to time domain and get as total action

Ssc =
∫
z,t

(
At|∂tψ̃|2 +Az|∂zψ̃|2 + m2

z2 |ψ̃|
2
)
, (E.27)

with m2 = m2
(1) +m2

(2) = c2z
πc2F c

2
g,θ
cγz

[
1− λpbγ

2πCγ

(
aγ
bγ

+ 1
4

) ]
.

In the following we fix the free parameters cz and cF of the map Eq.(E.12). The choice Az/At = 1
would give the action for a massive scalar field in AdS2 background. However, the constant
cz resulting from this condition would be complex yielding an ill-defined coordinate change in
Eq.(E.12). If instead we require Az/At = −1 we obtain

c2
F = bγλp

2π2Cγc2
g,θc

γ
z
c2
z, c2

z = (1− γ)Cγπ
4bγλp

, (E.28)

which are real since 0 < γ < 1. We then obtain Eq.(9.9) of the main text.
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F Appendix F

Radon transformation

In this appendix we elaborate on the Radon transformation introduced in Eq.(9.11) in the main
text. We will draw our conclusions by applying the results of Ref. [218], where the Radon
transformation has been carefully analyzed.

F.1 Eigenfunctions of the Laplacian operator

In this section we give details on the eigenfunctions of the Laplacian operator both in Euclidean
AdS2 and Lorentzian dS2 signatures.
Eigenfunctions and eigenvalues of the E-AdS2 Laplacian: consider the eigenvalue equation

2AdS2ψλ = µψλ, (F.1)

where 2AdS2 = ζ2(∂2
τ + ∂2

ζ ) and λ = (p, ω). Separation of variables ψλ(τ, ζ) = h(τ)f(ζ) leads to
f(τ) = eiωτ and

∂2
zh(ζ) =

(
µ

ζ2 + ω2
)
h(z), (F.2)

which is the Bessel equation. The solution is therefore given by

ψp,ω(τ, ζ) = ape
iωτ
√
ζKip(|ω|ζ), (F.3)

where ap =
√
p sinh(πp)/π3, Kip are modified Bessel functions, and p = −iν > 0. Moreover, the

eigenvalue is given by µ = −(p2 + 1/4). Such eigenfunctions are orthonormal:∫ ∞
−∞

dτ

∫ ∞
0

dζ

ζ2 ψ
?
p,ω(τ, ζ)ψp′,ω′(τ, ζ) = δ(p− p′)δ(ω − ω′). (F.4)

Eigenfunctions and eigenvalues of the L-dS2 Laplacian: we now apply the same strategy to the
Lorentzian dS2 case. The eigenvalues problem 2dS2ψ̃λ = µ̃ψ̃λ, with 2dS2 = z2(∂2

t −∂2
z ), is solved

by
ψ̃p,ω(t, z) = bpe

−iωt√zZip(|ω|z), (F.5)
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F Radon transformation

with bp =
√
p/(4πsinh(πp)) and µ̃ = p2 + 1/4. Here Zν(x) = Jν(x) + tan(πν/2)+1

tan(πν/2)−1J−ν(x) with
Jν(x) Bessel functions of the first kind. The orthonormality condition reads∫ ∞

−∞
dt

∫ ∞
0

dz

z2 ψ̃
?
p,ω(t, z)ψ̃p′,ω′(t, z) = δ(p− p′)δ(ω − ω′). (F.6)

In a coordinate-independent form, the orthogonality conditions can be written as∫
d2x
√
gAdS2ψ

?
λ(x)ψλ′(x) = δλλ′ , (F.7a)∫

d2y
√
−gdS2ψ̃

?
λ(y)ψ̃λ′(y) = δλλ′ . (F.7b)

F.2 Normal mode expansion of the actions

In this section we show the equivalence of the following actions

SAdS2 =
∫
x

√
gAdS2ψ

?(x)
[
m2 −2AdS2

]
ψ(x), (F.8a)

SdS2 =
∫
y

√
−gdS2ψ̃

?(y)
[
m2 + 2dS2

]
ψ̃(y), (F.8b)

which are respectively Euclidean-AdS2 and Lorentzian-dS2, while gAdS2 , gdS2 are the associated
metric determinants. Let us perform an expansion in terms of eigenfunctions of the Laplacian
operators:

ψ(x) =
∑
λ

aλψλ(x), ψ̃(y) =
∑
λ

ãλψ̃λ(y), (F.9)

where 2AdS2ψλ = µλψλ, 2dS2ψ̃λ = µ̃λψ̃λ and λ is a generic quantum number we specify shortly.{
ψλ
}
and {ψ̃λ} are orthonormal sets of functions∫

d2x
√
gAdS2ψ

?
λ(x)ψλ′(x) = δλλ′ , (F.10a)∫

d2y
√
−gdS2ψ̃

?
λ(y)ψ̃λ′(y) = δλλ′ , (F.10b)

Notice that Eq.(9.12) for one eigenfunction leads to R[2AdS2ψλ] = µλRψλ, and

2dS2Rψλ︸ ︷︷ ︸
ψ̃λ

= −µλRψλ︸ ︷︷ ︸
ψ̃λ

. (F.11)

It then follows follows that the Radon transformation of the eigenfunctions are themselves eigen-
functions with eigenvalue of opposite sign, i.e. µ̃λ = −µλ. Plugging these expressions into the
actions yields

SAdS2 =
∑
λλ′

∫
x
a?λaλ′

√
gAdS2ψ

?
λ(x)

[
m2 −2AdS2

]
ψλ(x)

=
∑
λ

|aλ|2
[
m2 − µλ

]
. (F.12)
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F.3 Radon transform in the frequency domain

Analogously, the dS2 action reads

SdS2 =
∑
λλ′

ã?λãλ′
∫
y

√
−gdS2ψ̃

?
λ(y)

[
2dS2 +m2

]
ψ̃λ′(y)

=
∑
λ

|ãλ|2
[
m2 − µλ

]
, (F.13)

where we have used µ̃λ = −µλ. In Eq.(3.20) of Ref.[218] it was shown that R[ψλ](z, t) =
Lλψ̃λ(z, t), with so-called leg factor Lp = −2i

√
πΓ
(

1
4 + ip2

)
/Γ
(

3
4 + ip2

)
. Here we have used the

momentum-frequency representation of the eigenfunctions λ = (p, ω). Such a relation leads to
the following constraint between expansion coefficients ãpω = Lpapω, and hence

SdS2 =
∫
ωp

(
m2 + p2 + 1

4

)
|Lp|2|apω|2. (F.14)

At small p holds |Lp| = 4πΓ2(1/4)
Γ2(3/4) (1− 4cGp

2), where cG = ∑∞
n=0

(−1)n
(2n+1)2 ≈ 0, 915966 is Catalan’s

constant. It then follows
SdS2 [m,Rψ] = cSSAdS2 [m′, ψ], (F.15)

with overall coefficient cS = 4πΓ2(1/4)
[
1− 4cG(m2 + 1/4)

]
and

m′2 = m2 + 1/4
1− 4cG(m2 + 1/4) −

1
4 .

Thus, near the BF-bound m′2 ≈ m2 and the two actions are, up to a numerical constant the
same.

F.3 Radon transform in the frequency domain

In this section we analyze the Radon transformation in frequency space. To do so, we first write
Eq.(9.11) explicitly, by noting that a geodesic in AdS2 is given by semicircles z2 = ζ2 + (τ − t)2

of radius z and centered around (ζ, τ) = (0, t). Then it follows that

ψ̃(z, t) = 2z
∫ t+z

t−z
dτ

∫ ∞
0

dz

ζ
δ
(
z2 − (τ − t)2 − ζ2

)
ψ(ζ, τ), (F.16)

where we have used the notation R[ψ] = ψ̃. Fourier transforming with respect to times yields

ψ̃(z, ω) =
∫ ∞
−∞

dteiωtψ̃(z, t)

= 2z
∫ ∞
−∞

dτ

∫ ∞
0

dζ

ζ
ψ(ζ, τ)

∫ τ+z

τ−z
dt eiωtδ

(
z2 − (τ − t)2 − ζ2

)
︸ ︷︷ ︸

Jδ

, (F.17)

where we have transferred integration limits from the τ to the t-integral.

171



F Radon transformation

We now shift t 7→ t − τ and get Jδ = eiωτ
∫ z
−z dt e

iωtδ(z2 − t2 − ζ2). Since z and ζ are both
positive and t is real, the condition t2 = z2 − ζ2 has solution only if 0 < ζ < z. Therefore:

Jδ(z, ζ, τ) = eiωτθ(z − ζ)
∫ ∞
−∞

dt cos(ωt)δ
(
t2 − z2 + ζ2

)
θ(z2 − t2), (F.18)

where we have used the Heaviside function to properly extend the integration limits.
Working-out the delta function gives δ(t2 − (z2 − ζ2)) = (δ(t + t0) − δ(t − t0))/2t0 with t0 =√
z2 − ζ2. Consequently:

Jδ(z, ζ, τ) = eiωτθ(z − ζ)cos(ω
√
z2 − ζ2)√

z2 − ζ2 . (F.19)

Plugging this into the initial expression gives

ψ̃(z, ω) = 2z
∫ z

0

dζ

ζ
ψ(ζ, ω)cos(ω

√
z2 − ζ2)√

z2 − ζ2 , (F.20)

where ψ(ζ, ω) =
∫
τ ψ(ζ, τ)eiωτ . We thus have found that the Radon transformation is local in ω

but non-local in the radial coordinates.

F.4 Pairing response after Radon transformation

In the previous section we have established that the Radon transformation Eq.(9.11) correctly
maps the problem Eq.(9.9) into an Euclidean AdS2 action. We now want to check how such a
map affects the pairing response. To do so, we consider the following action

SJ,dS2 = −
∫
d2y

√
−gdS2

(
J(y)ψ̃?(y) + h.c.

)
. (F.21)

In Chap. 8 we have seen that the SYK superconductor leads to a source term J(z, t) =
cz
cF
z

1−γ
2 J0(t), where J0(t) couples to ∑i c

†
i↓(t)c

†
i↑(t). Fourier transforming with respect to times

yields

SJ,dS2 −
cz
cF

∫
dωdz

z2

(
J0(ω)z

1−γ
2 ψ̃?(z, ω) + h.c.

)
. (F.22)

Applying the Radon transformation in frequency space Eq.(F.20) we obtain

SJ,dS2 = SJ,AdS2 = − cz
cF

∫
dωdζ

ζ2

(
JAdS2(ζ, ω)ψ?(ζ, ω) + h.c.

)
, (F.23)

where

JAdS2(ζ, ω) ≡ 2J0(ω)ζ
∫ ∞
ζ

dζ

z
1+γ

2

cos
(
ω
√
z2 − ζ2

)
√
z2 − ζ2 . (F.24)
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F.4 Pairing response after Radon transformation

At small ω we obtain

JAdS2(ζ, ω) ≈ J0(ω)ζ
1−γ

2

[√πΓ
(

1+γ
4

)
Γ
(

3+γ
4

) + |ωζ|
1+γ

2 Γ
(
− 1 + γ

2
)
cos
(π

4 (1 + γ)
)]
. (F.25)

Hence, for ω < z−1we have essentially the same response as without the Radon transform.

F.4.1 Static susceptibility

In Sec.8.2 we have found that the static pairing susceptibility of the Yukawa-SYK model is given
by

χ = γ2χc
Λ2ν − T 2ν

(γ + 2ν)2Λ2ν − (γ − 2ν)2T 2ν . (F.26)

Our goal is now to understand how this changes upon a Radon transformation. To do so, we
first have to see how the pairing susceptibility formally originates from the field ψ̃. In Sec.8.3.1,
we have seen that the ω = 0 solution of the gap equation is ψ̃

(
0, z

)
= Ãz

1
2−ν + B̃z

1
2 +ν . Ã and

B̃ are determined by the boundary condition translated for ψ̃(ω, ζ):

ψ̃′(zT )
ψ(zT ) = 1− γ

2zT
,

ψ̃′(zΛ) = 1 + γ

2zΛ
ψ̃(zΛ)− γ c′0J0zΛ

− γ+1
2 , (F.27)

with c′0 = cF c
2
g,θ

c1−γz
. Reminding that ψ̃(ω, ζ) = cF ζ

γ−1
2 F (ω, czζ−1), the static susceptibility Eq.(8.30)

is given by

χ = cz
2πcF

∫ cz/T

cz/Λ
dz z−

γ+3
2

dψ(z)
dJ0

∣∣∣∣∣
J=0

, (F.28)

that correctly reproduces the result Eq.(F.26). We already showed that the source field
J0 7→ J0,AdS2 = J0(ω)ζ

1−γ
2
√
πΓ
(

1+γ
4

)
/Γ
(

3+γ
4

)
when we consider the theory in AdS2. This

will renormalize the denominator of the above expression. To see how the numerator changes,
we have to explicitly perform the Radon transformation of ψ̃. Let us consider the ω = 0 version
of the Radon transform Eq.(F.20)

ψ̃(z) = 2
∫ 1

0

dx

x

ψ(zx)√
1− x2

. (F.29)

It holds for ψ(ζ) = ζ
1
2±ν that for −1

2 < Reν < 1
2 follows

ψ̃(z) = 2z
1
2±ν

∫ 1

0

dx

x

x
1
2±ν

√
1− x2

= 4
√
π

Γ
(

1
2 ± ν

)
Γ (1± ν) z

1
2±ν . (F.30)
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F Radon transformation

Thus, assuming ψ(ζ) = Aζ
1
2−ν +Bζ

1
2 +ν yields:

Ã = 4
√
π

Γ
(

1
2 − ν

)
Γ
(

1
2 − ν

)A, B̃ = 4
√
π

Γ
(

1
2 + ν

)
Γ
(

1
2 + ν

)B. (F.31)

Following Eq.(F.28), the analogue in this case is

χRadon = cz
2πcF

Γ
(

3+γ
4

)
√
πΓ
(

1+γ
4

) ∫ c/T

c/Λ
dζ ζ−

γ+3
2

dψ(ζ)
dJ0

∣∣∣∣∣
J=0

ν�1≈
Γ
(
γ+3

4

)
4π3/2Γ

(
γ+1

4

)χ. (F.32)

The static susceptibilities coincide at small ν up to a numerical coefficient of order 10−1.
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Acronyms and conventions

Acronyms (1)

AdS: Anti-de Sitter
BF: Breitenlohner-Freedman
CFT: Conformal Field Theory
CMT: Condensed Matter Theory
EMD: Einstein Maxwell Dilaton
EOM: Equations Of Motion
ESB: Explicit Symmetry Breaking
FL: Fermi Liquid
GKPW: Gubser Klebanov Polyakov Witten
MFT: Mean Field Theory
NFL: Non Fermi Liquid
PDF: Probability Distribution Function
QCD: Quantum Chromodynamics
QCP: Quantum Critical Point
QFT: Quantum Field Theory
QGP: Quark Gluon Plasma
RN: Reissner-Nordström
SCT: Special Conformal Transformations
SSB: Spontaneous Symmetry Breaking
SYK: Sachdev Ye Kitaev
VEV: Vacuum Expectation Value
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Acronyms and conventions

Conventions (2)

General relativity

External-covariant derivative:

dT = ∇µT ρ σ = ∂µT
ρ
σ + ΓρµλT

λ
σ − ΓλµσT ρ λ

Lie derivative:
LV Tµ ν = V λ∇λTµ ν −∇λV µTλ ν +∇νVλTµ λ

Christoffel symbols:
Γρµν = 1

2g
ρλ(∂µgλν + ∂νgµλ − ∂λgµν)

Riemann tensor:
Rσµρν = ∂ρΓσµν + ΓλµνΓσρλ − ∂νΓσµρ − ΓλµρΓσνλ

Ricci tensor:
Rµν = Rλµλν

Ricci scalar:
R = gµνRµν

Einstein tensor:
Eµν = Rµν −

1
2Rgµν

Bianchi identities:
∇λRρσµν +∇σRλρµν +∇ρRσλµν = 0

Frequency integrals ∫
ω

(...) =
∫ Λup

−Λlow

dω

2π (...)

Generic integrals ∫
X

(...) =
∫
dX(..)

Low T Matsubara sums
T
∑
ωn

(...) =
∫
dω(...)

190



Acknowledgments

I got into this institute with the need to grow from both a personal and scientific point of view,
with a basic level of English (as is typical of Italians) and knowing only ja and außergewöhnlich
as German words. Today I feel more adult and capable of doing science than in previous years
(I hope the committee will agree). Now I can follow a Netflix episode in English without getting
lost at the second sentence ’cause I’m trying to get the first one, and, most important of all, I
have argued a few times with my neighbor in German for the garbage cans. (She won, for now).
Therefore, I need to thank who made this possible in the first place: my doctoral supervisor Prof.
Jörg Schmalian. Thank you for initially welcoming me here as a visiting student and later letting
me be a Ph.D. student. Thank you for always having the ability to talk to me without making
me feel stupid. Thank you for allowing me to expand my scientific knowledge in our endless
meetings. Thank you for letting me periodically break and mend my comfort zone. Thank you
for the conferences in Israel, for the encouragement and the possibilities even in moments of
intense frustration. Thank you, lastly, for the freedom I needed so much.
Thanks to the project Porta la Laurea in Azienda of the University of Genoa, as well, for sup-
porting my initial stay in Karlsruhe.
Special thanks to Prof. Koenraad Schalm for co-refereeing this thesis, his infinite availability,
and for allowing me to visit the Lorentz Institute.
I would like to give a special thanks to Blasie Goutéraux, for his patience, professionalism, and
availability. Moreover, thanks for allowing me to visit the CPHT two times.
A special thanks to Davide Valentinis, for joining my office col San Daniele, for the discussions
(on science and beyond), and for the support (scientific and beyond) in these years. Thanks to
him and Vanessa Gall for proofreading this work.
Thanks to Prof. Nicodemo Magnoli, Andrea Amoretti, Julia Link, Joachim Küppers, and Daniel
Hauck for the insightful scientific discussions. I am also grateful to all current and former
members of TKM, and especially to my office mates Janina, Gu and Vanessa (again). Special
thanks to Sonja König for always helping me with German bureaucracy. I would also like to
thank the Karlsruhe House of Young Scientists for supporting me during these years in learning
German (thanks to you I was able to argue with my neighbor).
I cannot forget to thank my family and my dear ones for all the unconditional support in these
very intense academic years.

Gian

191


	Contents
	I Fundamentals
	1 The holographic dictionary
	1.1 Motivation of the duality
	1.1.1 The conformal group
	1.1.2 Anti-de-Sitter spaces

	1.2 Statement of the correspondence and its implications
	1.2.1 How to compute retarded Green's functions
	1.2.2 Infalling conditions and retardation
	1.2.3 Alternative quantization(s)
	1.2.4 Multi-trace deformations

	1.3 Breaking scale invariance: finite temperature and density
	1.3.1 The superconducting instability

	1.4 Summary

	2 AdS2 horizons and the SYK model
	2.1 The extremal Reissner-Nordström black hole
	2.1.1 Near-far matching expression for holographic correlation function

	2.2 JT gravity theory
	2.3 The SYK model: an overview
	2.3.1 Large-N analysis
	2.3.2 Large-N effective action
	2.3.3 The Schwartzian action for the reparametrization
	2.3.4 Finite density complex SYK

	2.4 Summary


	II Using holography for transport bounds in anisotropic systems
	3 Scaling theory close to a Lifshitz point
	3.1 Introduction and description of the condensed matter system
	3.2 Scaling arguments
	3.2.1 Scaling of thermodynamic quantities
	3.2.2 Scaling of transport coefficients

	3.3 Summary

	4 The holographic model
	4.1 The Einstein-Maxwell-dilaton-axion(s) model
	4.2 The anisotropic ansatz
	4.2.1 Asymptotic region: UV conditions
	4.2.2 Inner region: IR scaling conditions
	4.2.3 Finite temperature

	4.3 Thermodynamic stability
	4.3.1 Holographic renormalization
	4.3.2 Beyond Einstein gravity: a higher derivative model

	4.4 Summary

	5 Holographic bounds on transport coefficients
	5.1 The electric conductivity
	5.2 The viscosity
	5.2.1 High temperature analysis
	5.2.2 Low temperature analysis
	5.2.3 Viscosity-conductivity bound beyond Einstein gravity

	5.3 Charge diffusion bound
	5.3.1 Charge diffusion constant
	5.3.2 The butterfly velocity

	5.4 Summary


	III Deriving holography from the SYK superconductor
	6 The Yukawa-SYK model
	6.1 Phonon-fermion dot
	6.1.1 Saddle-point equations

	6.2 Phase diagram
	6.2.1 Normal state solution at criticality and low temperature
	6.2.2 Normal state solution at criticality and high temperature
	6.2.3 Superconducting properties

	6.3 Quantum critical, normal state solution
	6.4 Summary

	7 Electrodynamics of the Yukawa-SYK model
	7.1 Higher dimensional embedding
	7.1.1 Saddle point equations

	7.2 Electrodynamics of SYK
	7.2.1 Charge fluctuations: the phase mode action
	7.2.2 Computation of the kernel K
	7.2.3 Testing superconductivity: the superconducting phase stiffness
	7.2.4 Normal state: IR optical conductivity

	7.3 Summary

	8 The pairing response of the quantum critical Yukawa-SYK model
	8.1 Pairing source and effective theory
	8.1.1 The linearized gap-equation
	8.1.2 From the integral gap equation to a solvable differential problem
	8.1.3 Analysis without source field: the transition temperature
	8.1.4 Analysis with source field

	8.2 The static susceptibility
	8.2.1 Phase diagram

	8.3 Contact to holography
	8.3.1 Mapping to holography on the level of the equations
	8.3.2 Near-far matching expression of the susceptibility

	8.4 Summary

	9 Gravitational dual of the superconducting state
	9.1 From SYK to holography
	9.2 Beyond =T=0
	9.2.1 Holographic map at finite temperature
	9.2.2 Holographic map at finite chemical potential

	9.3 Summary

	10 Dynamical pairing susceptibility
	10.1 Summary

	Summary and Outlook
	A The effective action for reparametrizations of the Majorana SYK model
	B Explicit solutions to the field equations of the EMD-axion(s) model
	B.1 Single axion model
	B.2 Double (marginally) relevant axions

	C Effective action of the Yukawa-SYK model
	C.1 Single dot effective action
	C.2 Hubbard-Stratonovich approach to the SYK effective action
	C.3 The higher dimensional Yukawa-SYK model: inter-dot effective action
	C.4 Action for charge fluctuations

	D The superconducting kernel
	E Details on the derivation of the holographic action from SYK
	E.1 Fourier transformation over relative and absolute times
	E.2 Derivation of the holographic action

	F Radon transformation
	F.1 Eigenfunctions of the Laplacian operator
	F.2 Normal mode expansion of the actions
	F.3 Radon transform in the frequency domain
	F.4 Pairing response after Radon transformation
	F.4.1 Static susceptibility


	Bibliography
	Acronyms and conventions
	Acknowledgments


