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Motivation
Feature selection determines most important predictors in a dataset

Various benefits for predictions: Lower computational and memory
requirements, better interpretability, etc.
But: Existing methods usually just optimize prediction quality

Constraints can make feature selection more user-centric:
Express firm domain knowledge
Express hypotheses
Express preferences
Express alternatives

Formalization: Constrained Feature Selection
Given:

Dataset X ∈ Rm×n (rows are instances, columns are features)
Prediction target y ∈ Rm

Goal:
Make a feature-selection decision s ∈ {0, 1}n . . .
. . . to optimize the feature-set quality Q(s, X , y ).

Constraints induce conditions on decision variables s:
Example 1: (s1 ∧ s2) ∨ s3 ↔ “Select Features 1 and 2, or select Fea-
ture 3, or select all of them.”
Example 2:

∑︀n
j=1 sj · cj ≤ Cmax ↔ “Select features so that their

summed cost is under some threshold Cmax ∈ R.”
Depending on quality function Q(s, X , y ) and constraint types, problem
requires black-box optimization or white-box optimization

Formalization: Alternative Feature Selection
Special case of constrained feature selection
Idea: Find multiple, differently composed feature sets with high quality

Optimization goal remains feature-set quality Q(s, X , y )
Constraints: Feature sets should be alternative, i.e., dissimilar to
each other (dissimilarity threshold 𝜏 ∈ R≥0)
E.g., Feature sets F1, F2 alternative if dDice(F1, F2) = 1 – 2·|F1∩F2|

|F1|+|F2| ≥ 𝜏

Search for alternatives can progress:
Simultaneously: Find a fixed number of alternatives at once
Sequentially: Find alternatives one after the other
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Study: Evaluating the Impact of Constraints

Experimental design:
35 datasets from OpenML repository
Ten constraint types

Key result: Stricter constraints (pruning more feature sets) can, but
need not decrease predictive quality Q of the optimal feature set:
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Study: Using Constraints to Express Domain-Specific Hypotheses

Experimental design:
One materials-science dataset (evolution of a material’s microstruc-
ture under load)
Twelve domain-specific constraint types

Key result: Constraints may allow finding different feature sets adher-
ing to domain constraints and yielding similar prediction performance:

Linear regression

Regression tree

Boosted linear

Boosted trees

Prediction model

0.80

0.85

0.90

0.95

1.00

R
2

nse=5 nse=10

(D
1)

(D
2)

(D
3)

(D
4)

(D
5)

(D
6)

(D
7)

(D
8)

(D
9)

(D
10

)

(D
11

)

(D
12

)

(D1)

(D2)

(D3)

(D4)

(D5)

(D6)

(D7)

(D8)

(D9)

(D10)

(D11)

(D12)

5 5 4 2 5 5 5 4 5 2 2 5

5 5 4 2 5 5 5 4 5 2 2 5

4 4 5 2 4 4 4 3 4 1 2 4

2 2 2 5 2 2 2 1 2 3 3 2

5 5 4 2 5 5 5 4 5 2 2 5

5 5 4 2 5 5 5 4 5 2 2 5

5 5 4 2 5 5 5 4 5 2 2 5

4 4 3 1 4 4 4 5 4 2 1 4

5 5 4 2 5 5 5 4 5 2 2 5

2 2 1 3 2 2 2 2 2 5 3 2

2 2 2 3 2 2 2 1 2 3 5 2

5 5 4 2 5 5 5 4 5 2 2 5

Study: Using Constraints to Find Alternative Feature Sets

Experimental design:
30 datasets from PMLB repository
Four feature-selection methods
Multiple search configurations for alternatives

Key result: Predictive quality Q decreases with the number of alterna-
tives and the dissimilarity threshold 𝜏 for being alternative:
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