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Abstract: Exploring the interaction of light with materials periodically structured in space and17

time is intellectually rewarding and, simultaneously, a computational challenge. Appropriate18

computational tools are urgently needed to explore how such upcoming photonic materials can19

control light on demand. Here, we introduce a semi-analytical approach based on the transition20

matrix (also known as T-matrix) to analyze the optical response of a spatiotemporal metasurface.21

The metasurface consists of a periodic arrangement of time-varying scattering particles. In our22

approach, we depart from an individual scatterer’s T-matrix to construct the effective T-matrix of23

the metasurface. From that effective T-matrix, all observable properties can reliably be predicted.24

We verify our semi-analytical approach with full-wave numerical simulations. We demonstrate a25

speed-up with our approach by a factor of more than 500 compared to a finite-element simulation.26

Finally, we exemplify our approach by studying the effect of time modulation on a Huygens’27

metasurface and discuss some emerging observable features.28

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement29

1. Introduction30

With the advent of nanofabrication technologies [1–3], metasurfaces have gathered much31

attention within the scientific community. They are essentially arrays of scatterers arranged32

in two dimensions (2D), which are highly tunable in terms of their optical response. While33

originally metasurfaces made from metallic constituents were at the focus of interest, it has34

been recognized that scatterers made from dielectrics or semi-conductors can also affect light35

propagation in a deterministic manner. Amplitude, phase, polarization, and spectral contents in36

reflection and transmission can be controlled. So far, a lot of fruitful research has been performed37

to tailor such metasurfaces to achieve desired functionalities for specific needs [4–6], with tunable38

metasurfaces playing a prominent role in that regard [7–14]. Also, stacking metasurfaces to39

achieve metamaterials or, more general, photonic bulk materials that control light propagation40

is quite a mature research domain by now. However, all these studies were mostly restricted to41

time-invariant materials.42

Whereas tunable metamaterials usually suffer from a low tuning speed in comparison to the43

operating frequency of light, there have been recent experiments that demonstrated a rather fast44

and considerably strong temporal modulation of the electric material properties of transparent45

https://opg.optica.org/library/license_v2.cfm#VOR-OA
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conducting oxides (TCOs) [15–17]. Consequently, time-varying materials and structures have46

recently emerged as a promising field of research [18–23]. The special issue to which this article47

is linked is dedicated to this burgeoning topic. The time-variation of the scatterer’s properties48

provides an additional degree of freedom to tune the optical response of the metasurfaces and49

metamaterials and opens the opportunity to reach four-dimensional metamaterials [24,25]. Many50

interesting findings have been reported regarding the optical response of time-varying materials.51

These include anisotropic antireflection temporal coatings [26, 27], photonic time crystals52

(PTCs) [28, 29], nonresonant tunable PTC lasers [30], non-reciprocity [31, 32], multifrequency53

perfect absorbers [33], power combining of waves [34], dynamic polarization converters [35],54

time-varying optical vortices [36], time-varying epsilon-near-zero materials [37,38], and temporal55

aiming [39].56

In our contribution, we are specifically interested in developing a comprehensive theory57

to describe the optical response from a metasurface made from a periodic arrangement of58

time-varying scatterers. Two developments are primers for this contribution. On the one hand, the59

interaction of light with an individual, localized scatterer made from a time-varying material has60

already been solved semi-analytically [40–42]. A prototypical example of such an object would be61

a sphere. Furthermore, efficient computation of the optical response of an array of time-invariant62

scatterers has also been demonstrated [43, 44]. However, the extension of the multiple-scattering63

formalism to the case of arrays of time-varying scatterers is still missing. Several full-wave64

numerical solvers exist [45] that can provide the scattering output for such clusters, but they65

require large computational resources and are considerably slow. These requirements limit their66

usability since most metasurface applications rely on repeated calculations to optimize for desired67

tailored functionality. Therefore, a semi-analytical tool is urgently needed for much more efficient68

computations, and it is developed and presented herein.69

In this contribution, we semi-analytically solve the multiple-scattering problem of an infinite70

periodic array of time-varying scatterers arranged in 2D. We emphasize upfront that dispersive71

materials are considered. That is necessary because a material whose properties can tremendously72

be modulated in time can likely only be achieved by dispersive materials. Our semi-analytical73

approach is generally based on the T-matrix methodology. First, we introduce time modulation74

in our system by employing the Lorentz oscillator model with a time-varying electron density.75

Then, we use the existing knowledge of the T-matrix of a single time-varying scatterer [40] to76

construct an effective T-matrix of a spatiotemporal metasurface. We use the Ewald summation77

technique to compute the effective T-matrix of such a metasurface efficiently [43, 46, 47]. It is an78

effective T-matrix because, in essence, the properties of the individual scatterer are renormalized79

by the interaction with all the other scatterers forming the infinite 2D arrays of particles. This80

technique has already been successfully applied for time-invariant metasurfaces [43]. While our81

approach is general in its formulation, we assume spherical scatterers for which we know their82

T-matrices analytically. Once we know the effective T-matrix, all observable properties, such as83

reflection and transmission in each spatial diffraction order and at each frequency component84

generated by the time-varying metasurface, can be predicted reliably.85

Next, we verify our theory against numerical simulations with a full-wave solver [45] based86

on the finite-element time-domain method. We observe excellent agreement between the87

numerical and analytical solutions. Then, we study the effect of time modulation on a Huygens’88

metasurface [48–51] and obtain insights into the richness of the physics involved in light89

interaction with spatiotemporal metasurfaces. We find that a Huygens’ metasurface no longer90

exhibits zero backscattering under time modulation. Furthermore, we demonstrate the possibility91

of negative absorption already reported for time-varying scatterers [30, 40, 52]. The theory92

developed in our paper can be straightforwardly extended to the case of three-dimensional (3D)93

time-varying multilayer structures and metamaterials.94
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Fig. 1. a) Illustration of light scattering from a spatiotemporal metasurface made of
periodically time-varying scatterers (with frequency 𝜔m) arranged on a 2D lattice in the
𝑥𝑦-plane. The excitation of a spatiotemporal metasurface with a monochromatic plane
wave induces a response that is comprised of a rich spectrum of diffraction orders both
in the spectral and the momentum dimensions. b) Illustration of the reciprocal lattice
of such a spatiotemporal metasurface, which constitutes a 3D crystal with two spatial
and one temporal dimension, i.e., demonstrating discrete translation symmetries along
two directions in space and, also, in time. The reciprocal lattice resides in a 3D space
comprised by the 𝑥 and 𝑦 components of the linear momentum in the two dimensions
(𝑘𝑥 , 𝑘𝑦), and the frequency of light in the third dimension (𝜔). The shaded magenta
box represents the first Brillouin zone of the 3D crystal that is spanned by the Floquet
frequency vectors (denoted with yellow color) characterizing the reciprocal lattice with
some temporal Floquet frequency Ω and spatial Floquet frequency vector G.

2. Theory95

We consider the problem of light scattering from an infinite periodic array of dispersive scatterers96

arranged in 2D. The electric material properties of each of these scatterers vary periodically97

in time with the same modulation frequency 𝜔m. Figure 1(a) shows an illustration of that98

scattering problem. First, we recapitulate the electrodynamics of time-varying bulk media.99

Then, we use the discrete translational symmetries of a spatiotemporal metasurface to introduce100

the representations for the incident and scattered fields. We define them in spherical and101

Cartesian basis for convenience. Then, starting from the T-matrix of an isolated time-varying102

scatterer [40], we construct the T-matrix of a metasurface in both representations. We use103

appropriate transformation rules between spherical and Cartesian representations for that purpose.104

Finally, we give expressions for relevant physically observable quantities.105

2.1. Time-varying bulk media106

Initially, we consider the propagation of an electromagnetic wave in a linear, isotropic, non-
magnetic, source-free, dispersive, and time-varying bulk medium. The constitutive relations that
accompany Maxwell’s equations inside such a medium, for the electric displacement D and the
magnetic flux density B, are written as

D(r, 𝑡) = 𝜀0E(r, 𝑡) + P(r, 𝑡), (1a)
B(r, 𝑡) = 𝜇0H(r, 𝑡), (1b)

where 𝜀0 is the vacuum permittivity, 𝜇0 is the vacuum permeability, E is the electric field, P is107

the electric polarization density, and H is the magnetic field intensity. The electric polarization108
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density P for such a time-varying medium is written as [53, 54]109

P(r, 𝑡) = 𝜀0

∞∫
−∞

𝑅e (𝑡, 𝑡 − 𝜏)E(r, 𝜏)𝑑𝜏, (2)

where 𝑅e (𝑡, 𝑡−𝜏) is the electric response function of themedium, which shall respect causality [40].110

We use the Lorentz dispersion model to describe the electric response. A superposition of111

such Lorentz oscillators can describe the general electric response of the medium [55]. However,112

in what follows, we consider a single oscillator. Specifically, we assume the electron number113

density of such a system to be an explicit function of time given by [40]114

𝑁 (𝑡) = 𝑁0 [1 + 𝑀s cos(𝜔m𝑡)], (3)

where 𝑁0 is the electron density of the time-invariant medium, 𝑀s is the modulation strength, and115

𝜔m is the modulation frequency. According to the Lorentzian model, the electric polarization116

density obeys the differential equation [40, 56, 57]117 [
𝜕2

𝜕𝑡2
+ 𝛾𝑛

𝜕

𝜕𝑡
+ 𝜔2𝑛

]
P(r, 𝑡) = 𝑁 (𝑡)𝑒2E(r, 𝑡)

𝑚e
, (4)

where 𝛾𝑛 and 𝜔𝑛 are the damping parameter and resonance frequency of the Lorentz oscillator,118

respectively, and 𝑒 and 𝑚e are the charge and mass of an electron, respectively. Equation (4)119

can be further solved to calculate the electric response function 𝑅̃e (𝜔 − 𝜔′, 𝜔′) of our system120

(see Eq. (S2) and [40]). Importantly, note that, in the frequency domain, due to the periodic121

time-variance of the electric response function of the system, a harmonic electric field at frequency122

𝜔 induces a polychromatic polarization density inside the medium at the harmonics 𝜔 + 𝑗𝜔m,123

with 𝑗 ∈ Z [40]. Hence, Maxwell’s equations inside such time-varying media are now coupled in124

frequency through the electric response.125

2.2. Representations for the input and output fields of a time-varying metasurface and126

T-matrix calculations127

Here, we want to study the electromagnetic response of a 2D periodic array of scatterers made128

from a time-varying medium. Such a system is periodic in space and time. Hence, it constitutes129

a spatiotemporal crystal. First, the spatiotemporal crystal is invariant upon discrete translations130

in space since it is composed of scatterers placed at r = R = 𝑛1R1 + 𝑛2R2. Here, 𝑛1, 𝑛2 ∈ Z,131

and R1,R2 are the two primitive lattice vectors of the 2D Bravais lattice of the metasurface132

(which we consider to lay in the 𝑥𝑦-plane). Moreover, the spatiotemporal crystal is also invariant133

upon discrete translations in time since the electric response function of the scatterers is periodic134

in time, with a period of 𝑇m = 2𝜋/𝜔m. Therefore, a time-varying metasurface comprises a135

three-dimensional (3D) spatiotemporal crystal. According to Floquet theory, our system is136

conveniently analyzed in terms of eigenstates of the respective discrete translation operators137

by introducing the temporal Floquet frequency Ω and the spatial Floquet frequency vector G138

(that also lays in the 𝑥𝑦-plane). By letting those Floquet frequencies take values within the first139

Brillouin zone (BZ) of the reciprocal lattice of our spatiotemporal crystal [see Fig. 1(b)], we140

can generally express the involved fields as a superposition of fields that are eigenstates of the141

respective discrete translation operators in space [T̂s (R)] and time [T̂t (𝑇)] by142

E(r, 𝑡) =
1

(
√
2𝜋)3

∫ 𝜔m

0
𝑑Ω

∬
BZ1

𝑑G Ẽ(r, 𝑡;Ω,G), (5)

where BZ1 denotes integration within the first BZ of the reciprocal lattice of the 2D array143

of scatterers. With Ẽ(r, 𝑡;Ω,G), we denote fields that are eigenstates of the following set of144
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spatiotemporal discrete translation operators:145

T̂s (R)
��Ẽ(r, 𝑡;Ω,G)

〉
≡ Ẽ(r + R, 𝑡;Ω,G) = 𝑒𝑖G·RẼ(r, 𝑡;Ω,G), (6)

T̂t (𝑇)
��Ẽ(r, 𝑡;Ω,G)

〉
≡ Ẽ(r, 𝑡 + 𝑇 ;Ω,G) = 𝑒−𝑖Ω𝑇 Ẽ(r, 𝑡;Ω,G), (7)

where R = 𝑛1R1 + 𝑛2R2, with 𝑛1, 𝑛2 ∈ Z, and 𝑇 = 𝑛3𝑇m, with 𝑛3 ∈ Z. We will represent those146

fields using two basis sets: a Cartesian and a spherical. That is to say, we will further expand147

those fields into a superposition of plane and spherical waves, respectively. The plane wave148

(PW) expansion is conveniently used to represent the input and output fields of our time-varying149

metasurface, as it constitutes a planar-like structure [43]. However, the spherical wave (SW)150

expansion needs to be used to solve the scattering problem of such an array of scatterers based151

on the prior knowledge of the solution to the scattering problem of an individual scatterer. In152

what follows, we will use the superscripts "(c)" and "(s)" to refer to such Cartesian and spherical153

expansions of the fields, respectively.154

Specifically, we represent the incident field in the two bases as [58]155

Ẽinc (r, 𝑡;Ω,G) ≡ Ẽinc, (c) (r, 𝑡;Ω,G) ≡
∑︁
𝑗g𝑑𝑠

𝐴
inc, (c)
𝑗g𝑑𝑠 (Ω,G)

��Ω 𝑗 Gg 𝑑 𝑠
〉
, (8)

Ẽinc (r, 𝑡;Ω,G) ≡ Ẽinc, (s) (r, 𝑡;Ω,G) ≡
∑︁
𝑗𝑙𝑚𝑠

𝐴
inc, (s)
𝑗𝑙𝑚𝑠

(Ω,G; r0)
��Ω 𝑗 𝑙 𝑚 𝑠

〉 (1)
r0

, (9)

where we introduced the complex Cartesian and spherical incident amplitudes, 𝐴inc, (c)
𝑗g𝑑𝑠 (Ω,G)156

and 𝐴inc, (s)
𝑗𝑙𝑚𝑠

(Ω,G; r0), respectively.157

On the one hand,
��Ω 𝑗 Gg 𝑑 𝑠

〉
represents a monochromatic PW with frequency Ω 𝑗 = Ω +158

𝑗𝜔m, with 𝑗 ∈ Z. Its wave vector is k 𝑗Gg𝑑 = Gg + Γ 𝑗g𝑑 (Ω,G)ẑ, with Gg = G + g𝑝,𝑞 , and159

Γ 𝑗g𝑑 (Ω,G) = (−1)Δ
√︃
𝑘2
𝑗
−

��Gg
��2. We consider the square root to have a positive real part. Here,160

Δ =
[
𝛿𝑑↓𝛿 𝑗≥0 + 𝛿𝑑↑𝛿 𝑗<0

]
(1 − Δ0) + 𝛿𝑑↓Δ0, with Δ0 taking the value of one, when 𝑘2𝑗 ∈ R and161

𝑘2
𝑗
<

��Gg
��2, and zero otherwise. We use the index 𝑑 to refer to the direction of propagation of the162

PW, taking the values ↑ (↓) to refer to propagation/decay towards the upper(lower) half-space,163

respectively. We introduce Δ to guarantee propagation/decay along the direction defined by164

the index 𝑑 for all frequencies. Further, 𝛿𝛼𝛽 is the Kronecker delta, 𝑘 𝑗 = 𝑛(Ω 𝑗 )Ω 𝑗/𝑐0 is the165

wave number of the PW, g𝑝,𝑞 = 𝑝g1 + 𝑞g2, with 𝑝, 𝑞 ∈ Z, and g1, g2 are the two primitive166

reciprocal lattice vectors [43]. The summation over g implies a summation over the indices167

𝑝, 𝑞. Furthermore, 𝑛(Ω 𝑗 ) is the (generally dispersive) refractive index of the host medium that is168

supposed to be isotropic, and 𝑐0 is the speed of light in free space. Moreover, the index 𝑠 takes169

the values M(N) to refer to TE(TM) polarization.170

On the other hand,
��Ω 𝑗 𝑙 𝑚 𝑠

〉 ( 𝜄)
r0
represents a monochromatic vector spherical harmonic (VSH),171

that is either regular (𝜄 = 1) or radiating (𝜄 = 3), with total angular momentum 𝑙 = 1, 2, . . . ,172

angular momentum along the 𝑧-axis 𝑚 = −𝑙, . . . , 𝑙, and frequency Ω 𝑗 . The VSH is centered at an173

arbitrary position r = r0. Due to the discrete translation symmetry in space, the spherical incident174

amplitudes have the symmetry 𝐴inc, (s)
𝑗𝑙𝑚𝑠

(Ω,G; r0 +R) = 𝑒𝑖G·R𝐴inc, (s)
𝑗𝑙𝑚𝑠

(Ω,G; r0). An incident field175

that has no singularities within the slab that bounds the array of scatterers at the planes 𝑧 = 𝑧−176

and 𝑧 = 𝑧+, is conveniently represented inside that slab through Eq. (8). Furthermore, from177

the Cartesian incident amplitudes 𝐴inc, (c)
𝑗g𝑑𝑠 (Ω,G), we can analytically get the spherical incident178

amplitudes 𝐴inc, (s)
𝑗𝑙𝑚𝑠

(Ω,G; r0).179

We refer to the supplementarymaterial for the definitions and the spatiotemporal representations180

of
��Ω 𝑗 Gg 𝑑 𝑠

〉
and

��Ω 𝑗 𝑙 𝑚 𝑠
〉 (1)

r0
and for the aforementioned transformations between the two181

equivalent representations of the incident field.182
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The scattered field is similarly represented by183

Ẽsca (r, 𝑡;Ω,G) ≡ Ẽsca, (c) (r, 𝑡;Ω,G) ≡
∑︁
𝑗g𝑠

{
𝐴
sca, (c)
𝑗g↑𝑠 (Ω,G)

��Ω 𝑗 Gg ↑ 𝑠
〉
, for 𝑧 > 𝑧+

𝐴
sca, (c)
𝑗g↓𝑠 (Ω,G)

��Ω 𝑗 Gg ↓ 𝑠
〉
, for 𝑧 < 𝑧−

(10)

Ẽsca (r, 𝑡;Ω,G) ≡ Ẽsca, (s) (r, 𝑡;Ω,G) ≡
∑︁
𝑗𝑙𝑚𝑠

𝐴
sca, (s)
𝑗𝑙𝑚𝑠

(Ω,G)
��Ω 𝑗 G 𝑙 𝑚 𝑠

〉 (3)
, (11)

where we introduced the complex Cartesian and spherical scattered amplitudes, 𝐴sca, (c)
𝑗g𝑑𝑠 (Ω,G)184

and 𝐴sca, (s)
𝑗𝑙𝑚𝑠

(Ω,G) respectively.185

Here,
��Ω 𝑗 G 𝑙 𝑚 𝑠

〉 (3) represents an array of radiating VSHs distributed over the Bravais lattice,186

i.e., the origins of the scatterers:187 ��Ω 𝑗 G 𝑙 𝑚 𝑠
〉 (3)

=
∑︁
R

𝑒𝑖G·R ��Ω 𝑗 𝑙 𝑚 𝑠
〉 (3)

R . (12)

The summation over R implies a summation over the integers 𝑛1, 𝑛2. From the spherical188

scattered amplitudes 𝐴sca, (s)
𝑗𝑙𝑚𝑠

(Ω,G) we can analytically get the Cartesian scattered amplitudes189

𝐴
sca, (c)
𝑗g𝑑𝑠 (Ω,G) (see the supplementary material).190

Conclusively, by employing vectors that contain the incident and scattered amplitudes and by191

appropriately truncating the infinite sums over the indices of the eigenstates, we can represent192

the (linear) scattering system of a periodically time-varying, 2D array of scatterers, either in the193

Cartesian or the spherical representation, by194

Asca, (c) (Ω,G) = T̂(c) (Ω,G) · Ainc, (c) (Ω,G), (13)
Asca, (s) (Ω,G) = T̂(s) (Ω,G) · Ainc, (s) (Ω,G;R), (14)

where we introduced the Cartesian and the spherical T-matrices, T̂(c) (Ω,G), and T̂(s) (Ω,G).195

They represent the scattering system in either of the two bases. The spherical representation of196

the T-matrix of our system, T̂(s) (Ω,G), is also known in the literature as the effective T-matrix197

of the scatterer. It is an effective T-matrix because it could be conceived as a renormalization of198

the T-matrix of the individual scatterer once it is placed inside the lattice (see Fig. 2).199

We denote the T-matrix of an individual time-varying scatterer, placed at r = r0, as T̂(s)
0 (Ω; r0).200

Its elements are given by (3)
r0

〈
Ω 𝑗 𝑙 𝑚 𝑠

��T̂(s)
0 (Ω; r0)

��Ω 𝑗′ 𝑙
′ 𝑚′ 𝑠′

〉 (1)
r0
. They connect the scattered201

fields with the incident fields of the individual scatterer, once they are represented in the202

basis of a series of VSHs centered at r = r0, i.e., at the origin of the individual scatterer. In203

principle, T̂(s)
0 (Ω; r0) can be calculated numerically for an individual scatterer of arbitrary204

geometry by generalizing an existing numerical method for static scatterers to the time-varying205

case [59]. However, this, unfortunately, generally requires a rather big computational effort.206

Nevertheless, in Ref. [40], the T-matrix of an individual, homogeneous time-varying sphere is207

semi-analytically calculated. It can be conveniently used here to study the optical response of208

an array of time-varying spheres, even though our theoretical approach is generally valid for209

arbitrary scatterers.210

In Fig. 2, we illustrate the different T-matrices representing the systems of static/time-varying211

isolated spheres/array of spheres in the spherical basis. The symmetries of each of the four212

scattering systems induce specific symmetry-protected zeros in the entries of the T-matrix.213

Specifically, on one side, time-invariance enforces zeros in the entries of the T-matrix that214

correspond to multipolar transitions between different frequencies, and, on the other side,215

the rotational symmetry of an isolated sphere enforces zeros in the entries of the T-matrix216
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Fig. 2. Illustration of T-matrices in the spherical basis for different scattering systems:
a) time-invariant sphere, b) time-invariant metasurface, c) time-varying sphere, d)
time-varying metasurface. Here, the white shaded entries represent the symmetry-
protected zeros of the elements of the T-matrices, Ω 𝑗 denotes the 𝑗th frequency of
a given spectral comb, and 𝑀𝑘 denotes the 𝑘th spherical multipole characterized
by 𝑙, 𝑚, 𝑠. The rotational symmetry of the isolated sphere allows only for invariant
transitions with invariant multipolar indices, whereas the time-variance introduces
coupling among multipoles of different frequencies. Note that, in general, there are
extra lattice-symmetry-induced-zeros in the elements of the T-matrices of the arrays,
which correspond to particular multipolar transitions prohibited by the symmetries of
the lattice. Also, note that the number of multipoles for each frequency shall generally
vary: typically, a larger number of multipoles for higher frequencies is needed.



that correspond to multipolar transitions between multipoles with different multipolar indices.217

Note that the symmetries of the lattice in the cases of an array of spheres introduce extra218

symmetry-protected zeros in the elements of the T-matrix. They correspond to prohibited219

multipolar transitions between multipoles that belong to different irreducible representations of220

the symmetry group of the array [60]. We neglect this for simplicity in our illustration.221

As a next step, we can solve for T̂(s) (Ω,G) in Eq. (14) by writing [43]222

Asca, (s) (Ω,G) = T̂(s)
0 (Ω;R) ·

[
Ainc, (s) (Ω,G;R) +

∑︁
R′≠0

𝑒𝑖G·R′
Ĉ(3) (−R′) · Asca, (s) (Ω,G)

]
.

(15)

This equation physically states that each scatterer of the metasurface, once excited by a field that223

has the same discrete translational symmetry as that of the lattice, 1) sees as an effective incident224

field the external incident field plus the scattered field from all the other scatterers in the 2D array,225

and 2) scatters the same field, upon a difference of phase, according to its individual T-matrix,226

T̂(s)
0 (Ω;R). The matrix Ĉ(3) (−R′) represents the translation of radiating VSHs centered at227

r = R + R′,
��Ω 𝑗′ 𝑙

′ 𝑚′ 𝑠′
〉 (3)

R+R′ , into a series of regular VSHs centered at r = R,
��Ω 𝑗 𝑙 𝑚 𝑠

〉 (1)
R (see228

the supplementary material). Combining Eqs. (14) and (15), we readily get the expression for the229

effective T-matrix of our system in the spherical representation:230

T̂(s) (Ω,G) =
(
Û − T̂(s)

0 (Ω;R) ·
∑︁
R′≠0

𝑒𝑖G·R′
Ĉ(3) (−R′)

)−1
· T̂(s)
0 (Ω;R), (16)

where Û is the identity matrix. The Ewald method can efficiently evaluate the infinite summation231

of the translationmatrices over the lattice in real space in the above equation (see the supplementary232

material and [46]). Note that for the efficient calculation of the spherical T-matrix in Eq. (16),233

one should generally consider representations with a different number of multipoles for each234

frequency of a spectral comb characterized by some Floquet frequency Ω. Higher frequencies235

require a larger number of multipoles since they correspond to interactions with optically larger236

scatterers.237

As a next step, we can analytically transform the T-matrices from the spherical to the Cartesian238

representation and get T̂(c) (Ω,G). This requires the transformation of the input and the output239

vectors of the T-matrix:240

Ainc, (s) (Ω,G; r0) = Î(Ω,G; r0) · Ainc, (c) (Ω,G), (17)
Asca, (c) (Ω,G) = Ô(Ω,G) · Asca, (s) (Ω,G), (18)

where analytical expressions for the input and output transformation matrices, Î(Ω,G; r0),241

Ô(Ω,G), are given in the supplementary material. We readily get the following expression for242

the Cartesian T-matrix:243

T̂(c) (Ω,G) = Ô(Ω,G) · T̂(s) (Ω,G) · Î(Ω,G;R). (19)

Finally, we can write the Cartesian S-matrix, that connects the Cartesian amplitudes of the244

outgoing waves, 𝐴out, (c)
𝑗g𝑑𝑠 (Ω,G) = 𝐴

inc, (c)
𝑗g𝑑𝑠 (Ω,G) + 𝐴

sca, (c)
𝑗g𝑑𝑠 (Ω,G), in either of the two half-spaces245

of the hosting medium, with the Cartesian amplitudes of the incoming waves, 𝐴in, (c)
𝑗g𝑑𝑠 (Ω,G) =246

𝐴
inc, (c)
𝑗g𝑑𝑠 (Ω,G), as follows:247

Ŝ(c) (Ω,G) = Û + T̂(c) (Ω,G). (20)

Let us note that an extension to multilayer time-varying metasurfaces, based on the S-matrices of248

each layer, is also straightforward (see the supplementary material and [43]).249
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2.3. Physically observable quantities250

We need to define some physically observable quantities to study the response of time-varying251

metasurfaces. We assume that our metasurface is embedded inside a lossless host medium.252

The total energy flux towards the positive 𝑧-axis of an electromagnetic field (represented in253

the Cartesian basis by some amplitudes 𝐴(c)
𝑗g𝑑𝑠 (Ω,G) and which may contain evanescent waves254

decaying exclusively along a single direction) propagating in the host medium is given by:255

𝑊 =

∭ +∞

−∞
𝑑𝑡 𝑑𝑥 𝑑𝑦 ẑ · [E(r, 𝑡) × H(r, 𝑡)]

=

∫ 𝜔m

0
𝑑Ω

∬
BZ1

𝑑G
∑︁
𝑗≥0

∑︁
g𝑑𝑠

𝑊 𝑗g𝑑𝑠 (Ω,G), (21)

where H(r, 𝑡) is the magnetic field, and𝑊 𝑗g𝑑𝑠 (Ω,G) denotes the energy spectral density flux256

that a PW,
��Ω 𝑗 Gg 𝑑 𝑠

〉
, carries along the positive 𝑧-axis, which is given by the formula:257

𝑊 𝑗g𝑑𝑠 (Ω,G) =
2Re

{
Γ 𝑗g𝑑 (Ω,G)

}
𝑍 𝑗 𝑘 𝑗

���𝐴(c)
𝑗g𝑑𝑠 (Ω,G)

���2 . (22)

Here, 𝑍 𝑗 is the wave impedance of the host medium at the frequency Ω 𝑗 . Assuming an excitation258

of the time-varying metasurface with a single monochromatic PW,
��Ω 𝑗 Gg𝑑 𝑠

〉
(with 𝑗 ≥ 0 in what259

follows), we can define the physical observables of reflectivity [ℛ 𝑗g𝑑𝑠 (Ω,G)], transmissivity260

[𝒯𝑗g𝑑𝑠 (Ω,G)], and absorptivity [𝒜𝑗g𝑑𝑠 (Ω,G)] as:261

ℛ 𝑗g𝑑𝑠 (Ω,G) = −

∑
𝑗′≥0

∑
g′𝑠′ 𝑊

out
𝑗′g′𝑑𝑠′

(Ω,G)

𝑊 inc
𝑗g𝑑𝑠 (Ω,G)

=
∑︁
𝑗′≥0

∑︁
g′𝑠′

𝑍 𝑗 𝑘 𝑗Re
{
Γ 𝑗′g′𝑑 (Ω,G)

}
𝑍 𝑗′𝑘 𝑗′Re

{
Γ 𝑗g𝑑 (Ω,G)

} ���Ŝ 𝑗′g′𝑑𝑠′;(c)
𝑗g𝑑𝑠 (Ω,G)

���2 , (23)

𝒯𝑗g𝑑𝑠 (Ω,G) =

∑
𝑗′≥0

∑
g′𝑠′ 𝑊

out
𝑗′g′𝑑𝑠′ (Ω,G)

𝑊 inc
𝑗g𝑑𝑠 (Ω,G)

=
∑︁
𝑗′≥0

∑︁
g′𝑠′

𝑍 𝑗 𝑘 𝑗Re
{
Γ 𝑗′g′𝑑 (Ω,G)

}
𝑍 𝑗′𝑘 𝑗′Re

{
Γ 𝑗g𝑑 (Ω,G)

} ���Ŝ 𝑗′g′𝑑𝑠′;(c)
𝑗g𝑑𝑠 (Ω,G)

���2 , (24)

𝒜𝑗g𝑑𝑠 (Ω,G) = 1 −ℛ 𝑗g𝑑𝑠 (Ω,G) −𝒯𝑗g𝑑𝑠 (Ω,G), (25)

where 𝑑 ≠ 𝑑. We can see that those observables are directly related to the elements of the262

S-matrix of the metasurface.263

3. Comparing analytical solutions with full-wave numerical simulations264

We verify at first the theory developed in the last section by comparing the near-field calculations265

of a full-wave numerical solver [45] with our analytical solutions. These full-wave numerical266

simulations are based on the finite-element time-domain method.267

We consider a time-varying metasurface composed of a square lattice of dispersive spheres268

embedded in free space [see Fig. 1(a)]. We make use of the Lorentz oscillator model of Eq. (4),269

and in what follows, for generality, we will consider the resonance frequency 𝜔𝑛 as a free270

parameter with respect to which we define all the relevant quantities. Specifically, the damping271

parameter 𝛾𝑛 is taken as 𝜔𝑛/8, and the electron number density 𝑁0 is set to 11𝜔2𝑛𝑚𝑒𝜀0/𝑒2.272

Furthermore, the radius of the spheres is chosen as 𝑟 = 3.77𝑐0/𝜔𝑛, and the spatial periodicity in273

both 𝑥 and 𝑦 directions is chosen as |R1 | = |R2 | = 5𝑟 . Moreover, the frequency of the modulation274

Christian Knieling



Fig. 3. Comparison between analytically and numerically obtained near field signals, at
point P (transmission): a) in the frequency domain and b) in the time domain; and at
point Q (reflection): c) in the frequency domain and d) in the time domain. The light
green shaded region represents the frequency (time) interval where 99% of the energy
of the incident pulse resides in the frequency (time) domain. All specific details on the
scattering setting are described in the main text.

of the electron number density is set to 𝜔m = 0.1𝜔𝑛, while its strength is taken as 𝑀s = 0.9 [see275

Eq. (3)]. Next, we set the incident field to be a Gaussian pulse of an x̂-polarized PW given by276

Einc (r, 𝑡) = 𝐸0 𝑒
− (𝑡−𝑡0−𝑧/𝑐0 )2

2𝑇20 cos[𝜔0 (𝑡 − 𝑡0 − 𝑧/𝑐0)]x̂, (26)

where 𝐸0 = 1 V/m, 𝑇0 = 2.9 × 2𝜋/𝜔𝑛, 𝜔0 = 0.31𝜔𝑛 , 𝑡0 = 8𝑇0, and 𝑐0 is the speed of light in277

free space. We provide in the supplementary material the incident amplitudes that expand such278

excitation in the Cartesian basis, which we use to calculate the input vector in our algorithm.279

To set up these simulations in the full-wave reference solver, we exploit the mirror symmetries280

of our system about the 𝑥𝑧- and 𝑦𝑧-planes [see Fig. 1(a)] to reduce the simulation domain.281

We appropriately use perfect electric conductor (PEC) and perfect magnetic conductor (PMC)282

boundary conditions to mimic a periodic system. The mesh size inside the sphere was taken as283

0.7𝑐0/𝜔𝑛, while in the host medium, it was taken as 1.7𝑐0/𝜔𝑛.284

We compute the near fields at two spatial points (above and below the metasurface). These285

points have coordinates P(1.25𝑟, 1.25𝑟, 1.2𝑟) and Q(1.25𝑟, 1.25𝑟,−1.2𝑟). The comparison of286

near fields is shown in Fig. 3. We observe an excellent agreement between our analytical solutions287

with the fields calculated using the full wave numerical solver. Besides the excellent accuracy, it is288

worth mentioning that the numerical full-wave solver takes around 68 hours for the computation.289

In contrast, our analytical solutions could be obtained within only 0.128 hours, using multipoles290

up to the third order and a truncation of the spectrum at 1.5𝜔𝑛. These calculations were performed291

on a computing node of a cluster.292

4. The effect of time modulation on Huygens’ metasurfaces293

Huygens’ metasurfaces form an important class of metamaterials. They offer near-zero back-294

scattering at specific spectral regions. Therefore, to highlight the opportunities of what can be295
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Fig. 4. The effect of time modulation on a Huygens’ metasurface. Plots of a) reflectivity
[ℛ 𝑗0↑M (Ω, 0)], b) transmissivity [𝒯𝑗0↑M (Ω, 0)], and c) absorptivity [𝒜𝑗0↑M (Ω, 0)] for
different modulation strengths, 𝑀s, as a function of the excitation frequency, 𝜔inc = Ω 𝑗 ,
of a normally incident, TE-polarized, PW. The modulation frequency considered is
𝜔m/𝜔𝑛 = 0.1. d) Ratio of amplitudes, and e) phase difference of magnetic and
electric dipolar contributions for the zeroth spectral diffraction order. Here, we use
the following notation 𝐴MD = 𝐴

sca, (s)
𝑗 ,1,−1,M (Ω, 0) , and 𝐴ED = 𝐴

sca, (s)
𝑗 ,1,−1,N (Ω, 0). Two

Huygens’ conditions with zero backscattering are observed at 𝜔inc/𝜔𝑛 = 0.18, 0.32 for
the case of unmodulated metasurface (denoted with the two black vertical lines). In
the lower frequency, where the response of the metasurface is mainly dipolar, the 1st
Kerker condition of |𝐴ED | = |𝐴MD |, ∠𝐴MD − ∠𝐴ED = −𝜋 is satisfied. Note that at low
excitation frequencies there exists a spectral region with negative absorptivity in (c).
The light-blue-shaded region represents the frequency interval up to which the lattice is
subwavelength concerning the wavelength of the zeroth spectral diffraction order.

explored with the present code, we study the impact of a time variation of the material properties296

on the optical response of such a Huygens’ metasurface, i.e., in essence, we discuss a time-varying297

Huygens’ metasurface.298

As in the previous section, we consider a square lattice of spherical scatterers with the same299

Lorentz dispersion model. Initially, we assume the time-invariant case (i.e., 𝑀s = 0) and find a300

specific geometry for which our metasurface shows near-zero backscattering at some spectral301

region. We consider the normal incidence of a single TE-polarized, upwards-propagating,302

monochromatic PW, whose frequency, 𝜔inc, we vary. The incident PW is the same as shown303

in Fig. 1(a). The Huygens’ condition is achieved for the radius 𝑟 = 4.27𝑐0/𝜔𝑛 and the spatial304

periodicities |R1 | = |R2 | = 11.93𝑐0/𝜔𝑛. The cyan curve in Fig. 4(a) shows the reflectivity (ℛ)305

for the time-invariant case. We observe the existence of near-zero backscattering at two spectral306

regions centered at 𝜔inc/𝜔𝑛 = 0.18 and 0.32.307

Next, we introduce the temporal modulation of the metasurface. The modulation frequency is308

fixed at 𝜔m = 0.1𝜔𝑛. We consider two different modulation strengths, 𝑀s = 0.5 and 0.9, and309

observe the change in reflectivityℛ. Note thatℛ includes contributions from all the reflected310

frequencies [see Fig. 1(a) and Eq. (23)]. We find that the near-zero backscattering gets spoiled by311
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Fig. 5. Plots of the absolute value of the elements of the S-matrix,
���Ŝ 𝑗′g′𝑑′𝑠′;(c)

𝑗0↑M (Ω, 0)
���,

that are related with the spectra of the metasurface presented in Fig. 4 for the case of
𝑀s = 0.9, as a function of the incident frequency 𝜔inc = Ω 𝑗 , (a)-(f): for reflection
(𝑑′ =↓), and (g)-(l): for transmission (𝑑′ =↑). Here, the solid curves correspond to
propagating, and the dotted curves correspond to evanescent waves. The color of the
lines denotes the different spectral diffraction orders considered. There are symmetries
between the spectra of different spatial diffraction orders induced by the symmetries of
the square lattice (see text).



the temporal modulation of the array [see Fig. 4(a)]. This is expected since the T-matrix of our312

metasurface undergoes a renormalization process that is induced by the temporal modulation313

[see Fig. 2(b) and (d)]. As expected, we observe a stronger deviation in the reflected spectra314

with increasing modulation strength. In fact, we observe a blue shift in the resonances of ℛ.315

These observations also hold for 𝒯 [see Fig. 4(b)]. These effects are mainly observed in the316

subwavelength regime, where the material losses of the Lorentz dispersion model are low.317

To explain these observations, we look at the electric (ED) and magnetic dipolar (MD)318

contributions to the scattered field. For simplicity, we only show the plots of the multipolar319

spectra for the zeroth spectral diffraction order, i.e., for 𝜔 𝑗′ = 𝜔 𝑗 = 𝜔inc. However, as we320

will see later, a significant spectral coupling is also happening to other spectral diffraction321

orders. We plot in Figs. 4(d) and (e) the amplitude ratios and the phase differences of these322

multipolar contributions. We denote them as 𝐴MD = 𝐴
sca, (s)
𝑗 ,1,−1,M (Ω, 0) and 𝐴ED = 𝐴

sca, (s)
𝑗 ,1,−1,N (Ω, 0),323

respectively. It is well known that to achieve the Huygens’ condition (1st Kerker condition) for324

a metasurface operating in the dipolar regime (i.e., with optically small scatterers), we need325

|𝐴MD |/|𝐴ED | = 1 and ∠𝐴MD − ∠𝐴ED = −𝜋 (see supplementary material of [52] and [50]). We326

observe that those two conditions are simultaneously satisfied at the expected frequency of the first327

Huygens’ condition for the time-invariant case. They seem not to be satisfied for the case of the328

second Huygens’ condition at the larger frequency, but this is just because the metasurface ceases329

to be purely dipolar in that spectral region and, hence, an other, generalized Kerker condition330

applies [61]. Indeed, the multipolar conditions for zero-backscattering are still satisfied for that331

case if we consider all the multipolar contributions. As expected, the temporal modulation of the332

metasurface alters the multipolar content of the radiating fields in amplitude and phase, spoiling333

the Huygens’ condition and destroying the zero-backscattering effect.334

It is important to note that for the time-modulated metasurface, satisfying the Huygens’335

condition only at the zeroth spectral diffraction order is insufficient to achieve zero reflection.336

The reason for this is the existence of finite contributions to the reflected energy from other337

spectral diffraction orders [see Fig. 1(a) and Eq. (23)]. In Fig. 5, we analyze the contributions of338

the different PWs that take part in the spectra of the observables previously discussed in Fig. 4,339

for the particular case of 𝑀s = 0.9. There, the complexity of the optical system of a time-varying340

metasurface can be appreciated in view of its S-matrix. In Fig. 5, for simplicity, we only show341

the absolute values of the S-matrix elements associated with up to the first spectral and spatial342

diffraction orders. Higher spatiotemporal orders have vanishing contributions to the reflected343

and transmitted fields. Note that the metasurface has mirror symmetries about the 𝑥𝑦-, 𝑥𝑧-, and344

𝑦𝑧-planes. Those mirror symmetries of the metasurface introduce symmetries between elements345

of the S-matrix that correspond to symmetric spatial diffraction orders. Therefore, we omit to346

plot the spectra of those symmetric spatial diffraction orders. See the supplementary material347

for more details about the effect of the above mentioned mirror symmetries of the system on its348

S-matrix. For example, such a symmetry analysis predicts that, upon normal incidence, due to349

the symmetries of the system concerning the 𝑥𝑧- and 𝑦𝑧- planes, there cannot be reflection or350

transmission in the zeroth spatial diffraction order of the opposite polarization compared to that351

of the excitation. We can also observe this symmetry selection rule in the spectra in Figs. 5(d)352

and (j). We can observe in Figs. 5(a) and (g) the rather significant contributions toℛ and𝒯 from353

the non-zero spectral diffraction orders ( 𝑗 ′ = 𝑗 ± 1) in the zeroth spatial diffraction order (g′
00).354

This spectral coupling effect primarily spoils the Huygens’ condition in the time-varying case.355

Also note the solid blue lines in the second column of Fig. 5 extending into the light-blue-shaded356

spectral region in Fig. 4. As expected, this signifies the presence of propagating spatial diffraction357

orders for the first blue shifted spectral diffraction order ( 𝑗 ′ = 𝑗 + 1) in the subwavelength spectral358

region of the time-invariant metasurface. Therefore, time modulation allows the scattered field to359

get coupled to the spatial diffraction orders even though the metasurface is sub-wavelength for360

the incident field.361
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Last but not least, another important feature to be noted is the onset of negative absorption for the362

time-modulated case [see Fig.4(c)]. According to Noether’s theorem, time-invariance symmetry363

is responsible for energy conservation within a system. Therefore, in time-modulated media, the364

photons can exchange energy with the externally modulated matter. This explains the observation365

of negative absorption in our spatiotemporal metasurface. In fact, we can adequately adjust the366

parameters of such time-varying systems to observe parametric amplification effects [52].367

5. Conclusions368

We have presented an approach to semi-analytically compute the scattering response of a369

spatiotemporal metasurface. We started with the dynamics of a time-varying bulk media370

having Lorentzian dispersion. Then, we constructed the effective T-matrix of a spatiotemporal371

metasurface using the T-matrix of a time-varying sphere. We emphasize that our developed372

multiple-scattering theoretical framework is quite general and does not depend on the shape373

of the constituent scattering object. Then, we verified our theory against full-wave numerical374

simulations, demonstrating an excellent agreement. Finally, we studied the effect of time375

modulation on Huygens’ metasurfaces and explained it in terms of spatiotemporal diffraction376

orders.377

As a next step, our multiple scattering approach can be extended to the 3D metamaterials378

to study the complex band structure of such four-dimensional (4D) spatiotemporal crystals.379

Moreover, using our semi-analytical formalism, it is interesting to study parametric amplification380

effects in such spatiotemporal metasurfaces. Finally, another exciting extension of the current381

research can be the study of homogenization techniques in spatiotemporal metamaterials.382
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