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Abstract: The number of video cameras in public places increases due to different reasons such as
detecting dangers (e.g., thefts, robberies, terrorist attacks) and security breaches in crowds. The appli-
cation of video surveillance systems is sometimes evaluated ambivalently; therefore, the presented
study focuses on factors influencing the acceptance of a privacy-friendly, smart video surveillance
system. Overall, 216 persons aged between 18 and 81 years participated in an online survey. In terms
of the perceived usefulness, there are significant interactions of public spaces × gender and public
spaces × time of day. In addition, the assessment of different privacy levels of a video surveillance
system differ significantly in terms of perceived risk. Interestingly, men rate the risk concerning
their own privacy significantly higher than women do. Participants rate the presented system as
fairly useful and slightly risky for their own privacy. The findings of the presented exploratory study
provide insight into how people perceive smart video surveillance. These findings have the potential
to support the conditions of the use of smart video surveillance systems and to address the possibly
affected individuals.

Keywords: smart video surveillance; intelligent video surveillance; machine learning; human pose
estimation; privacy protection; online survey; exploratory study; time of day; public areas; gender;
perceived privacy risk

1. Introduction

In the past, the number of video cameras in public places increased due to reasons
such as detecting dangers and security breaches in crowds [1–3]. Especially terror attacks,
such as those that occurred in Hanau (Germany) and Metz (France) in 2020 [4], pose a huge
threat to the safety and security of people. Therefore, it is important to be able to assess
risky situations at large events directly when they occur [2]. However, this also brings
challenges with it, as the amount of data is continuously increasing and a manual analysis
of the image material requires a lot of effort.

In a study about crime anxiety, 70% of 3023 people mentioned that they perceived
the duty of state authorities to take action against crime [5]. Among other steps, they
therefore supported conventional video surveillance. For this reason, a smart solution, i.e.,
driven by machine learning methods and other algorithms, for the evaluation of the data is
necessary [2]. Such technically advanced systems might confront people with their fear of
artificial intelligence. Therefore, such algorithms should respect the acceptance and privacy
of the population [6]. The results of a study on video surveillance showed that 40% of about
1000 European civilians perceived video surveillance as an invasion of their privacy [7].

When developing smart monitoring systems, the factors influencing acceptance such
as usefulness, risks [6] and privacy [8] should be determined. In this way, the acceptance of
these systems can be achieved by adapting it to the fears and doubts of those affected and
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not vice versa. Possible ways to address this issue could be to censor, pixelate or to ensure
an increased level of data-privacy by omitting information that allows the identification of
people [9–11].

In the presented study, we focus on the third solution. It can be seen as an exemplary
system for smart video surveillance that does not analyze faces [2,12,13]. Such solutions
are typically designed to detect and evaluate abnormalities and salience. The focus is on
movement and motion patterns by looking at the position of the body and its limbs. For
this purpose, the algorithm of this system creates a digital skeleton of the human body. This
type of smart video surveillance is examined in this paper with regard to its acceptance. For
this reason, the Technology Acceptance Model for Video Surveillance (TAM-VS) proposed
by Krempel and Beyerer [6,14] was mainly applied in the presented study. In the TAM-VS,
the perceived usefulness and the risk of misuse were identified as factors influencing the
acceptance (see Section 1.3).

1.1. Smart Video Surveillance Using Digital Skeletons

Conventional video surveillance is a topic that is already present in many cities. With
the increasing number of installed video cameras [1], retaining an overview of data becomes
increasingly difficult. At this point, smart video surveillance receives more attention, espe-
cially as assisting systems for video operators. In recent years, many technological advances
have resulted in interesting application possibilities for smart video surveillance systems.
Security services already started to rely on unmanned aerial vehicles (UAV) for short-term
use cases such as recon flights at disaster scenarios, which opens up new possibilities, as
initial work has already demonstrated their suitability for the detection and localization
of persons and objects [15–17]. The use of facial recognition for tracking or recognition in
classical video surveillance setups has also experienced significant improvement in the
past [18–20] as well as attribute-based person re-identification [21,22]. Even the field of ac-
tion recognition has also seen a variety of methods emerge in the near past, promising ever
better accuracies and real-time processing, which is essential for serious applications [23,24].
The aforementioned aspects appear to be solutions for existing problems, such as the de-
tection of salient behaving or hurt pedestrians, but the use of such methods is restricted
by tough standards, especially in Europe or other Western countries. The General Data
Protection Regulation (GDPR) [25] is a regulation in EU law on data protection and privacy
in the European Union (EU) and the European Economic Area (EEA), which strongly limits
the application of existing methods for smart video surveillance systems. In addition, the
Regulation (EU) 2019/947 [26] restricts and regulates the application of UAVs for civil and
public use in Europe [27]. Therefore, the urgent need for privacy-friendly methods and
approaches in ground-related video surveillance emerges. There are different ways to deal
with the legal limitations, such as the application of synthetic data for tracking or human
pose estimation [28–30], and the utilization of human poses for behavior analysis of pedes-
trians, meaning that the analysis of pedestrians solely relies on motion and body-structure
information. Especially the last one is an approach that has been successfully brought into
practice in a project within the German city of Mannheim [2,3,10]. The presented work
examines the factors influencing acceptance toward smart video surveillance, in particular
that of using digital skeletons for behavior analysis [2,10]. The aim of such algorithms
is to recognize crimes and atypical behaviors and movements of pedestrians (including
tripping and collapsing) based on patterns in a live transmission of the video material. The
typical setup proposed in the literature [2,12,13,31,32] shares the same structure: First, the
system determines the spatial location of limbs for all human bodies within the given scene.
This is completed either by locating the pedestrians first and then determining the position
of the limbs (top–down) or by determining the position of the limbs first (bottom–up),
and then associating them to corresponding persons. These information are then collected
over time in order to extract spatio-temporal features for the following step. The collected
information is used to create the digital skeletons, which are typically also referred to as
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human poses. The most common way to extract such skeletons is to use machine learning
methods.

This basic algorithmic approach can be included into a productive overall system,
which could look as follows: The smart video analysis is part of a video management
system (VMS), which is responsible for acquiring live video material from, e.g., IP cameras.
The image material is then forwarded to the smart subsystem, processed, and the results
are returned to the VMS. The VMS can then provide results, such as the location and the
recognized behavior, such as punching, kicking or tripping and even falling, to a human
operator. As mentioned earlier, biometric and soft biometric features are neglected and not
analyzed [2]. This includes, in particular, the face or the identity of all visible people. With
the given information and the original video material, the human operator checks whether
a real critical situation can be seen on the recordings or not. If necessary, the operator will
initiate an intervention by security staff or police officers. A particular example for such a
system is given in [2,10,33], who follow the described approach.

1.2. Technical Principles of the Smart Subsystem

The description of the general workflow of the abnormality detection software is
presented in Figure 1 [2,34]. The process is divided into three parts: The input of the neural
network represents the used image material as well as sequences of images collected by
video cameras. The first step of a general solution approach is the extraction of the posture
of several human bodies simultaneously from this image material. This step is also called
Multi-Person Pose Estimation [35,36] or just Human Pose Estimation [29,37]. The outputs
are keypoints of the digital skeleton (see Figure 2), which relate to various body parts such
as joints or some relevant body parts such as eyes or nose. That way, the resulting skeleton
correlates with the posture of the corresponding human being, i.e., its body. In the next step,
the movements of the body are identified by capturing the keypoints over several timesteps,
which can be completed by using optical flow estimation or other tracking algorithms. This
results in motion features.
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Figure 1. Simplified schematic block diagram showing a possible workflow in smart video surveil-
lance as an aiding system. A video management system (VMS) is responsible for the data acquisition
and provides the data to the smart subsystem. The output of the subsystem is then provided to the
VMS, which presents it to the human operator. The human operator then takes these results and
decides whether to perform additional steps (e.g. send a police officers to the location) or ignore
them.
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Figure 1. Simplified schematic block diagram showing a possible workflow in smart video surveil-
lance as an aiding system. A video management system (VMS) is responsible for the data acquisition
and provides the data to the smart subsystem. The output of the subsystem is then provided to the
VMS, which presents it to the human operator. The human operator then takes these results and
decides whether to perform additional steps (e.g., send a police officer to the location) or ignore them.

Based on this extracted motion information, a neural network is used to determine
whether an abnormality is present or not. The achieved output of the generally represented
procedure is an anomaly feature. The exact kind of feature depends on the chosen algorithm
and can range from heatmaps [2] to classified bounding boxes [12,13,31,32].
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Figure 2. Exemplary skeleton sequence visualizing the movement of a person in five timesteps. The
length of the sequence depends on the chosen algorithm. Each timestep consists of 15 keypoints,
which again is just exemplary and depends on the chosen pose model. However, the basic shape of a
person is recognizable. The figure is based on [19].
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Figure 2. Exemplary skeleton sequence visualizing the movement of a person in five timesteps. The
length of the sequence depends on the chosen algorithm. Each timestep consists of 15 keypoints,
which again is just exemplary and depends on the chosen pose model. However, the basic shape of a
person is recognizable.

1.3. Acceptance Model

The Technology Acceptance Model for Video Surveillance (TAM-VS) by Krempel and
Beyerer [6,14] is a reinterpretation of Davis’ [38] TAM model and focuses on video-based
surveillance. TAM-VS [6,14] shows that the acceptance of such systems is influenced by
the perceived usefulness and the emotional attitude toward an unknown technology. This
feeling-based attitude is influenced by the risk of misuse posed by the application of video
surveillance. Furthermore, the acceptance model used for the ubiquitous computing model
mentions usage risk as a factor influencing acceptance [39]. The risk of abuse or usage
risks was adapted for the present study as perceived privacy risk. Moreover, the presented
research focuses on the direct influence of perceived usefulness on acceptance from the
TAM-VS [6,14].

1.4. Perceived Usefulness

The perceived usefulness reflects the extent to which an increase in security through
smart video surveillance is considered to be purposeful [6]. Video surveillance is usually
an invasion of privacy. However, this invasion of privacy becomes acceptable for the
affected people if the importance of the objective outweighs the invasion. There is almost
no information on existing systems that work in the presented way despite a German
project [10,40], although there are many cities all over the world using video surveillance
and even smart systems, as presented in [1].

The authorities report that the use of smart video surveillance at different public areas
in Mannheim produces different effects on crime frequencies [3]. Earlier, Hölscher [41]
investigated various public areas, concerning their perception of usefulness using video
surveillance. Therefore, the author chose areas such as train stations, playgrounds, parks,
workplaces and residential areas for his study. In these public areas, the rated usefulness
of traditional video surveillance differs descriptively. Klauser [42] asked participants
whether they felt disturbed by conventional video surveillance or not. Related to this, he
examined, e.g., residential areas, department stores and parks as well as the entrances of
shops. Additionally, there was already an investigation by Kudlacek [43] regarding the
acceptance of smart video surveillance in airports.

Furthermore, a study by Forster et al. [44] report an increase of the perception of
security through video surveillance at large events as well as within crowds. Moreover,
a descriptive difference between daytime hours in public areas such as train stations was
also discovered [5].

In addition, a longitudinal study found a difference in approval of conventional
video surveillance for different genders [45,46]. They indicate that men are generally more
skeptical about video surveillance than women. In addition, Klauser [42] reports that
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women show a stronger acceptance of video surveillance compared to men. However,
previous studies regarding attitudes toward video surveillance systems have not dealt with
interactions of different variables such as gender, public areas or the time of day when the
different places or public areas are visited. Therefore, there is still uncertainly regarding
whether such effects of interactions do exist and to what extend they are able to influence
the perceived usefulness of video surveillance systems. Consequently, this will be explored
in the presented study.

1.5. Perceived Privacy Risk

As mentioned previously, 40% of about 1000 people in a European study by Hempel
and Töpfer [7], perceive video surveillance as a violation of their own privacy. In
Klauser’s [42] study, 21% perceive such a security measure as a threat to privacy. Fur-
thermore, there seems to be a difference between genders [42,45,46].

In Hempel and Töpfer’s [7] study, more than 50% of the 1,000 respondents reported
that a conventional video surveillance system could be misused. Consideration of privacy
in the architecture of a technical system represents a basic principle [47]. In this context,
the right of privacy should be preserved by submitting the data that can be traced back
to an individual to a protection mechanism. There are also other research approaches
for the development of privacy-compliant smart video surveillance than the analysis of
digital skeletons [10,48]: for example, the possibility to identify crime weapons by such a
smart system. Accordingly, the video material is analyzed only with regard to such objects.
Video analysis based on the censoring of biometric features (e.g., faces) is also interesting
for acceptance research [9,11]. Moreover, there are person-based smart video surveillance
systems that analyze biometric features and can thus draw conclusions about the observed
person [49]. Currently, the perceived privacy risk has not been assessed in terms of different
privacy levels of smart video surveillance. Furthermore, as previously described for the
acceptance and perceived usefulness of video surveillance systems, it also appears for the
perceived privacy risk that interactions of different variables and their impact have not
been considered in the literature to date. Therefore, this should also be emphasized in the
presented study.

1.6. Aim of the Study

Based on the previously obtained findings, this study examines the following research
questions: (1) Are there differences between gender, public areas, and the time of day
when visiting certain public areas regarding the perceived usefulness of the smart video
surveillance system? (2) Are there gender differences for different privacy levels of smart
video surveillance, regarding the perceived privacy risk?

2. Method
2.1. Participants

In total, 217 people have participated of which 117 were men and 99 were women.
Only a single non-binary person took part. Due to data protection reasons, this person
was not included in the final sample (N = 216). The age of the participants ranged from
18 up to 81 years (M = 35.65, SD = 13.60). Overall, 212 participants were German, or
if they had more than one nationality, they reported that they felt that they belonged
to the German nationality. Regarding education, 3% of the participants had a middle
school degree, 7% of the participants had completed an apprenticeship, and 27% of the
participants reported an A-level or a specialized A-level as their highest degree. More
than 50% of the participants reported that they had an academic education; of these,
21% of the participants had a bachelor’s degree, 28% of them had a master’s degree
or a diploma, 11% had a doctorate, and 3% had another degree (five of them a state
exam). Women and men are equally distributed with respect to their highest level of
education, χ2(6, N = 216) = 12.34, ρ = 0.055. Significantly more men paid attention to
whether video cameras were installed in their everyday environment than women did,
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χ2(1, N = 216) = 10.09, ρ = 0.001. Sixteen percent of the participants described themselves
as crime victims. Women and men did not differ significantly with respect to their past of
victimization experience, χ2(1, N = 216) = 0.29, ρ = 0.865.

Concern about becoming a victim of crime in the future is not equally distributed across
gender, t(180.51) = 5.43, ρ ≤ 0.0001. The fear of becoming a victim of crime was rated sig-
nificantly higher by women (M = 2.83, SD = 0.78) than by men (M = 2.31, SD = 0.59).
In addition, the participants were asked to what extent they trusted that the government
could manage potential privacy risks arising from smart video surveillance of digital
skeletons. Men reported significantly less trust in government (M = 2.68, SD = 1.06)
than women (M = 3.16, SD = 0.99), t(214) = 3.42, ρ = 0.001. Furthermore, women
(M = 3.62, SD = 0.90) rated themselves as significantly less tech-savvy (excitement for
new systems and functions, cf. [50]) than men (M = 4.15, SD = 0.77), t(193.87) = −4.60,
ρ ≤ 0.0001. On average, the participants’ affinity for technology was rated fairly high
(M = 3.90, SD = 0.87). Participants could answer on a 5-point scale from not at all (1) to
exceptionally (5).

About 18% of the sample participants reported spending most of their time in rural
areas (less than 5000 inhabitants), 12% in small towns (5000 inhabitants and more), 34% in
medium-sized cities (10,000 inhabitants and more), 28% in large cities (100,000 inhabitants
and more), and 8% of the participants in a metropolitan area (1,000,000 inhabitants and
more). In order to connect to the usual privacy extent of the participants, household
size was also surveyed. On average, participants reported living in a household with
about two to three other people (M = 2.64, SD = 1.23), one to two of whom are children
(M = 1.42, SD = 0.81). All participants provided their informed consent at the beginning
of the online study. The study was approved by the ethics committee of the Furtwangen
University.

2.2. Materials and Procedure

The exploratory study (repeated measurement design) was conducted using an online
survey. On average, the participants needed about 19 min to complete the questionnaire.
First, the participants were informed about the study and provided their informed consent.
Subsequently, the subjects received an introduction to the smart video surveillance system,
whereby no technical knowledge was required to answer the questions. Overall, the ques-
tionnaire consisted of three parts: the assessment of usefulness of smart video surveillance
using digital skeletons, questions recording the perceived privacy risk of the system, as well
as the perceived safety. After that, the participants were asked about socio-demographic
information. Finally, there was a farewell.

The following independent variables (IVs) are used. IV1: gender (male, female), as
well as the repeated measures IV2: time of day (day, night), IV3: public area (see Table 1)
and IV4: data privacy levels of a smart video surveillance system (exclusive analysis of
body movements using digital skeleton, exclusive analysis of possible crime weapons,
analysis of video recordings, but censoring of biometric features (e.g., faces), exclusive
analysis of biometric features (e.g., facial recognition)).

Table 1. Overview of public areas and their acronyms. The entries are shown column-wise in
alphabetical order.

(AP) Amusement Parks (LE) Large Events (SM) Shopping Malls

(AR) Airports (LS) Low-Traffic Sidewalks (SS) Shopping Streets

(AS) Areas Surrounding
Schools (PG) Parking Garages (TS) Train Stations

(AW) Areas Surrounding
Workplace (PL) Parking Lots

(CS) City Squares (PLG) Playgrounds
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The dependent variables (DVs) are described as follows. DV1: perceived usefulness.
Participants indicated the extent to which they would perceive the smart video surveillance
useful, using a 5-point scale ranging from not at all useful (1) to exceptionally useful (5).
DV2: perceived privacy risk. The following scenario was described to the participants and
rated for different data privacy levels (see IV4) with a 5-point scale, ranging from not at all
risky (1) to exceptionally risky (5): The evaluated method (see IV4) detected a crime. Based
on this suspicion, police officers shall be sent to the crime scene. Therefor, the data are only
accessible at the time of video recording and are analyzed in real time.

2.3. Statistical Analyses

The software IBM SPSS Statistics was used for the statistical analysis. As statistical
procedure, t-tests, 2 × 2 × 13 and 2 × 4 ANOVA (analysis of variance) with repeated
measures were used. The evaluation was based on a significance level of 5%.

3. Results
3.1. Perceived Usefulness

To answer the first research question if gender differences, differences between public
areas and the time of day regarding perceived usefulness of the smart video surveillance
system could be shown, and an ANOVA with repeated measures was analyzed. The results
are shown in Table 2.

Table 2. Results of ANOVA with repeated measures.

F d f d ferror p η2
part

Public area × time of day 47.03 7.79 1666.25 ≤0.0001 0.180
Public area × gender 2.67 12 2568 0.001 0.012
Public area 110.83 7.63 1631.83 ≤0.0001 0.341
Time of day 5.73 1 214 0.018 0.026
Gender 18.46 1 214 ≤0.0001 0.079

Note: If sphericity is not assumed, the correction by Greenhouse–Geisser is applied.

The following Figure 3 shows the significant interaction public area × time of day.
The results of the post hoc analyses (Bonferroni) are presented in Figure 3, as well as in
Table 3. The subsequent Figure 4 displays the significant interaction public area × gender.
The results of the post hoc analyses (Bonferroni) are represented in Figure 4 and Table 4.
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Table 3. Results of interaction public area × time of day.

PL PG AW AS AP CS PLG TS AR SS SM ME
LS 3 3 3 3 1 2 2 3 3 2 1
PL 3 3 2 2 3 3 3 2 3 3 2
PG 3 3 3 3 3 3 3 3
AW 1 3 1 1 3 3 3 1 3
AS 2 1 1 3 2 2 1 2
AP 3 3 3 3 3 1
CS 2 3 3 3 3
PLG 3 3 2 3
TS 3 3 3 3
AR 3 3
SS 2 3
SM 3

Note: Only significant (ρ ≤ 0.05) results are presented for each group by mapping the following numbers: (1) only
day, (2) only night, (3) both groups day and night.
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Figure 4. Interaction public area × gender. Note: Significant results are marked with asterisks (*),
ρ ≤ 0.05. Standard error of means are represented.

Table 4. Results of interaction public area × gender.

PL PG AW AS AP CS PLG TS AR SS SM ME
LS 3 3 3 1 3 1 3 3
PL 3 3 3 1 3 3 3 3 3
PG 3 3 3 3 3 2 3 3
AW 3 2 2 3 3 3 1 3
AS 3 2 3 3 1 2 3
AP 3 3 3 3
CS 2 3 3 3 1 3
PLG 3 3 1 2 3
TS 3 3 3 3
AR 3 3
SS 3 3
SM 3

Note: Only significant (ρ ≤ 0.05) results are presented for each group by mapping the following numbers: (1) only
men, (2) only women, (3) both groups men and women.

3.2. Perceived Privacy Risk

An ANOVA with repeated measures was conducted to answer the second research
question. This aimed to determine whether there are differences between gender and
privacy levels of smart video surveillance systems in terms of perceived privacy risk.
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The results show a significant effect of privacy levels of a smart video surveillance
system, FGG(2.58, 551.48) = 216.17, ρ ≤ 0.0001, η2

part = 0.503 (see Figure 5). No significant
interaction gender × privacy levels can be shown, F(3, 642) = 2.29, ρ = 0.077, η2

part = 0.011.
Furthermore, a significant effect of gender can be shown, F(1, 214) = 11.19, ρ = 0.001,
η2

part = 0.050. According to the results of post hoc analyses (Bonferroni) the perceived
privacy risk of the exclusive analysis of body movements using digital skeletons and of
the exclusive analysis of possible crime weapons are estimated to be significantly lower
than the perceived privacy risk of the analysis of biometric features (both: ρ ≤ 0.0001).
The privacy risks of the exclusive analysis of body movements using digital skeletons
and the exclusive analysis of possible crime weapons are also perceived to be significantly
lower than that of the analysis of video recordings but censoring of biometric features
(both: ρ ≤ 0.0001). Furthermore, the analysis of video recordings but censoring of
biometric features is assessed to be significantly less risky than the analysis of biometric
features (ρ ≤ 0.0001). Other pairwise comparisons do not reach the level of significance
of 5%. Additionally, women perceive the risk to their own privacy as significantly lower
(M = 3.45, SD = 0.88) than men (M = 3.05, SD = 0.81).
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Figure 5. Privacy levels and perceived privacy risk. Note: Significant results are marked with
asterisks (*), ρ ≤ 0.05. Standard error of means are represented.

4. Discussion

The results of the first research question showed that there were significant gender
differences as well as differences between public areas and the time of day in terms of
perceived usefulness of smart video surveillance using digital skeletons. Furthermore,
there were significant interactions for public area × time of day and public area × gender.
The presented results of the second research question showed that different privacy levels
of smart video surveillance differed significantly regarding the perceived privacy risk. In
addition, a significant effect of gender was shown in terms of the perceived privacy risk.

The interactions public area × time of day and public area × gender were new results
shown in the presented study. It can be mentioned that previous discoveries are essentially
consistent with the presented results, such as the significant main effects. The perceived
usefulness of the surveillance system for different public areas changed depending on
the time of day. The controversial effect of time of day in the different public areas could
be due to core opening or visiting hours (see Figure 3 and Table 3). For example, for the
areas surrounding schools, amusement parks, as well as shopping malls, the usefulness
was rated significantly lower at night than during the day. A possible explanation for
this could be that these public areas are either not accessible at night or are not frequently
visited at night by those potentially affected. Accordingly, the use of the system in these
areas would not be appropriate. Therefore, the smart video surveillance appears to have a
lower perceived usefulness at these locations at night than during the day. Krempels’ [6]
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suggestion that perceived usefulness has the purpose to increase the security of those that
are potentially affected by the system can therefore be confirmed. Roose’s [5] results from
2021, regarding the sense of safety in relation to public areas and time of day, are congruent
with our results. In terms of feelings of safety, there were descriptive differences between
areas and time of day (stops were rated most unsafe at night). In the presented study, the
public areas where the usefulness of smart video surveillance was perceived to be high
were also areas with less public traffic. This is consistent with the result of Forster et al. [44]
that the feeling of safety can be increased in deserted, public areas. This includes areas
where people are more likely to be alone.

With regard to the interaction public area × gender, it seems that women perceived
smart video surveillance more useful in public areas where people are only occasionally
present (see Figure 4 and Table 4). Men, on the other hand, apparently rated the usefulness
of this digital skeleton surveillance higher in places associated with many people. For
example, women rated the system’s usefulness in parking lots and areas surrounding
schools significantly higher than in shopping malls. Contrary to the assumption that
women rate the usefulness of the system higher in less visited areas compared with more
visited areas is, they perceived it to be significantly more useful, for example, in city squares
than in playgrounds and areas surrounding schools. Men, in turn, perceived smart video
surveillance using digital skeletons significantly more useful on shopping streets than
in playgrounds and areas surrounding schools. Therefore, it seems that the higher the
crowdedness in a certain area, the higher men rated the usefulness of the system. One
possible explanation for why women would perceive smart video surveillance as more
useful in less busy public areas could be that they may associate these locations with a
higher incidence of crime against women or children. On the other hand, one reason
why men would perceive video surveillance as more useful in busy public areas could
be that group-based harassment, theft or fights are possibly considered as more likely to
occur in these places. For example, in big cities on weekends, it could happen that groups
of drunk people are hanging out on shopping streets or in city squares. This potential
explanation would also be an interesting approach for future research. The discovery of
the significant interactions opens a deeper understanding of how people perceive a smart
video surveillance system in different public areas. With this understanding, the use of
smart video surveillance could be adapted in a targeted manner, especially after further
research of these interactions. An example for a targeted adaption of the system is to deploy
the system in certain low-traffic as well as high-traffic public areas. In addition, education
about its use in low-traffic public areas could be designed to be appealing to women, and
in high-traffic public areas, the information could be designed to be appealing to men.

As already mentioned, it was shown that the effects of public areas and gender were
also significant, regarding perceived usefulness. The context dependence of the acceptance
of the use of conventional video surveillance reported by Klauser [42] is consistent with
the results of the presented study that the usefulness of the smart video surveillance is
perceived differently in different public areas. This also supports the results of Hölscher [41],
which showed that the usefulness of video surveillance is reported higher in train stations
and playgrounds than in parks and workplaces. The significant effect of gender in the
presented study indicates that women generally perceived the usefulness to be higher
than men did. This finding is also consistent with previous research in which females are
more supportive of conventional video surveillance systems than males [42,45,46]. One
possible explanation for this result could be that women also rate fear of crime in the future
significantly higher than men (see Section 2.1). As mentioned above, the results of this
study could be used for educational purposes. For example, certain information could be
explicitly addressed to women. In the best case, this would make them feel more safe in
public places.

The results of the perceived privacy risk of different privacy levels showed interesting
effects. The assessment of privacy risk regarding the analysis of digital skeletons did not
differ significantly from the perceived risk of analyzing crime weapons. Both were classified
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from the participants as slightly risky. In addition, both showed significant differences
in perceived privacy risk compared to the analysis of biometric features and to analysis
that censored them. These results support the work of Krempel [6]. He argued that smart
video surveillance provides a selective surveillance capability that limits privacy invasion.
Within the presented study, men perceived the risk to their own privacy significantly
higher than women, regardless of the privacy levels, which is consistent with previous
findings [42,45,46]. These previous studies showed that men are generally more critical
of video surveillance and more often express concerns related to their own privacy. The
fact that men in this sample showed significantly lower trust in the government to avoid
potential privacy risks than women could be a possible factor for this result (see Section 2.1).
Interestingly, regarding the perceived privacy risk, no significant interaction gender x
privacy levels can be shown. In addition, more men in the study sample paid attention to
installed cameras in their environment. The fact that men were significantly more attentive
to surveillance cameras could be interpreted in a way that they were more aware of them
because of the higher perceived risk compared to women. Moreover, it should be noted
that the variable affinity for technology is not distributed equally by gender. Maybe this
could be seen as one explanation for gender differences regarding the perceived privacy
risk. Men were significantly more tech-savvy than women. It is possible that they are thus
accustomed to viewing the privacy risk more critically, e.g., regarding data access. Overall,
this discovery could enrich educational efforts by addressing potential privacy risks and
prevention measures. Because men perceive this risk to be higher, educational outreach
could be designed and placed for men.

For further research, it would be interesting to investigate why there is a gender
difference but no interaction with privacy levels. Furthermore, it should be investigated
whether a correlation between affinity for technology or trust in (new) technologies and
perceived privacy risk can be shown. It would also be interesting for further research to
investigate whether the influence of time of day could be interpreted in more detail by
measuring the public areas separately according to the times of visit. In addition, maybe
more accurate conclusions about the effect of time of day could be made if a division were
made not only by day and night but also by evening. Furthermore, other public areas
such as green parks should be considered in future research. There is also the question
for further analyses regarding if or to what extent age has an impact on the perceived
usefulness of the system. Klauser [42] previously reported an effect of age with respect
to advocacy of conventional video surveillance. In addition, another interesting research
approach would be to compare multiple methods of smart video surveillance in terms of
perception, not just perceived privacy risk.

Limitations

The study has some limitations. First, the sample studied was on average quite tech-
savvy, and over 50% had an academic degree, so the sample may not represent the entire
range of the population. Regarding the results concerning the public areas and the privacy
levels, it should be taken into account that the participants did not assess the usefulness of
the system in randomized order for the different public areas. Therefore, the answers might
have been given in proportion to each other. Further research is needed to investigate
whether this affects the perceived usefulness or privacy risk of smart video surveillance
using digital skeletons. In addition, the participants did not experience the smart video
surveillance directly but rather evaluated it as part of an online study.

5. Conclusions

The presented study examined two research questions. The first research question
investigated whether there are differences between genders, public areas or time of day
with regard to the perceived usefulness of smart video surveillance using digital skeletons.
The second one investigated whether there are differences between genders and different
privacy levels in terms of perceived privacy risk. Examining the first research question
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showed the effects of gender, time of day and public areas. Furthermore, the interactions
public area × time of day and public area × gender were also significant. Regarding the
second research question, the effects of gender and privacy levels were shown. Previous
research has only reported differences for the perceived acceptance or usefulness of video
surveillance, regarding gender [45,46], times of day [5] or different areas [41]. The results of
the presented study confirmed these effects; furthermore, they showed that the interactions
public area × time of day and public area × gender were also significant in terms of
perceived usefulness of smart video surveillance using digital skeletons. One interpretation
for the first interaction could be seen in the common visiting hours of the analyzed areas.
Perceived usefulness decreased at night in public areas which are not normally visited at
night. A possible explanation of the second interaction could be that women perceived the
investigated surveillance to be more useful in low-traffic places and men in high-traffic
places. As mentioned earlier, this is the first time these interactions have been studied
and found to be significant, so there is no previous literature to interpret them. Thus,
further research is needed to provide more accurate conclusions about them. Overall, smart
video surveillance of the digital skeletons can be seen as a promising solution for increasing
security while reducing privacy risk. Based on the presented results, it is possible to provide
targeted education on potential applications of surveillance. Furthermore, these results can
help to better understand the factors influencing the acceptance of smart video surveillance.
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