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Abstract. Bitcoin is based on a P2P network of which only a few quan-
tities are publicly known. While the number of peers that disseminate
transactions and blocks is relevant for the robustness of the network,
only the number of reachable peers is so far being measured. However,
there exists an unknown number of unreachable peers in the network,
that is, peers that do not accept incoming connections but typically also
disseminate transactions and blocks. We propose the Passive Announce-
ment Listening (PAL) method that gives an estimate of the number of
unreachable peers by observing peer announcements in addr messages.
We use the PAL method to analyze data from a long-term measurement
of the Bitcoin P2P network from 2015 to 2022. The PAL estimate shows
that since 2018 the number of unreachable peers is at least three times
higher than the number of reachable peers. An empirical validation in-
dicates that about 76 % of all unreachable peers announce their address
and the PAL approach finds about 94 % of these unreachable peers. Thus,
we estimate the total number of unreachable peers in May 2022 to be
around 34,000. We also report on a spam wave of addr messages that
shows that peer announcements ‘leak’ even more information than the
size of the network.

1 Introduction

Bitcoin [17] is based on a peer-to-peer (P2P) network that is used to disseminate
transactions and blocks of the blockchain. For reasons of robustness, the P2P
network should disseminate blocks quickly and transactions efficiently [8]. As
the number of peers in the network influences the dissemination of transactions
and blocks [22], the number of peers needs to be known to understand the P2P
network and to build realistic models used for the development and evaluation
of protocol mechanisms. By design, the Bitcoin protocol does not implement
a method to collect such quantities about the P2P network and, thus, these
quantities can only be estimated or inferred from observations. In 2014 and
2015, some methods to infer the topology of the P2P network based on Bitcoin
Core’s handling of peer announcements were discussed [1,13,16]. However, these
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methods showed a high complexity or were impeded by subsequent updates in
the implementation of Bitcoin Core. In this paper, we present a novel approach
based on observations of peer announcements to estimate the number of peers
that disseminate transactions and blocks.

To form the P2P network, each peer creates outgoing connections to other
peers. Not every peer, however, is able or willing to accept incoming connections,
either because a peer is behind a NAT or a firewall or because of a deliberate
policy choice. Thus, peers can be categorized into reachable peers that accept
incoming connections and unreachable peers that do not accept incoming connec-
tions [4]. Categorizing peers into reachable and unreachable peers is not trivial
because reachability depends on the vantage point. A first approach might be
to define a peer as unreachable if all other peers cannot initiate a connection to
that peer. However, a peer might accept incoming connections from one group
of peers but refuse incoming connections from other peers. Thus, one could use
the following definition: A peer p is called unreachable if the majority of other
peers cannot initiate a connection to p. While this definition clarifies the set of
unreachable peers, one cannot practically measure it. Thus, we will follow a ‘rela-
tivistic’ approach for our measurements by categorizing peers based on our given
vantage point. In [9], we further discuss the challenges of defining unreachability.

The number of unreachable peers that disseminate transactions and blocks
(disseminating peers) is relevant for the robustness of the P2P network on the
one hand because unreachable disseminating peers support dissemination just as
reachable peers but are harder to attack precisely because they are unreachable,
and on the other hand because anomalies in the number of unreachable peers can
indicate attacks on the P2P network. Some projects [24,6] continuously measure
the number of reachable peers. However, unreachable peers are harder to detect
because one cannot connect to them. One way to get an estimate of the number
of unreachable peers is to observe a fraction of unreachable peers and extrapolate
the whole number of unreachable peers, e.g., by running a reachable peer that
accepts connections from unreachable peers (see [23]). Another way is to observe
effects that are caused by unreachable peers and infer their number from these
observations.

In this paper, we follow the latter approach of ‘observing effects’ and present
the Passive Announcement Listening (PAL) method to estimate the number
of unreachable peers. This approach relies on observing peer announcements
that are propagated by peers in the network. The PAL method uses a passive
monitor node that connects to all reachable peers and waits for unsolicited addr
messages. The rationale behind the PAL method is that if the monitor receives
an address in an unsolicited addr message, one can conclude – based on how
Bitcoin Core propagates peer announcements – that less than ten minutes ago
there was a peer at this address. Because peers regularly announce their address,
collecting all unsolicitedly sent addresses during one day gives an estimate of the
set of peers having existed during this day. By filtering out reachable peers, we
obtain an estimate of the set of unreachable peers.
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Previous work has estimated the number of unreachable peers to be around
16,000 peers [19], 54,000 peers [18], 90,000 peers [1], and 155,000 peers [23].
The wide range of estimations comes not only from different measuring times
and methods but also from the fact that the number of unreachable peers at
a certain point in time differs from the number of unreachable peers measured
over a time interval. In this work, we consider the problem of estimating the
number of unreachable peers during time intervals. Using a model for churn (see
[12]), this number can be used to estimate how many unreachable peers existed
at a given point in time.

We will give an overview of related work in Section 2. In Section 3, back-
ground on the peer behavior of the most common Bitcoin implementation is
provided. Then, in Section 4, we present the PAL method and the results of
applying the method to data collected from the Bitcoin P2P network. As there
is no ground truth available, we validate our approach in Section 5 by verifying
our assumptions and by comparing the results of our approach to an observation
of a fraction of unreachable peers. In Section 6 we describe how a recent spam
wave of addr messages helped to estimate the number of neighbors of reachable
peers and to find peers with multiple addresses. We conclude in Section 7.

2 Related Work

The number of reachable peers has been analyzed by previous research [5,21]
and is continuously measured by different projects [24,6]. These projects share
the basic approach of recursively searching the network for reachable peers. As
an example, we explain the approach of Bitnodes [24] which is similar to that
of Donet et al. [5] and Park et al. [21]: The software starts with an initial set
of peers, connects to each peer and requests addresses from each peer using a
getaddr message. This message is replied to by an addr message that contains
up to 1,000 entries from the sending peer’s database of which some addresses
might be outdated and not belong to a peer anymore. On receiving the addr
message as a reply, the software tries to connect to each of the addresses in the
reply and, for each successfully opened connection, addresses are requested over
this new connection. The set of peers that a connection has been established to is
regarded as the set of reachable peers. In case a connection to an address cannot
be established, it is unknown whether there is an unreachable peer at this address
or the address is outdated and there is no peer at this address. Consequently,
this approach is not capable of measuring the number of unreachable peers.

Only few attempts have been made to estimate the number of unreachable
peers. In May 2017, Wang and Pustogarov [23] ran 102 reachable peers as probes
for seven days and logged all incoming connections and associated information.
For each peer that connected to one of the probes, they tested whether it was
reachable by trying to open a connection to that peer’s address. They observed
on average about 10,000 unique unreachable addresses in a six-hour interval and
estimate without a detailed explanation that there were at least 155,000 unreach-
able peers in each six-hour interval. Bitcoin developer Luke-Jr runs a website
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[15] that lists about 50,000 unreachable peers and 5,500 reachable peers at the
time of writing (May 2022). The methodology behind the website is not publicly
documented, but, in the absence of other reference points, we also compare our
measurements to the numbers obtained from this website. The role of unreach-
able peers in the Bitcoin P2P network has only been studied to a very limited
degree. Franzoni and Daza [7] recently showed how the robustness and efficiency
of the P2P network can be improved by giving unreachable peers a special role
in the dissemination of transactions.

3 Background on Bitcoin Peers

We refer to an implementation of a client for the Bitcoin protocol as Bitcoin
software. We define a peer as a running instance of a Bitcoin software that
is connected to at least one other running instance of a Bitcoin software. We
expect most peers to be connected to multiple peers in order to reduce chances
of being eclipsed [11]. A Bitcoin P2P network consists of peers that are directly
or indirectly connected to each other. In this paper, we consider only peers in
the Bitcoin P2P network that is referred to as the “Bitcoin mainnet” [3].

Peers are identified by their addresses. A peer can have multiple addresses (in
the most common case an IPv4 address and an IPv6 address) and multiple peers
can share an address (e.g., an IPv4 address because they are behind the same
NAT). We will make the simplifying assumption that each peer has exactly one
address. If we simply use the term address, then it refers to any type of address
being used in the Bitcoin protocol, e.g., IPv4, IPv6, or Tor address (see [14]).

In the following, we describe the protocol for peers in the Bitcoin P2P network
[2] and the behavior of Bitcoin Core, the software that is run by the majority
of peers [24]. Peers need to know the addresses of other peers to be able to
connect to them. To this end, addresses are exchanged between peers using
addr messages that contain between one and 1,000 entries. Each entry consists
of an address, a port, a timestamp, and service flags. The service flags describe
the services offered and extensions implemented by the peer running at the
address. A peer unsolicitedly sends a self announcement of its address to a
connected peer once a connection has been established and then on average
every 24 hours. The self announcement contains the announcing peer’s service
flags and the timestamp of the self announcement is set to the time of sending.
If the announced address is routable, i.e. not from an IP address range that is
reserved for private use, and the service flags contained in the self announcement
include certain required flags (the node witness flag and the node network
or node network limited flag), then the address is propagated in the network
together with the associated timestamp and service flags until the timestamp is
older than ten minutes. In Bitcoin Core, the sending of addr messages per
connection is limited to two messages per minute (on average), and addresses
received in multiple incoming addr messages might be batched in one outgoing
addr message. If an incoming addr message contains ten or fewer entries,
Bitcoin Core considers the addresses in the addr message as a batch of self
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Fig. 2. Data flow of the PAL method, validation, and previous work [23]. The sets Mt

and It are collected during measurements and the arrows show filters and operations to
derive more specific sets during the analysis. The border of each box indicates whether
the respective set contains only peers that set the flags required for address propagation
or also those peers that do not set these flags. The background colors indicate whether
the respective sets contain reachable and/or unreachable peers.

announcements originally sent unsolicitedly and, therefore, for propagation. In
the remainder of this paper, we only consider such unsolicited addr messages
that contain up to ten entries.

4 PAL Method and Results

In this section, we present the PAL method’s setup for data collection, the meth-
odology for analyzing the data and the resulting findings.

Data Collection. The monitor node [20] connects to all known reachable peers in
the network (see Fig. 1) and does not send any addr messages. The only mes-
sages the monitor sends are version messages during connection establishment
and getaddr messages. The solicited addr messages that are received in reply
to getaddr messages are ignored for the PAL method but are used to learn
about reachable peers. The monitor tries to connect to each received address
(rate-limited per address to once every six hours). The monitor logs all received
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Fig. 3. Number of addresses observed in addr messages compared to reachable ad-
dresses per day. Note that the upper part uses a different scale than the lower part.

addr messages, version messages and the time when a connection to another
peer is established or closed.

Data Analysis. We analyze the logs created by the monitor to learn the number
of peers in the network. This process is depicted in the upper part of Fig. 2.
For each day t, we collect all unsolicited addresses that were received by the
monitor (Mt in Fig. 2). We define the set At by ignoring the self announcements
of (reachable) peers, i.e. entries of an addr message that equal the address of
the sender of this addr message. The set At includes addresses of reachable and
unreachable peers that were announced on day t. To determine the set Pt of
all addresses that the monitor node was connected to on day t, we collect all
addresses that the monitor already was connected to at the beginning of day t
or a connection was established and a version message received during day t.
We consider this set Pt as the set of all reachable peers at day t. Our estimate
of the set of unreachable peers Ut for day t is Ut = At \ Pt.

Limitations. The PAL method cannot distinguish whether an unreachable peer
existed only for a short moment on a day or the whole day. Also, the addresses
and associated information in addr messages are not authenticated. Therefore,
the approach can be disturbed by flooding the network with bogus addresses.

Measurements. We applied the method to data collected from 2015 to 2022 by a
monitor node hosted in the network of KIT (AS 34878). Figure 3 shows |At|, the
number of addresses received in addr messages for each day t and the number
|Ut| of addresses that were unreachable. In each set, an address is counted only
once if it is received multiple times during t. On the majority of days in the
observation range, between 20,000 and 60,000 addresses were received in addr
messages. Most noticeably, the plot shows a high number of addresses at the
end of 2018 and in July 2021 which we will discuss later. The remaining plot
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shows that the number of addresses varied over the years and had local maxima
in December 2017 (72,000 addresses) and in February 2021 (51,000 addresses).
The number of unreachable peers |Ut| is on average about 73 % of the number
of all addresses |At|. In May 2022, the number of unreachable peers |Ut| equals
about 26,000 peers. A comparison with the number of reachable peers |Pt| shows
that since 2018 the number of unreachable peers in addr messages was about
three times the number of reachable peers and had a similar development.

The peak at the end of the year 2018 seems like many unreachable peers
joined the network within a few days. An alternative explanation would be that
bogus addresses were distributed that do not actually belong to peers. We ex-
amined the addresses that were received only during this time and did not find
any irregularities with regard to their distribution in the IP address space, au-
tonomous system, or country of autonomous system. However, for the highest
peak in March 2019, we found that this peak was caused by many IP addresses
from the same /8 subnet. As IP addresses from this subnet were only very rarely
observed before and after March 2019, we assume that this effect was caused by
unknown actions of one party that flooded the network with these IP addresses.
Examples of such actions might be the explanations we find for the recent peak
in July and August 2021 that we discuss in Section 6.

5 Validation

Reachable Peers. Validating the PAL method is difficult because we do not
have a reliable ground-truth to compare our results to. However, while the goal
of the PAL method is to find unreachable peers, it can also be used to find
reachable peers. As we know the set of reachable peers quite accurately, we can
validate whether reachable peers can be found in addr messages during each
day. Putting this into the context of Fig. 2, this means that, if the PAL method
works perfectly, we expect that set Rt equals set Pt. We evaluate this for the data
collected during the year 2020 and find that on average 95.4 % of the addresses
of reachable peers on a day were received in an addr message on the same
day (excluding self-announcements). Increasing the length of the interval t from
one day to five days increases the share of observed reachable peers to 96.1 %
while with an interval length of one hour only on average 84.9 % of the addresses
of reachable peers were received in an addr message in the same hour. This
indicates that reachable peers are consistently found by the PAL method and
that the interval length of one day is a reasonable trade-off.

Unreachable Peer. To validate our assumption that an unreachable peer is being
found by the PAL method, we permanently ran an unreachable peer from De-
cember 2020 to June 2021. The monitor received the unreachable peer’s address
on 200 of 212 days which means that on each day the probability for the peer
to be detected was 94 %.

Second Monitor. For further validation with another vantage point, we have
run a second monitor node since 2019. The second monitor node is set up as
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described above for the first monitor node but runs in a different location and
a different autonomous system. If the measurement method is reproducible, the
addresses received by the two monitor nodes should largely overlap. We analyzed
the addresses received by both monitors since 2019 and find that 96 % of the
addresses overlap. This indicates that the measurement is reproducible and that
the view of our monitor node is not subjective to the specific instance of the
monitor.

Validation with Incoming Connections. The approach of Wang and Pustogarov
[23] is to run many reachable peers and wait for unreachable peers to connect
to them. This approach can only find a fraction of unreachable peers and it is
unclear how to reliably extrapolate from this fraction to the whole network. How-
ever, the approach can collect reliable information about the observed fraction
of unreachable peers because they are directly connected. For further validation,
we use a similar approach and run two additional peers pI and pR that accept in-
coming connections. After running these peers for two years, we find that 24.1 %
of the unreachable peers that connected to pI and pR did not announce their
address. We conjecture that these are peers that are explicitly configured to be
unreachable and, thus, do not announce their address and are not detectable
by the PAL method. To quantify how well the detectable unreachable peers are
found by the PAL method, we consider for our validation only unreachable peers
seen by pI and pR that announced their address to pI or pR. We find that the
PAL method detected on average 94 % of peers that connected to pI or pR and
announced their address. We conclude that peers that announce their address
are detected by the PAL method with high probability.

Comparison to Previous Measurements. There is no ground truth that we could
compare the PAL method’s results to but we can compare it to previous es-
timations and measurements. Neudecker et al. [19] simulated the Bitcoin P2P
network in 2016 and estimated from the simulated propagation behavior that
the P2P network had about 16,000 unreachable disseminating peers. The PAL
method calculates about 14,000 unreachable peers per day averaged over the
year 2016. As the results of Neudecker et al. are for one point in time and the
PAL method estimates the number of unreachable peers during one day, we
would rather expect that the PAL method would find more unreachable peers.
The lower number of unreachable peers detected by the PAL method might be
caused by peers not announcing their address.

A measurement of unreachable peers was conducted by Wang and Pustog-
arov [23] in 2017 (see Section 2). Based on their observation of a fraction of
unreachable peers, they estimated at least 155,000 unreachable peers to be ac-
tive in each six-hour interval. They report that 93.9 % of all connections lasted
shorter than one minute and 80 % of unreachable peers were mobile peers. We
assume that these peers either did not announce their addresses or that they did
not provide services required for address propagation. In this case, they would
be invisible to the PAL method which explains why the estimate by Wang and
Pustogarov is higher than the results obtained through the PAL method.
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The measurement by Luke-Jr [15] gives an estimate of the number of reach-
able and unreachable peers over a time span similar to our measurements. The
number of unreachable peers in the data from Luke-Jr is higher compared to the
estimation using the PAL method. This is probably accounted for again by the
fact that not all unreachable peers announce their address.

6 Observation of ADDR Spam in July and August 2021

The number of unique addresses in addr messages increased significantly in
July 2021 (see Fig. 3) from about 40,000 unique addresses per day to about
6,000,000 unique addresses per day. This increase was caused by an unknown
party sending many spam addresses into the Bitcoin P2P network. Observations
of the propagation of the spam addresses show that more than the number of
unreachable peers can be learned from observing peer announcements (see [10]):
We analyzed the behavior of the spamming peers and found that our observations
of the propagated spam addresses could be used to estimate the node degree
(number of neighbors) of reachable peers based on an idea that dates back to
2014 [1, Section 10.1]. Further, we found that the observed propagation of spam
addresses could be used to map multiple addresses to the same reachable peers
when the same spam addresses are forwarded to our monitors from different IP
addresses. In August 2021, our monitor nodes were connected to 8,647 reachable
addresses per day on average. From the obtained mapping from addresses to
actual peers, we infer that the monitor nodes were connected to only 7,518 peers
per day on average. This shows that estimating the number of reachable peers
by counting reachable addresses overestimates their number by 15 % [10].

7 Conclusion

Unreachable peers contribute to the Bitcoin P2P network by disseminating
blocks and transactions, but are inherently hard to detect and count. We have
presented the PAL method that analyzes peer announcements to estimate the
number of unreachable peers. Our observed number of unreachable peers in May
2022 is about 26,000 peers which, as indicated by our validation, might corre-
spond to about 76 % of all unreachable peers. We estimate by extrapolation
that there could actually be about 34,000 unreachable peers which corresponds
to three to four times the number of reachable peers. In contrast to the costly
approach of running many reachable peers to find unreachable peers, the PAL
method is deployable as a continuously running project. We will continue to
monitor and publish the updated data and results [6].
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