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Abstract

Tools to accurately simulate extensive air showers are a key asset for the understanding
of ultra-high energy cosmic rays. In this thesis, the Monte Carlo air shower simulation
framework CORSIKA 8 is presented. CORSIKA 8 constitutes a next-generation code that
aims to combine new functionality with a high level of flexibility and modularity. Notable
aspects include the ability to freely combine an arbitrary number of physical processes and to
setup simulation environments consisting of several media, including custom atmospheric
models. A special feature is the possibility to inspect the complete lineage of particles, which
allows linking particles on ground with any of their preceding generations.
After describing the foundations of Monte Carlo shower simulations, I explain the archi-

tecture of CORSIKA 8 in depth. Focusing on the hadronic and muonic shower components,
results obtained with CORSIKA 8 and other simulation codes are compared with each other.
Even when using the same hadronic interactionmodels, a number of differences are observed,
in particular regarding low-energy interactions, which have a considerable impact on the
lateral distribution of muons at kilometre-scale distances up to a factor of two and more.
Making use of the lineage technique, I study the phase space of hadronic interactions in

order to quantify the importance for muon production and compare the results with the
Heitler–Matthews toy model. At high energies (√𝑠 ≳ 500GeV) particle production in the
forward region is confirmed to be especially important, while the central region becomes
relevant at low energies (√𝑠 ≲ 50GeV) in particular for muons at large distances.
Additionally, I study the impact of modified hadronic interactions on air shower observables.

Modified hadron-air cross-sections mainly affect the longitudinal development, causing a
larger shift of themaximummuonproduction depth than of the showermaximum. Artificially
increased 𝜌0 production, on the other hand, can greatly increase the number of muons with
only small impact on other observables.
Finally, I also consider the possibility of large multiplicity boson production in the first

interaction and study its phenomenology in air showers with a simple toy model.
Within the scope of this thesis, I developed the foundations of the CORSIKA 8 framework.

Based on the studies that have become possible with CORSIKA 8, I point out some new
opportunities towards an improved understanding of muons in air showers.
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Zusammenfassung

Werkzeuge zur akkuraten Simulation von Luftschauern sind ein Schlüsselfaktor für das
Verständnis ultrahochenergetischer kosmischer Strahlung. In dieser Arbeit wird das Monte-
Carlo-Luftschauer-Simulationsframework CORSIKA 8 präsentiert. CORSIKA 8 stellt einen
neuen Code dar, der das Ziel hat, neue Funktionalität mit einem hohen Grad an Flexibilität
und Modularität zu vereinen. Bemerkenswerte Aspekte beinhalten die Fähigkeit, eine be-
liebige Anzahl physikalischer Prozesse zu kombinieren sowie Simulationsumgebungen aus
mehreren Medien, darunter auch benutzerdefinierte Atmosphärenmodelle, zusammenzuset-
zen. Ein Spezifikum ist die Möglichkeit, die vollständige Abstammungslinie von Teilchen zu
inspizieren, was es ermöglich, Teilchen auf dem Bodenmit jeder ihrer Vorgängergenerationen
in Verbindung zu bringen.
Nach der Beschreibung der Grundlagen von Monte-Carlo-Schauer-Simulationen im Allge-

meinen erkläre ich eingehend die Architektur von CORSIKA 8. Anschließend werden Ergeb-
nisse von Simulationen mit CORSIKA 8 und anderen Simulationscodes in Bezug auf hadro-
nische und myonische Schauerkomponenten miteinander verglichen. Selbst bei Nutzung der
gleichen hadronischenWechselwirkungsmodelle werden einige Unterschiede sichtbar, ins-
besondere die niederenergetischenWechselwirkungen betreffend, welche einen deutlichen
Einfluss auf die Lateralverteilung von Myonen im Kilometer-Bereich bis zu einem Faktor
zwei und mehr haben.
Mit der Technik der Abstammungslinie untersuche ich den Phasenraum hadronischer

Wechselwirkungen, um dieWichtigkeit für die Myonenproduktion zu quantifizieren, und ver-
gleiche die Ergebnisse mit demHeitler–Matthews-Spielzeugmodell.Während bei hohen Ener-
gien (√𝑠 ≳ 500GeV) die besondere Wichtigkeit der Teilchenerzeugung in Vorwärtsrichtung
herausgestellt wird, gewinnt bei niedrigen Energien (√𝑠 ≲ 50GeV) auch die Zentralregion
an Bedeutung insbesondere für Myonen bei großen Abständen.
Außerdem untersuche ich den Einfluss veränderter hadronischer Wechselwirkungen auf

Luftschauerobservablen. Veränderte Hadron-Luft-Wirkungsquerschnitte beeinflussen haupt-
sächlich die longitudinale Entwicklung, wobei beim Maximum der Myonenproduktionstiefe
eine größere Verschiebung verursacht wird als beim Schauermaximum. Auf der anderen
Seite erhöht eine künstlich vergrößerte 𝜌0-Produktion die Myonenzahl beträchtlich, ohne
andere Observablen stark zu beinflussen.
Zuletzt betrachte ich dieMöglichkeit einer Produktion von Bosonenmit hoherMultiplizität
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in der ersten Wechselwirkung und studiere die Phänomenologie in Luftschauern mittels
eines einfachen Spielzeugmodells.
Im Rahmen dieser Arbeit habe ich die Grundlagen des CORSIKA-8-Frameworks entwi-

ckelt. Basierend auf den Studien, die durch CORSIKA 8 möglich wurden, zeige ich neue
Möglichkeiten auf, die zu einem besseren Verständnis vonMyonen in Luftschauern beitragen.

iv



Resumen

Herramientas para simular con precisión lluvias atmosféricas extendidas son clave para la
comprensión de los rayos cósmicos de ultra alta energía. En esta tesis se presenta el marco
de simulación Monte Carlo de lluvias atmosféricas extendidas CORSIKA 8. CORSIKA 8
constituye un código de nueva generación que tiene como objetivo combinar nuevas fun-
cionalidades con un alto nivel de flexibilidad y modularidad. Aspectos destacables son la
capacidad de combinar libremente un número arbitrario de procesos físicos y de configurar
entornos de simulación que combinan diferentes medios. Inclusive son posibles modelos
atmosféricos personalizados. Una característica especial es la posibilidad de inspeccionar el
linaje completo de partículas, lo cual permite conectar partículas que alcanzan el nivel del
suelo con cualquiera de sus generaciones anteriores.
Luego de describir los fundamentos de las simulacionesMonte Carlo de lluvias atmosféricas

extendidas se explica en detalle la arquitectura de CORSIKA 8. Con foco en los componentes
hadrónico y muónico de las lluvias, se comparan los resultados obtenidos con CORSIKA 8
con los de otros códigos de simulación. Incluso cuando se utilizan los mismos modelos de
interacción hadrónica, se observa una serie de diferencias, en particular con respecto a las
interacciones de baja energía. Estas tienen un impacto considerable en la distribución lateral
de muones a distancias del órden del kilómetro de hasta un factor de dos o más.
Haciendo uso de la técnica del linaje, se estudia el espacio de fase de las interacciones ha-

drónicas con el fin de cuantificar la importancia para la producción de muones y comparar los
resultados con el modelo de juguete de Heitler–Matthews. A altas energías (√𝑠 ≳ 500GeV) la
producción de partículas en la dirección hacia delante es especialmente importante, mientras
que la región central se vuelve relevante a bajas energías (√𝑠 ≲ 50GeV), en particular para
muones a altas distancias.
Además se estudia el impacto que tienen interacciones hadrónicas modificadas en las

observables de las lluvias atmosféricas extendidas. Modificaciones en la sección eficaz de
hadrón-aire afectan principalmente al desarrollo longitudinal, generando unmayor corrimien-
to de la profundidad de máxima producción de muones que del punto de máximo desarrollo
de la lluvia. Un aumento artificial de la producción de 𝜌0, por otro lado, puede aumentar en
gran medida el número de muones con un impacto pequeño en otras observables.
Finalmente, también se considera la posibilidad de una multiplicidad alta de bosones

en la primera interacción y se estudia su fenomenología en lluvias atmosféricas extendidas
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haciendo uso de un modelo de juguete sencillo.
Dentro del alcance de esta tesis, se desarrollaron los fundamentos del marco CORSIKA 8.

Basado en los estudios que han sido posibles con CORSIKA 8, se señalan algunas oportunida-
des nuevas para mejorar la comprensión de los muones en lluvias atmosféricas extendidas.
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1 Introduction

Earth is perpetually hit by high-energy particles pervading the cosmos. A small fraction of
these, so-called ultra-high energy cosmic rays (UHECRs), are the most energetic particles
known in the Universe. They are accelerated to values much higher than any man-made
accelerator could ever achieve. The study of UHECR promises to provide insight into themost
violent regions of space, e.g. active galactic nuclei or certain classes of supernovae, where
they are believed to originate from [1], and at the same time into particle physics at extreme
energies [2].
Due to their scarcity, UHECR can be measured virtually only indirectly via the formation

of extensive air showers (EAS). In these, a plethora of aspects of particle physics at energy
scales ranging from a fewMeV (106 eV) up to ZeV (1021 eV) play a role, making them highly
complex objects [3]. They are the objects that connect microscopic particle physics with
the astrophysics of UHECR. Not surprisingly, research in the field of UHECR detection and
reconstruction is heavily dependent on accurate simulations of EAS [4].
Currently, themost widely usedMonte Carlo simulation code for EAS is CORSIKA (Cosmic

Ray Simulations for KASCADE [5]) [4]. Despite being a supporting pillar of the field for dec-
ades and still being updated regularly, it has become evident that a continued development
cannot adequately satisfy the growing requirements of the community [6]. For UHECR-
related applications, a major drawback is the inability to simulate showers in multiple media,
e.g. passing through air into ice. Furthermore, handles on the internal mechanisms of such
simulations, which are necessary to study systematic effects in particle production, are lacking.
The code of CORSIKA, however, is fundamentally monolithic and has outgrown its original
use-case by far. It is becoming an unbearable burden to extend, let alone to entirely overhaul,
the legacy codebase. The CORSIKA 8 collaboration has formed to address these challenges
by developing a new C++ framework [6]. With its modular and flexible design, CORSIKA 8
aims to be a future-proof successor of the legacy version. The work reported here focuses on
the development of a first version capable of simulating the hadronic and muonic shower
components and its usage to study muon production in EAS.

In the first part of this thesis, important groundwork is established. After a brief introduc-
tion to the physics of UHECR and EAS in chapter 2 and an overview of EAS simulations in
chapter 3, we consider the mathematical details of particle propagation in chapter 4. A partic-
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1 Introduction

ular emphasis lies on the interplay between the equations of motion that govern the evolution
of the particle state and the probability distributions of stochastic events. We present a new
sampling method that offers several advantages over existing approaches. The architecture of
CORSIKA 8 is explained in chapter 5, with the most significant original contributions to the
project in sections 5.3.1 to 5.3.3, 5.4, 5.7 and 5.8.
In many regards, CORSIKA 8 allows performing simulations with a level of detail on par

with existing tools. A number of aspects of CORSIKA 8, however, go beyond what was pos-
sible before, including a great deal of flexibility regarding the atmospheric models, and more
generally the medium in which showers evolve, as well as the physical processes considered.
A particularly noteworthy and unique feature of CORSIKA 8 developed as a cornerstone of
this thesis is the ability to conserve and inspect the complete history (”lineage”) of particles
in the shower.

The further focus of this thesis lies on hadronic interactions in air shower simulations
and their role in the production of muons. Models of hadronic interactions suffer from the
fact that the bulk of them cannot be calculated from first principles and must rely largely on
phenomenological approaches [7]. The phase space particularly relevant for the development
of the hadronic cascade is difficult to access even with dedicated accelerator experiments [8].
This lack of constraints results in significant modelling uncertainties in these regions, also
affecting important air shower observables [9]. Studies performed, among others, at the Pierre
Auger Observatory show that at the highest energies simulations using any of the up-to-date
hadronic interaction models show a deficit regarding the total number of muons by more
than 40% compared to data [10].
With CORSIKA 8 ready to simulate hadron-muon cascades with several hadronic inter-

action models, extensive comparisons with a number of other state-of-the-art air shower
simulation codes are performed in chapter 6. Differences in their predictions are identified
and possible explanations given. Especially the treatment of low-energy interactions and their
imprint on muons at radial ranges in the km scale are highlighted with important potential
implications on the muon deficit.

To showcase what is possible with the newly gained capabilities of inspecting the cascade
history, we study the phase space of hadronic interactions with respect to their relevance
for muon production in a quantitative way (”muon genealogy”), considering especially low-
energy interactions for laterally separated muons (section 7.1).
Additionally, in section 7.2 we investigate two scenarios of modified hadronic interactions

and their impact on air shower observables, whose implementation is greatly facilitated
with CORSIKA 8. In the first scenario, we consider a modification of hadron-air cross-
sections. Novelties compared to previous work are that pions, kaons and nucleons are treated

2



independently and that the impact on the muon production depth is taken into account. In
the second scenario, we examine the production of 𝜌0 instead of 𝜋0 mesons.
Looking also at exotic interaction scenarios, we investigate the phenomenology of hypothet-

ical electroweak interactions with large multiplicities of Higgs bosons in the first interaction
of UHECR air showers in chapter 8, before summarizing the main results obtained in this
thesis in chapter 9.
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2 Cosmic rays and extensive air
showers

2.1 Cosmic rays

Cosmic rays (CR), atomic nuclei travelling at the speed of light, permeate the Universe. Their
energies as measured in the reference frame of Earth, cover many orders of magnitude.
Figure 2.1 shows the CR energy spectrum, multiplied by energy 𝐸2.6 to pronounce spectral
features. The spectrum can be well described by a broken power-lawwith an exponent varying
around −3 up to ∼ 1020 eV, where it seems to be cut off. The steepness makes it increasingly
laborious to measure the spectrumwith high precision: The integral CR flux above the energy
of 3 × 1015 eV, the so-called knee, is in the order of 1m−2 yr−1. Above the ankle, located at
5 × 1018 eV, the integral flux is already diminished to 1 km−2 yr−1. Studying UHECRs, i.e.
having energies≥ 1018 eV = 1EeV [1], in a reasonable timeframe therefore requires detectors
capable of monitoring huge areas in the order of 1000 km2.
Despite being studied for several decades with a lot of progress (see e.g. the historical review

by Kampert and Watson [4]), the nature of UHECRs remains not well understood. Open
questions pertain in particular their sources, generally thought to be extragalactic, and the
mechanisms to accelerate particles to energies far beyond the reach of any artificial accelerator.
Although a number of classes of astrophysical objects are considered as potential UHECR
sources (see e.g. the recent review ref. [1]), no single object has been identified as such yet.
Moreover, it is not clear what causes the flux suppression at the highest energies. One

possible explanation is simply that the acceleration mechanism is unable to accelerate cosmic
rays further. Another explanation invokes effects during the propagation from the source
to Earth that effectively slow down UHECR above a threshold energy. At 𝐸 = 5 × 1019 eV,
protons start scattering off cosmic microwave background photons (with cross-sections of a
few 100 µb) to produce a 𝛥+ resonance, which subsequently decays into a nucleon and a pion:

𝑝 + 𝛾CMB → 𝛥+
↗ 𝑝+ 𝜋0

↘ 𝑛 + 𝜋+.
(2.1)

The proton loses about 20% of its energy via this process. A rough estimate of the mean free
path of this photohadronic process is 6Mpc. Effectively, protons will undergo this type of
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Figure 2.1: All-particle energy spectrum of cosmic rays; adapted from ref. [11]. Data from
refs. [12–21].

interactions repeatedly until their energy drops below the threshold. This so-called Greisen-
Zatsepin-Kuzmin (GZK) effect [22, 23] limits the distance a cosmic ray proton detected with
above-threshold energy could have travelled to within 50Mpc to 100Mpc around Earth. For
heavier nuclei, similar photo-disintegration effects exist.

Complementary to the search for UHECR sources is the determination of themass composi-
tion (or nuclear composition [2]) of UHECR. Precise measurements provide strong constraints
not only on acceleration models but also on propagation models [8]. Especially in energy
ranges around spectral features, mass composition data can provide valuable insights on their
origin. Measurements of mass composition at ultra-high energies, however, are among the
most challenging, owing to the indirect nature of the detection technique and large systematic
uncertainties associated to them. This is exemplified in fig. 2.2, which shows the composition
fractions inferred from the 𝑋max observable described further below. The results are strongly
dependent on the choice of hadronic interaction models (here EPOS-LHC and SIBYLL 2.3)
necessary to derive the composition fractions from actual data. To date, no high-quality mass
composition measurements exist at the highest energies [1].
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Figure 2.2: Composition fractions inferred from 𝑋max distributions [24]. Error bars indicate
statistical uncertainties. Adapted from ref. [1].

2.2 Extensive air showers

Besides these astrophysical aspects, UHECR also provide opportunities to study particle physics
via their interactions with the terrestrial atmosphere. For (lab-frame) energies 𝐸lab above
1017 eV, the centre-of-mass energy per target nucleon,√𝑠𝑁 ≃ (2𝑚𝑝𝐸lab)1/2, exceeds the Large
Hadron Collider (LHC), running at 14 TeV. At 1019 eV,√𝑠𝑁 reaches a value of 140 TeV, which
may be matched only by the proposed Future Circular Collider (FCC), which will not be
operational for at least two more decades [25].
These vast amounts of energy are the driver of particle cascades, so-called extensive air

showers, that start to develop after the primary cosmic ray has interacted inelastically with
a nucleus of the atmosphere (consisting dominantly of 78% nitrogen, 21% oxygen, 0.9%
argon). In this hadronic collision a large number of high-energy secondary particles are
created, collimated in the direction of the primary momentum. These typically interact again
themselves with air nuclei after travelling macroscopically long distances. This process ends
when particles either are sufficiently low energetic to be below the production threshold of
new particles, or when their interaction cross-sections are negligibly small (muons, neutrinos).
The shower development is a highly complex process: Many particle species are involved;

strong, weak and electromagnetic interactions play a role; energy scales fromMeV to EeV are
equally relevant. Quantitative predictions usually require detailed simulations, which is the
topic of the subsequent chapter. Nevertheless, the behaviour of extensive air showers and
important observables can be understood at least qualitatively to a large degree, on which we
focus here.
Let us begin the discussion with some preliminaries. EAS develop mainly longitudinally,

i.e. in the direction of the momentum of the primary particle. The imaginary straight line
that continues the trajectory of the primary particle in its direction of motion is called the
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2 Cosmic rays and extensive air showers

shower axis and the point where it impinges on the ground is known as shower core. The angle
between the shower axis and the vertical direction pointing upwards at the shower core is the
zenith angle 𝜗. The longitudinal development is measured along the shower axis, however,
not in units of length but in slant depth

𝑋 = ∫
shower axis

𝜚 d𝑠, (2.2)

i.e., integrated mass density 𝜚 along the shower axis. Slant depth is the natural scale as it
quantifies how many target atoms a particle passes while travelling through matter, which
is the relevant quantity for the mean free path between to interactions. A more detailed
discussion will follow in chapter 4. For vertical showers, the total slant depth from the top of
the atmosphere down to sea level, around 100 km in distance, is about 1000 g cm−2.
The lateral spread is much smaller than the longitudinal extent, albeit of great importance

for ground-based EAS detectors.
The particles in a cosmic-ray induced EAS can be categorized in three groups (or compon-

ents) which are closely linked to, but develop almost independently of each other: electro-
magnetic (EM) particles (𝛾, 𝑒±), hadrons (in particular long-lived ones), and muons.

2.3 Electromagnetic cascade

EM processes in air showers can be calculated perturbatively in the framework of quantum
electrodynamics (QED) with high precision. The EM component is therefore believed to
be well understood and modelled. The characteristic scale of EM processes is the radiation
length 𝑋rad, having a value of 𝑋rad = 37 g cm−2 in air.

2.3.1 Interaction processes

Photons passing through matter are mainly subject to three competing electromagnetic
processes, the photoelectric effect, the Compton effect, and pair creation, of which the last is by
far the most relevant at high energies. In this process, the incident photon gets converted into
an 𝑒± pair. The cross-sections of pair creation were first calculated by Bethe and Heitler [26]:
In the limit where the total screening approximation is valid, i.e. at energies ≳ 40MeV in air,
the interaction length of pair production 𝜆(pair)int = 9/7 × 𝑋rad is energy-independent.
Electrons and positrons are subject to energy losses, d𝐸/d𝑋, due to ionization, whichwe treat

as continuous process, as well as bremsstrahlung. Ionization losses rise only logarithmically
with the electron energy, while losses due to bremsstrahlung increase almost linearly with
energy. The point at which both contributions are equal, the critical energy 𝐸c, has a value

8



2.3 Electromagnetic cascade

of 𝐸c = 87MeV in air. For 𝐸 ≫ 𝐸c, the energy of electrons decreases exponentially as 𝐸 ∼
exp(−𝐸/𝑋rad). Since the bremsstrahlung cross-section (calculated by Bethe and Heitler [26],
too) is infrared-divergent, however, the number of photons emitted is infinite, and the energy
spectrum of the soft photons behaves like 𝐸−1𝛾 , where 𝐸𝛾 is the energy of the radiated photon.
In Monte Carlo simulations this necessitates introducing a cut-off energy. Only photons
above that energy are treated explicitly, while the losses by soft photons below the cut are
added to the continuous losses.

2.3.2 Heitler model

Because of the very similar length scales of pair production and bremsstrahlung that differ
only by a factor of 7/9, electrons (including positrons) and photons well above the critical
energy behave almost symmetric. Heitler [27] introduced a toy model of EM showers which
can qualitatively describe certain features. In this model, particles travel a fixed depth 𝑑 =
log(2)𝑋rad, after which they are split into two; photons create a 𝑒± pair and electrons radiate
off a photon. Each split particle carries half of the incident particle’s energy. This branching
process continues down to the critical energy, where the particles are considered to be absorbed
and the cascade stops. Figure 2.3 illustrates this process. After each splitting, the total number
of particles doubles, leading to an exponential growth. The maximum number of particles,
𝑁max = 𝐸0/𝐸c, is proportional to the primary energy 𝐸0. The depth at which the maximum
occurs,

𝑋max = 𝑋rad log (
𝐸0
𝐸c
) , (2.3)

depends logarithmically on 𝐸0 and the elongation rate d𝑋max/d log10 𝐸0, is constant. Both
behaviours are found also in detailed simulations [28] when considering average values.
Furthermore, an interesting observation is that the number of each particle species quickly
equilibrates after a few steps (or generations) irrespective of the primary particle.

2.3.3 LPM effect and dielectric suppression

The results of the previous sections are based on cross-section calculations with a single target
atom. As it turns out, this description becomes inaccurate under certain conditions [29]:
From the uncertainty principle it becomes evident that the interaction is not point-like but
spread out over a certain region. The size of this formation zone is inversely proportional to
the momentum transfer. If it is sufficiently large to contain multiple target atoms (which
introduces a density dependence), this gives rise to interference effects. Landau and Pomer-
anchuk [30], Migdal [31] and Ter-Mikaelian [32] calculated these, now termed LPM effect
and dielectric suppression, leading to a suppression of the Bethe–Heitler cross-sections. The
cross-sections for bremsstrahlung and pair creation become dependent on energy as well as
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2 Cosmic rays and extensive air showers

Figure 2.3: Heitler model with a primary photon

density. Moreover, the dielectric suppression removes the infrared-divergence, rendering a
cutoff unnecessary [33].

Especially the LPM effect cannot be neglected in EM showers at ultra-high energies as it
leads to significantly shifted shower maxima [34]. The elongation rate is found to increase
significantly under these conditions [28].

2.4 Hadronic interactions

Hadrons and their interactions air showers are among the most complex and least well
understood aspects of air shower physics. Hadrons in air showers are usually not measured
themselves, but they serve as main source of both muons and EM particles.

The properties of strong interactionsmake it practically impossible tomake solid predictions
with ab initio calculations. Perturbative calculations in quantum chromodynamics (QCD),
the established mathematical theory of strong interactions, are possible only in a regime
where the coupling constant is small and only for interactions among partons (quarks and
gluons). Due to the – still not well understood [35] – confinement, however, hadrons are
always composite objects made of multiple partons. For interactions between hadrons, some
phenomenological modelling is necessary to first go from hadron-level to parton-level, and
later, after the scattering of individual partons, go back to final-state hadrons. This final stage
is called hadronization.
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2.4 Hadronic interactions

2.4.1 Hadronic interaction models

Therefore, hadronic interactions comprise several different aspects and energy (or length)
scales. In practice, one relies on specialized codes, so called hadronic interaction models
or event generators, which generate random lists of final-state particles for two initial-state
hadrons. A number of such codes exist, some of which are focused on applications in collider
physics, others more targeted at interactions in air showers. For the application in air shower
simulations, these need to support interactions of the relevant hadrons (at least nucleons,
pions, kaons) with light nuclei. Furthermore, they should provide reasonable predictions
up to the highest energies, say√𝑠 ≲ 1000 TeV, which cannot be taken for granted in collider-
oriented event generators.
State-of-the-art models frequently used in air shower physics are [7, 36]:

SIBYLL 2.3d [37, 38] is the simplest and therefore also the fastest (in terms of runtime
required per event) of the high-energy models, developed specifically for air showers.
It is the only model in which the production of charmed particles is considered, which
contribute significantly to the flux of very high energy muons and neutrinos.

QGSJet-II.04 [39] has the least number of free parameters of the models considered here,
which reduces the extrapolation uncertainty to the highest energies. As a consequence,
it features a less detailed description of the final-state hadrons, in which only nucleons,
light mesons and 𝛬/ ̄𝛬 occur.

EPOS-LHC [40] is a model useful for both air shower applications and heavy ion physics. It
aims at describing a plethora of data from different systems in great detail. This makes
EPOS-LHC also the slowest of the models.

More details about the different physical concepts and approaches are given in the review
by Engel et al. [7]. It is also worth to mention PYTHIA 8 [41], an event generator very
popular in high energy physics. Only very recently features necessary for usage in air shower
physics (most importantly, nuclear targets) have been implemented [42], but are not yet
publicly released. It remains to be seen how well it performs in shower simulations since
its ”traditional” applications do not require extrapolations to the highest energies. With an
earlier version, PYTHIA 6, air showers have been simulated in a proton atmosphere [43].
The traditional high-energy hadronic interaction models for air showers are not suited

to describe hadronic interactions at low energies. SIBYLL, for instance, cannot be used at
energies √𝑠 < 10GeV (𝐸lab < 50GeV). As a remedy, in air shower simulations they are
complemented by specialized interaction models for this energy regime (typically down to
kinetic energies of ∼ 100MeV), which themselves do not aim at describing high-energy
interactions accurately. Common low-energy models include:
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2 Cosmic rays and extensive air showers

FLUKA [44, 45] contains an interaction model that treats nuclear effects in great detail.

UrQMD [46, 47] is a microscopic model used mainly in heavy ion physics. The (not up-to-
date) version 1.3 is in use in several air shower simulation codes.

HSA [48] The Hillas splitting algorithm is a simple toy model of hadronic interactions that
approximately reproduces their main features. In the HSA, the available energy is split
randomly and recursively intomany pieces. It does not, however, incorporate transverse
momentum and does not predict cross-sections. An extended version is the default
low-energy model in the air shower simulation code AIRES.

2.4.2 Kinematic variables

The kinematical phase space of particles produced in (hadronic) interactions can be paramet-
erized in several ways, that shall be briefly introduced here. For more pedagogical treatments,
see e.g. refs. [49, 50]. The rapidity 𝑦 is a replacement for velocities in special relativity. For
a particle of energy 𝐸, mass𝑚 and momentum ⃗𝑝, split into components 𝑝∥ parallel and 𝑝⟂
transversal to the beam axis, it is defined as

𝑦 = 1
2 log (

𝐸 + 𝑝∥
𝐸 − 𝑝∥

) = atanh (
𝑝∥
𝐸 ) . (2.4)

In contrast to velocity, rapidity is an additive quantity under Lorentz transforms. If 𝐸 and
𝑝 are defined in the centre-of-mass frame of the collision, the kinematically possible range
covered by (massive) secondaries, [−𝑦max, +𝑦max], is given by

𝑦max ≃ log(
√𝑠
𝑚b

) + log (
𝑚b
𝑚 ) , (2.5)

where𝑚b is the mass of the beam particle.
Measurements of rapidity require independent determinations of energy and momentum

or, equivalent, particle identification, which is often not possible. An experimentally much
easier to handle quantity is pseudorapidity

𝜂 = 1
2 log (

𝑝 + 𝑝⟂
𝑝 − 𝑝⟂

) = atanh (
𝑝∥
𝑝 ) = − log tan 𝜃2 . (2.6)

The last identity shows that a determination of 𝜂 only requires to know the scattering angle 𝜃
with respect to the beam axis. It can in principle reach arbitrarily high values.
Another variable, Feynman-𝑥 𝑥F, is a measure of the longitudinal momentum relative to
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2.5 Muon production

its maximum possible value 𝑝max ≃ √𝑠/2, both given in the centre-of-mass frame:

𝑥F =
𝑝∥
𝑝max

. (2.7)

It was introduced by Feynman [51], hypothesizing that at very high energies the inclusive
cross-section of a particle

d3𝜎
d𝑥Fd2𝑝⟂

≡ 𝐹(𝑠, 𝑥F, 𝑝⟂)
𝑠→∞
−−−→ 𝐹(𝑥F, 𝑝⟂) = 𝑓(𝑥F)𝑔(𝑝⟂) (2.8)

becomes energy-independent. A related quantity in the lab frame is

𝑥L =
𝐸lab
𝐸(proj)lab

≃ 𝑥F −
𝑚2 + 𝑝2⟂
2𝑚𝐸 , (2.9)

where 𝐸(proj)lab is the lab-frame energy of the projectile.

2.5 Muon production

2.5.1 Heitler–Matthews model

The basic phenomenology of hadrons and muons and important scaling relations can be
derived in an extension of the Heitler model to hadron cascades, the Heitler–Matthews
model [52]. In this model, hadronic interactions produce𝑚 equal-energy pions, out of which
a fraction 𝑅 is taken to be long-lived (having a decay length of 𝑐𝜏0 = 7.8m) charged pions. The
remaining ones are 𝜋0, which decay quasi immediately (𝑐𝜏0 = 26 nm) into two photons and
feed the electromagnetic cascade. If we consider only the 𝜋0 of the first interaction (which is
a good approximation for large values of 𝑚, say > 10) happening at a slant depth of 𝑋0, we
can derive

𝑋(𝑝)
max = 𝑋0 + 𝑋rad log (

𝐸0
2𝑚𝐸c

) (2.10)

for proton primaries. Comparing this with eq. (2.3), we find that the elongation rate of proton
showers is smaller than that of EM showers.
The charged pions re-interact after travelling one interaction length 𝜆int, which is assumed

to be constant, splitting the energy further, until they reach the critical energy 𝐸(𝜋)c ∼ 100GeV.
It is defined to be the energy at which a decay becomes as probable as an interaction. At that
point, which happens after

𝑁gen =
log (𝐸0/𝐸

(𝜋)
c )

log𝑚 (2.11)
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2 Cosmic rays and extensive air showers

generations, the pions are assumed to decay intomuons (The decay into 𝑒±, having a branching
ratio of 1.2 × 10−4 [53] due to helicity suppression, is neglected). The total number of muons
𝑁(𝑝)
𝜇 increases as

𝑁(𝑝)
𝜇 = (

𝐸0
𝐸(𝜋)c

)
𝛽

, (2.12)

where 𝛽 = log(𝑅𝑚)/ log(𝑚) ≃ 0.9 for realistic values of 𝑅 and𝑚. The sub-linear growth of
𝑁(𝑝)
𝜇 with 𝐸0 stems from the energy fraction lost to the EM cascade in each generation.
For heavier nuclei as primary particles, these formulas can be extended if the first interaction

is treated within the frame of the superposition model. Here, the interaction of a nucleus
with 𝐴 nucleons is replaced with 𝐴 interactions of protons, which create 𝐴 independent
proton-induced showers of energy 𝐸0/𝐴. Taking these assumptions into account, the new
relations read

𝑋(𝐴)
max(𝐸0) = 𝑋(𝑝)

max(𝐸0/𝐴) = 𝑋(𝑝)
max(𝐸0) − 𝑋rad log(𝐴), (2.13)

𝑁(𝐴)
𝜇 (𝐸0) = 𝐴𝑁(𝑝)

𝜇 (𝐸0/𝐴) = 𝐴1−𝛽𝑁(𝑝)
𝜇 (𝐸0). (2.14)

These two relations are the foundation of mass composition analyses based on 𝑋max and 𝑁𝜇
measurements.
A more detailed discussion of the Heitler–Matthews model, its limitations and several

improvements can be found in ref. [54].

2.5.2 Features of hadronic interactions and their relevance for air
shower observables

Clearly, hadronic interactions in reality are not as simple as assumed in the Heitler–Matthews
model and to obtain quantitatively meaningful predictions one has to rely on interaction
models. Although all of them have been retuned to better describe LHC data taken in proton-
proton (𝑝𝑝) collisions1, which reduced differences e.g. of their 𝑝𝑝 cross-section predictions,
many relevant aspects still remain rather unconstrained. The phase space of interactions in
air showers is much more diverse than what is (currently) possible to be measured at colliders.
From the available data, hadronic interactionmodels need not only to extrapolate in energy but
also to different projectile species (mainly pions and kaons) and nuclear targets. Additionally,
as will be explicitly proved in chapter 7, at high energies especially particles produced in
the difficult-to-measure forward direction have a high impact on muon production. A step
forward in this direction will be the planned proton-oxygen run of the LHC [55, 56].

1 The retuned versions are often termed post-LHC models.
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2.5 Muon production

Ulrich et al. [9] investigate the impact of a number of ”high-level” observables of hadronic
interactions on air shower observables. An energy-dependent modification factor,

𝐹(𝐸) = (1 +
𝑓19 − 1

log 𝐸th
1019 eV

max (0, log 𝐸
𝐸th

)) , (2.15)

that sets in at 𝐸th = 1015 eV is introduced with the parameter 𝑓19 steering how large the
modification shall be at 1019 eV. The modification factor is used to change

• the inelastic cross-section (irrespective of the species),

• the multiplicity,

• the 𝜋0 fraction (1 − 𝑅 in the Heitler–Matthews model),

• the elasticity, defined as fraction of energy of the most-energetic secondary (so-called
leading particle) of the projectile energy.

Some results, summarized in fig. 2.4 for proton showers at 3 × 1019 eV, show that 𝑋max is
very sensitive to the hadronic cross-section while leaving the number of muons almost
unchanged. Conversely, the muon number changes most drastically with the 𝜋0 fraction
without influencing 𝑋max.

2.5.3 Muon production depth

Besides the total number of muons it is also possible to measure the height at which they
were created. Assuming they are produced close to the shower axis, they travel essentially
rectilinearly at the speed of light. Depending on whether the production happens early (high
altitude) or late (low altitude) in the shower development, they arrive earlier or later on
ground at a certain distance from the shower core [57], so that the temporal distribution on
ground can be mapped to a distribution of the production height. The distribution obtained
this way is the so-called apparent muon production depth (AMPD). Since muons may decay
in flight, which is further enhanced by energy losses, it is not equal to the real MPD. The total
number of muons on ground is equal to the integrated AMPD along 𝑋. This is illustrated
in fig. 2.5. Here, the average AMPD of vertical proton-induced showers (simulated with
CORSIKA 8 with a fixed altitude of first interaction ℎ0 = 21.6 km and an observation level at
875 g cm−2) is shown. Besides the standard scenario (solid line), the two artificial cases of
stable muons (dashed line) and stable muons without energy losses (dash-dotted line) are
depicted, considering three cutoff energies. Only in the case of stable muons without energy
losses the AMPD is equal to the real MPD. The greatest impact is seen for muons above 1GeV.
In this case, disabling energy losses together with decay has a considerably larger impact than
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2 Cosmic rays and extensive air showers

only disabling muon decays. For muons above 10GeV both effects are of similar magnitude
but have a smaller impact combined since decays are suppressed by the higher energy. For
𝐸𝜇 ≥ 100GeV the effect is even further suppressed. It is also interesting to note that the solid
and dashed lines converge towards the observation level. The shorter the distance to ground,
the smaller is the probability of decaying or being absorbed in flight. The dash-dotted line
lies a bit higher than the others even at ground since energy losses also affect other particles,
in particular the low-energy pions which are the parents of the muons.
Like 𝑋max and 𝑁𝜇, the maximum 𝑋(𝜇)

max of the AMPD is a composition-sensitive observable.
A more detailed account of the AMPD and its dependencies is given in ref. [58].

2.5.4 The muon deficit

With 𝑋max, 𝑁𝜇 and 𝑋
(𝜇)
max several observables are at hand that are composition-sensitive. At

the same time, however, the interpretation of such data relies on predictions made with
hadronic interaction models. Ideally, reconstructing the mass composition from any of these
observables should yield comparable results, which allows testing the consistency of the
models. Moreover, even if only a single one of these observables is considered, tensions arise
when reconstructions yield values outside the region bounded by proton and iron (𝐴 = 56)
primaries.
Since the year 2000, evidence has been growing that muon-based reconstructions suggest a

heavier (larger values of log𝐴) composition than those based on 𝑋max. After the first report
of a discrepancy by the HiRES and MIA collaborations [59], their findings were confirmed
by the Pierre Auger Observatory in a nearly model-independent way [60]. Even though
the post-LHC models have larger muon production compared to pre-LHC versions, amuon
deficit still remains in simulations. TheWorking Group on Hadronic Interactions and Shower
Physics founded by eight experimental collaborations has conducted a meta-analysis of their
partially conflicting results [61–63]. As each experiment has different means of counting
muons and different energy thresholds, the 𝑧 scale is introduced to allow combining these
measurements into a unified frame. Based on some quantity �̂�𝜇 assumed to be proportional
to the total number of muons, it is defined as

𝑧 =
log (�̂�(meas.)

𝜇 /�̂�(p)
𝜇 )

log (�̂�(Fe)
𝜇 /�̂�(p)

𝜇 )
, (2.16)

where �̂�(meas.)
𝜇 is themeasured value and �̂�(p/Fe)

𝜇 are the corresponding values from simulations
(including detector simulation). Figure 2.6 shows the compiled data interpreted with EPOS-
LHC simulations. Here, the value 𝑧mass has been subtracted, which is the 𝑧 value of a muon
content as expected from a composition according to the global spline fit (GSF) [64] model.
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Figure 2.6: Compilation of 𝑧 scale measurements. Adapted from ref. [63]. Data from refs. [10,
60, 65–72].

With a consistent hadronic interactionmodel, data are expected to lie in the grey band expected
from 𝑋max measurements. The GSF composition model is derived mainly from 𝑋max data
itself, so that the 𝑧 value expected from 𝑋max is close to 𝑧mass. The black line shows the result
of a fit, indicating an excess in data (or deficit in simulations) increasing logarithmically with
energy. The slope of the line is non-zero with a significance of 8𝜎 in the case of EPOS-LHC
and above 10𝜎 with QGSJet-II.04.

On the other hand, a recent measurement of the shower-to-shower fluctuations of 𝑁𝜇 at the
Pierre Auger Observatory shows good agreement between simulations and data [69], which
puts strong constraints on (modified) hadronic interaction models at ultra-high energies.
Considering that this observable is dominated by the first few interactions in the shower,
one can reason that the cause of the muon deficit is likely the effect of accumulating slight
deviations over several generations, covering many orders of magnitude in energy, rather
than severely mismodelled or new physics at the highest energies. Due to the cascade effect,
even small effects get amplified by the number of generations.

Besides the muon number on ground, also measurements of 𝑋(𝜇)
max are inconsistent with

𝑋max [73]. For EPOS-LHC the incompatibility amounts to at least 2.5𝜎. Both 𝑋(𝜇)
max and 𝑁𝜇

suggest a heavier composition than 𝑋max.
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2 Cosmic rays and extensive air showers

2.5.5 Possible solutions

As the muon deficit became more and more evident, efforts were put to figure out ways to
increase the muon production. Important aspects are the production of baryon/anti-baryon
pairs [74] and the role of forward 𝜌0 production in pion charge exchange reactions, which will
be further explained in section 7.2.2. Nevertheless, even in the up-to-date versions, the post-
LHCmodels still produce too few muons. It has been suggested that the only plausible way to
reconcile the 𝑋max/𝑁𝜇 inconsistency is to decrease the production of 𝜋0 (and to a minor extent
𝜂) [54], which can be achieved with a modified hadronization model. In fact, recent LHC
measurements of 𝑝𝑝 collisions indicate the onset of formation of a quark-gluon plasma, in
which a statistical hadronization takes places instead of the conventional string fragmentation
(see ref. [75] and references therein). Among other things, enhanced strangeness production
is expected (i.e. more kaons) under these conditions, which in turn suppresses 𝜋0. The core-
corona effect and its incorporation into hadronic models is a promising possible solution
but still requires more accelerator measurements such as with the upcoming proton-oxygen
run [54].

2.6 Principles of EAS detection

The fact that UHECR initiate EAS extending over many kilometres in size makes it possible
to detect them with a comparatively low amount of instrumentation. Compared to direct
detection techniques which become inefficient around ∼ 1014 eV due to the tiny CR flux, this
indirect measurement exploits the atmosphere as a calorimeter. Today, three techniques are
commonly employed to detect signals of EAS.

2.6.1 Arrays of particle detectors

By placing particle detectors (e.g. scintillators or Cherenkov detectors) on ground, one can
detect the shower footprint when it reaches ground. Because of the lateral spread it is for
many purposes sufficient to cover an area only sparsely with such detectors. The largest array
to date is the surface detector (SD) of the Pierre Auger Observatory in operation near the
town of Malargüe, Argentina, consisting of about 1600 SD stations placed on a a grid with
1.5 km spacing [76].
Especially useful are detectors which can discriminate well between EM particles and

muons, so that muon-based observables can be exploited. An example is the underground
muon detector of the Pierre Auger Observatory [77] consisting of scintillators buried 2.3m
under ground next to SD stations in a subset of the array of 30 km2 size. These detect only
muons with an energy threshold of ∼ 1GeV, while the water-Cherenkov detector above
ground is sensitive also to electromagnetic particles.
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2.6.2 Fluorescence telescopes

A fraction of the energy deposited into the air by ionization is re-emitted as fluorescence
light isotropically. This ultra-violet light can be seen with fluorescence telescopes, yielding
a time-resolved image of the shower. Properly calibrated, the signal can be used not only
to measure 𝑋max but also the total energy deposit of the shower in the atmosphere, which
provides a viable method to reconstruct the shower energy insensitive to details of hadronic
interactions.
Fluorescence telescopes can be ground-based, as e.g. in the Pierre Auger Observatory [78],

where they overlook the atmosphere above the surface array, or space-based to cover huge
areas. The main downside is the limited uptime of ∼ 15% because they need favourable
conditions (dark nights, no clouds).

2.6.3 Radio antennas

Since a considerable fraction of particles in a shower are electrons and positrons, their creation,
acceleration and absorption results in time-varying currents which emit classical EM radiation
that happens to be in the MHz to GHz frequency range [79]. The dominant contribution
stems from synchrotron-like emission due to transversal acceleration in the geomagnetic field,
but to a minor extent also the excess of electrons over positrons is relevant. Radio emission
can be measured with standard radio antennas, whose signal traces are read out and digitized.
Together with the underlying modelling of the EM cascade, radio emission is widely

considered to be almost free of systematic uncertainties. Additionally, the radio waves are
barely attenuated, which makes the technique attractive to measure horizontal showers,
whose particle components usually do not reach ground.
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3 Simulations of air showers

3.1 Cascade equations

The cascade equations (CE) in their canonical form describe the average longitudinal devel-
opment of a particle cascade, neglecting any lateral spread. The variables of interest are the
energy spectra 𝑛(𝑖)(𝐸, 𝑋) = d𝑁(𝑖)/d𝐸 of all relevant particle species 𝑖. They take the form [80]

𝜕𝑛(𝑖)
𝜕𝑋 (𝐸, 𝑋) = − ( 1

𝜆(𝑖)int(𝐸)
+ 1
𝑑(𝑖)(𝐸)

) 𝑛(𝑖)(𝐸, 𝑋) (3.1a)

+∑
𝑗
∫

∞

𝐸
(
𝑌 (𝑗→𝑖)
int (𝐸′, 𝐸)

𝜆(𝑗)int(𝐸′)
+
𝑌 (𝑗→𝑖)
dec (𝐸′, 𝐸)
𝑑(𝑗)(𝐸′)

) 𝑛(𝑗)(𝐸′, 𝑋) d𝐸′ (3.1b)

+ 𝜕
𝜕𝐸 𝛽(𝑖)ion(𝐸)𝑛(𝑖)(𝐸, 𝑋). (3.1c)

The first line describes a decrease of the particle number due to interactions (first term)
and decays (second term), which produce new secondaries, possibly of another species, with
reduced energy. Here, 𝑑(𝑖)(𝐸) = 𝜌𝑐𝜏(𝑖)0 𝐸/𝑚(𝑖) is the decay length of a particle with lifetime
𝜏(𝑖)0 at rest and mass𝑚(𝑖). Since the CE are formulated in 𝑋 as independent variable, 𝑑(𝑖)(𝐸) is
expressed as grammage.
Correspondingly, the second line describes a gain stemming from interactions and decays

of particles at higher energies. The yield functions 𝑌 (𝑗→𝑖)
dec/int(𝐸

′, 𝐸) describe how many particles
of species 𝑖 and energy 𝐸 are produced on average in a decay or interaction of a 𝑗 particle of
energy 𝐸′. They are derived from event generators and therefore render the solutions of the
CE dependent on the chosen hadronic interaction model. The interaction yield 𝑌 (𝑗→𝑖)

int also
depends on the target atom (in case of a mixture, a weighted average over all components
is assumed). The lower limit of the integral expresses energy conservation in the meaning
that new particles of a certain energy can only be created from particles with higher energy,
neglecting a small contribution from the target assumed to be at rest. The upper limit can be
replaced by the primary energy.
The third line describes the influence of ionization energy losses, which can act both as

loss and gain term. Here, 𝛽(𝑖) = d𝐸/d𝑋 is the continuous loss of a single particle. This last
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3 Simulations of air showers

term is relevant virtually only for low-energy particles (≲ 10GeV).
The boundary conditions for an air shower with a single primary particle of energy 𝐸0 and

species 𝑃 entering the top of the atmosphere (𝑋 = 0) read

𝑛(𝑖)0 (𝐸, 𝑋 = 0) = 𝛿𝑖,𝑃𝛿(𝐸 − 𝐸0). (3.2)

The CE can also be used for inclusive fluxes. In that case the boundary conditions resemble
the primary cosmic-ray flux, which also results in a change of units. An extensive overview
over analytic solutions for both conditions is given by Gaisser et al. [3]. The CE for air shower
conditions can be solved purely analytically only in few scenarios, most notably electron-
photon cascades. It is more practical to solve them numerically, which is done by discretizing
the energy domain into bins (typically with a logarithmic binning). The integrals in eq. (3.1b)
then turn into sums and one is left with a system of ordinary differential equations in 𝑋 for the
number of particles in each energy bin, which can then readily be integrated with standard
methods with little computational effort.
Themain downside of a purely CE-based shower simulation is, however, that it by construc-

tion cannot yield any insight about distributions of observables since the CE describe only
an average shower. Detailed simulations that resemble a real shower with all its (random)
features are possible only with the Monte Carlo method.

3.2 Monte Carlo simulations

In the broad sense, the term Monte Carlo refers to a technique to calculate integrals by
interpreting them as expectation value [81]. Considering a probability density 𝑝(𝑥) on some
domain𝛺, the expectation value of a function 𝑓(𝑥) is

𝐸𝑝[𝑓] = ∫
𝛺
𝑓(𝑥)𝑝(𝑥) d𝑥. (3.3)

If we have access to a sequence of (independent) samples {𝑥𝑖} distributed according to 𝑝(𝑥),
the empirical value

̂𝐸𝑝[𝑓] =
1
𝑁

𝑁

∑
𝑖=1

𝑓(𝑥𝑖) (3.4)

is an estimate of 𝐸𝑝[𝑓] and will converge to the true value with increasing number of samples
𝑁 by the strong law of large numbers. The error incurred by using a finite 𝑁, which can be
estimated from the sample variance, decreases as 𝒪(𝑁−1/2). In practical terms this means a
reduction of the statistical fluctuations of ̂𝐸𝑝[𝑓] by a factor of 10 requires a 100-fold greater
sample size. Nevertheless, for high dimensional domains, Monte Carlo often outperforms
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3.2 Monte Carlo simulations

numerical integration methods based on quadrature formulas. For a given accuracy, these
require a number of evaluations growing exponentially with the dimension of 𝛺 – a feature
known as curse of dimensionality. The 𝑁−1/2-law for the Monte Carlo method, however, is
universal and valid in any dimensions.
Moreover, the Monte Carlo method itself does not need any closed-form expression for 𝑝(𝑥)

or evaluations thereof, as long as some way of sampling from that distribution is available.
In the context of particle cascades this is of particular relevance. While it is manageable to
handle the distributions of single particles (how far they propagate, what secondaries they
produce, etc.), describing a probability distribution of all possible microscopic configurations
of the particles in a shower is prohibitively difficult (see also the discussion by Metropolis
and Ulam [82]).
Instead, Monte Carlo shower simulations try to mimic real showers as close as possible by

treating each particle individually, taking into account both deterministic and probabilistic
aspects. Whenever randomness comes into play, e.g. when determining the outcome of a
decay, it is sampled from the single-particle distributions just like in reality one possible
outcome out of many is realized. This way, one ends up with a sample shower out of the
distribution of all possible showers and one may evaluate any observable of interest from it.
More concretely, what happens in a Monte Carlo shower simulation is the following: Given

the initial conditions (species, four-momentum, etc.), the primary particle is propagated (i.e.,
its equations of motion are solved, usually numerically) up to the randomly determined point
where a stochastic event, i.e. an interactionwith themediumor a decay, happens. At this point,
the primary particle ceases to exist and secondary particles are created. They are sampled
from the distributions given by models of such events. These secondaries are themselves
propagated, each one independently, and events are generated for the sub-showers they
initiate. This procedure is repeated until all particles of the shower have been processed. For
this to happen, some additional criteria are introduced which may terminate the propagation.
These terminating conditions include:

energy cut It makes sense to track particles only if they contribute in a non-negligible way
to observables one is interested in. For example, particles that have energies below the
detection threshold of a particular detector do not need to be simulated.

observation level In many applications one is interested in the footprint of the shower on
ground, where detectors are located. In the simulations, a planar or curved surface is
taken into account. Particles crossing this observation level are recorded into a file on
disk and discarded.

time cut Stray particles lagging significantly behind the shower front are discarded.

geometric cut Particles that leave the volume of interest are discarded.
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Figure 3.1: Fundamental tree traversal orders. The numbers indicate in which order the
nodes are visited.

3.2.1 Shower traversal

How can a shower, containing particles in a number that can easily reach values of 1010

and more, be simulated on a computer? Clearly, it is hardly possible to keep the complete
particle content with a 7-dim. state (position, time, momentum) associated with each particle
in memory: Even representing the particle state with single-precision floating point numbers,
amounting to ∼ 30B per particle, the total memory required exceeds 100GB. The solution is
based on the insight that, from the point of view of an ”algorithmist” [83], a particle shower is
essentially a tree: Particle trajectories form the edges between nodes, interactions and decays,
at which splittings happen. Each node has one incoming edge (the projectile) and several
outgoing edges (the secondaries). Owing to this correspondence, we can think of a Monte
Carlo shower simulation as traversing a tree [84]. Because of the randomness involved in the
process, the tree is not known in advance and only unfolds itself while it is being traversed,
with the outcome dependent on the order of traversal.
Trees can be traversed in various ways, the most common of which are breadth-first and

depth-first, referring to the order in which the nodes are visited (see fig. 3.1). A breadth-first
algorithm visits all nodes at the current depth before advancing to the next level down. In
an air shower simulation this means that all particles of a certain generation are processed,
followed by the particles of the subsequent generation. In a depth-first traversal, all child
nodes of a given node are visited before continuing with its siblings. A sketch of a recursive
implementation of a depth-first shower generation in pseudo-code is given in algorithm 3.1.
The algorithm would be called with a set data type as argument containing only the primary
particle. Most real-world shower simulation codes do not implement this recursive algorithm
directly. Instead, they reformulate the algorithm as an iterative one, which requires introdu-
cing an auxiliary data structure to store particles waiting to be propagated. For a depth-first
traversal, it must operate ”last in, first out”, which is the defining property of a stack. The
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3.2 Monte Carlo simulations

Algorithm 3.1 Recursive depth-first shower generation
1: procedure RecDFShower(set of particles 𝑆)
2: for all 𝑝𝑖 in 𝑆 do
3: propagate 𝑝𝑖
4: if 𝑝𝑖 survives cuts then
5: 𝑇 ← GenerateEvent(𝑝𝑖) ▷ store secondaries in set 𝑇
6: call RecDFShower(𝑇)
7: end if
8: end for
9: end procedure

iterative version is outlined in algorithm 3.2. If one were to replace the stack with a queue,
which operates ”first in, first out”, the algorithm would turn into a breadth-first traversal.

Algorithm 3.2 Iterative depth-first shower generation with a stack
1: procedure IterDFShower(primary particle 𝑝0)
2: push 𝑝0 to stack ▷ stack contains only primary now
3: while stack not empty do
4: 𝑝 ← pop stack ▷ take top particle from stack
5: propagate 𝑝
6: if 𝑝 survives cuts then
7: for all 𝑠 in GenerateEvent(𝑝) do ▷ push secondaries
8: push 𝑠 to stack
9: end for
10: end if
11: end while
12: end procedure

Let us now consider the memory footprint of both approaches in a simple Heitler-type
toy model with multiplicity𝑚. In the breadth-first approach, the number of particles in the
queue grows exponentially with the generation number currently being processed. In the last
stage just before the critical energy is reached, the number of particles in memory reaches
𝑁 = 𝐸0/𝐸c.
Going depth-first, the highest memory consumption in the toy model happens when the

first particle reaches the critical energy (see fig. 3.2). At that point, 𝑁 = (𝑚 − 1) log𝑚(𝐸0/𝐸c)
particles reside inmemory. This𝒪(log𝐸0)-behaviour also holds on average in real simulations.
It shows that even at the highest energies, memory consumption is very small. It can still be
reduced further by sorting the particles by energy and propagating the lowest-energy particle
first.
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3 Simulations of air showers

Figure 3.2: Snapshot of a depth-first traversal of a shower. Solid black particle nodes are still
to be processed. Dashed particles have already been processed.

3.2.2 Hybrid simulations

A promising technique to reduce the runtime of shower simulations, especially for UHECR,
are hybrid simulations, which aim to combine the advantages of detailed Monte Carlo simu-
lations with the speed of CE-based solutions [80, 85]. At high energies close to the primary
energy, a full Monte Carlo treatment is performed, which ensures that the largest contribu-
tions to shower-to-shower fluctuations are modelled correctly. Particles that drop below a
certain threshold are then filled in an (𝐸, 𝑋) grid. After the high-energy part of the shower has
been fully simulated, the CE are solved numerically on the grid with the low-energy particles
acting as sources in the CE. The CE are solved down to a second threshold energy, below
which particles are again subject to Monte Carlo treatment. This final Monte Carlo stage is
introduced to properly account for the lateral spread of the shower in the energy range where
boost factors are small enough that transverse momentum becomes important.

3.2.3 Runtime and optimizations

The most important parameter governing the runtime of a Monte Carlo shower simulation
is the primary energy as it determines the total number of particles and interactions in the
shower. The average runtime scales linearly with 𝐸0 [86]. A weak dependence on the zenith
angle can be also be observed: Vertical showers are cut off if the shower maximum is not
too far away from the ground. Inclined showers, however, can develop fully, leading to more
particles and propagation steps required, thus increasing the runtime.
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3.2 Monte Carlo simulations

Although the generation of events by hadronic interaction models costs a multiple of
time compared to electromagnetic interactions, their contribution to the total runtime is
insignificant, owing to the vast number of electromagnetic particles, which outnumbers
hadrons by a factor of 1000 [7]. The runtime of a vertical 1018 eV proton shower, simulated
with CORSIKA 7 and QGSJet-II.04 amounts to approximately a week with electromagnetic
cut-off energies set to 3MeV. Turning electromagnetic interactions off, the runtime reduces
to a few hours.
The fact that a shower can be split into individual, independent sub-showers (which

themselves can be split again) makes it conceptually simple to devise a parallelization scheme:
A particle initiating a sub-shower can be sent to a different CPU, possibly even on a different
node, and processed there. Virtually no access to shared resources is required, which leads to
almost perfectly scaling linear speedup. Subtleties arisewhen the shower shall be reproducible,
especially with a different number of CPUs. Careful bookkeeping of the random-number
streams and their seeds is required for this purpose.
Another, orthogonal technique for boosting the performance is vectorization. Modern

CPU architectures allow applying the same operation on a number of values (typically a
small power of 2, e.g. 8) at the same time if a suitable memory layout is chosen. This is also
referred to as ”single instruction, multiple data” (SIMD). In the context of Monte Carlo shower
simulations, this feature can be exploited especially if a certain operation can be applied to
multiple particles at the same time. Attempts to rewrite algorithms in shower simulations to
make use of vectorization have been applied to EGS4 [84] and, more recently, to Geant [87].

3.2.4 Thin sampling

Parallelization is a viable way of reducing the runtime of a single shower by distributing the
load onto multiple CPUs but does not reduce the total resources required. Most often, one
is interested in generating a shower library with many, say several hundreds or thousands,
showers. They can be generated independently of each other on different CPUs. Here, paral-
lelization already happens at a higher level (library-level instead of shower-level parallelism).
Further parallelization does not offer any advantage if the number of showers to be simulated
exceeds the number of CPUs available.
For situations like this, where good statistics are needed, a technique called thin sampling

(or simply thinning) has been proposed by Hillas [48], which belongs to the more general
category of variance reduction techniques. The idea is not to follow all particles individually
but only a small (random) subset of them. The discarded particles are accounted for by
assigning weight factors to the actually followed ones.
Above a certain energy threshold 𝐸th, usually expressed as a fraction 𝜀 = 𝐸th/𝐸0 of the

primary energy, the simulation works as usual. Typical values are 𝜀 ≤ 10−6. Below the
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threshold, each time secondaries are created in a stochastic event, a random selection takes
place, in which a secondary 𝑖 survives only with a probability 𝑝𝑖. Depending on the details of
the implementation, one may either select a single particle out of all secondaries, or decide
for each secondary independently whether it is kept or not [88]. The weight of the surviving
particle(s) is 𝑤𝑖 = 𝑤p/𝑝𝑖, where 𝑤p is the weight of the parent particle (𝑤p = 1 if the parent
had not been subject to thinning yet). This definition ensures that expectation values stay
unaffected by the thinning procedure. The probabilities should be defined in a way that
predominantly those particles survive which are ”important” for the shower development
and contribute most to observables. For this reason, the standard prescription is to assign
probabilities 𝑝𝑖 = 𝐸𝑖/𝐸p based on the secondary energy 𝐸𝑖 and parent energy 𝐸p.
A downside of thinning is that onlymean values stay unbiased, but artificial fluctuations are

introduced by the additional randomness. These can beminimized bymodifying the algorithm
in a way that the distribution of weights is narrow. A way to achieve that is to introduce a
maximum weight 𝑤max above which thinning is not applied anymore [88]. Additionally, one
may introduce separate 𝜀 and 𝑤max parameters for hadronic and electromagnetic interactions.

3.3 Historical overview and current status

The first mention of the Monte Carlo method applied to particle cascades is in the (1949)
seminal paper by Metropolis and Ulam [82], where the fundamental idea is proposed. A few
years later, Wilson [89] describes the first implementation, carried out not with a computer
but an analogue ”Monte Carlo machine”, a rotating cylinder with curves drawn onto it. The
rotating cylinder is randomly stopped, triggered by a Geiger counter, and the fate of a particle
is read off from the curve at the current position. Obviously, this manual procedure taking at
least several seconds per step is very laborious.
A number of programs with relevance for cosmic rays have been developed over time. Pure

Monte Carlo simulations include:

MOCCA is a program developed by Hillas [48], written in Pascal. MOCCA contained the
original implementations of thinning and the HSA and was in use since the 1980s.

AIRES Originally a reimplementation of MOCCA in FORTRAN by Sciutto [90], AIRES was
first released in 1997 [91] and is still being updated, with the latest version released in
2021. With the TIERRAS extension [92] it is possible to simulate showers not only in
the atmosphere but also their development below ground. The ZHAires extension [93]
allows to simulate the radio emission of particles.

Cosmos is another FORTRANcode, whose development started in the 1970s byKasahara [94,
95]. It is mainly used in the Japanese cosmic ray community and still being maintained.
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3.4 Atmospheric models

Recent developments include combining Cosmos with EPICS to allow propagation in
further media [96].

ASICO was developed during the 1970s and 1980s by Grieder [97] in FORTRAN. It was then
handed over to the Karlsruhe group where it became the foundation of CORSIKA.

EGS is a FORTRAN code for pure electromagnetic showers. EGS4 [98] is included for
electromagnetic interactions in CORSIKAwith a number of modifications. More recent
versions of EGS are maintained by two different groups under the names EGSnrc [99]
and EGS5 [100].

CORSIKA The development of CORSIKA [5] began in the late 1980s [101, 102], initially just
for usage in the KASCADE experiment in Karlsruhe. After being made public available,
the code soon became the most widely used air shower Monte Carlo simulation and
can now be considered the de facto standard in the community. Extensions of the
physics capabilities of CORSIKA include CoREAS [103] to simulate radio emission,
and Cherenkov light [104]. The COAST extension, summarized in ref. [105], among
other features, allows writing custom plugins to process particles and trajectories at
runtime to add functionality not provided by CORSIKA itself. To better distinguish
the long-standing FORTRAN version better from CORSIKA 8, we will refer to it as
CORSIKA 7.

Well-known programs for numerical treatment of the CE, either pure or for hybrid simula-
tions, are:

SENECA is a hybrid air shower simulation code written in FORTRAN [85]. The hadronic
CE are solved numerically and solutions for EM sub-cascades are pre-tabulated. Its
development has been discontinued.

CONEX is a FORTRAN hybrid code with full numerical treatment of the CE [80]. CONEX
is now integrated in CORSIKA [105].

MCEq is a Python code mainly targeted at calculating inclusive fluxes [106], but it can also
solve the CE with the air shower boundary conditions of eq. (3.2). In its present version
it does not handle electromagnetic cascades. MCEq is currently being extended to treat
the lateral shower development [107].

EmCa is a CE solver for pure electromagnetic cascades written in Python [33].

3.4 Atmospheric models

A key ingredient to all air shower simulations, Monte Carlo and CE-based alike, are models
of the atmosphere, especially its density 𝜚(ℎ) as a function of altitude ℎ above a reference, e.g.
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Figure 3.3: Apparent muon production distribution for Linsley’s and Keilhauer’s parameter-
izations of the US standard atmosphere

sea level. CE-solvers like MCEq, which work only one-dimensionally along the shower axis,
can easily work with tabulated values, e.g. obtained from measured real-world data. For 3D
Monte Carlo simulations this is often unfeasible and simple, analytical models are needed.
A simple model of the atmosphere, assuming an ideal gas of constant temperature 𝑇 in

a linear gravitational potential characterized by the acceleration 𝑔, yields the barometric
formula [108]

𝜚(ℎ) = 𝜚0 exp (−
𝑚𝑔
𝑘B𝑇

ℎ) ≡ 𝜚0 exp (−
ℎ
ℎsc

) (3.5)

with reference density 𝜚0, mass of a gas molecule𝑚 and 𝑘B denoting the Boltzmann constant.
Typical values of the scale height ℎsc on Earth are in the range 5 km to 10 km.
A more realistic model can be obtained by splitting the atmosphere into several layers with

separate scale heights and reference densities. A well-known model in the field of cosmic
ray physics is Linsley’s model1, consisting of four exponential and one top-most layer with
constant density, as a parameterization of the 1976 U.S. standard atmosphere [110].
Linsley’s parameterization, however, features discontinuities in the density profile at the

boundaries between two layers, which can cause unphysical artefacts in simulations. These

1 unpublished; more details can be found in ref. [109]
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can be seen in the muon production distribution, where the discontinuity causes a sudden
change of the critical energy. An example AMPD featuring an unphysical ”step” is shown in
fig. 3.3. Keilhauer et al. [111] provide an updated parameterization in which density varies
continuously with altitude at the boundaries, so that these unphysical artefacts are absent.
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4 Numerical and probabilistic aspects
of particle propagation in shower
simulations

Shower simulations consist of two aspects: propagation of particles and stochastic event
generation (decays and interactions). In this chapter we will deal with the first aspect, the
numerics of particle propagation. In general, the problem addressed here is solving the
equations of motion, taking into account all influencing forces such as electromagnetic fields
and continuous energy losses, while at the same time sampling the point of stochastic events.
As we will see, their distributions depend on the solutions to these equations of motion, so
that both cannot be treated independently.

4.1 Equations of motion

The particle state is given by its four-vectors in coordinate space 𝑥𝜇 = (𝑡, 𝒙) and momentum
space 𝑝𝜇 = (𝐸, ⃗𝑝), with the constraint that particles are on-shell, i.e. 𝐸2− ⃗𝑝2 = 𝑚2 for particles
of mass 𝑚. We treat 𝑡 as independent and define 𝑠(𝑡) = (𝒙, ⃗𝑝) as dependent variable. The
evolution of 𝑠(𝑡) is governed by the equations of motion

d𝒙
d𝑡 =

⃗𝑝
𝐸 ,

d ⃗𝑝
d𝑡 = ∑

𝑖

⃗𝐹𝑖(𝑠).
(4.1)

The force terms ⃗𝐹𝑖 usually comprise continuous energy losses and the Lorentz force in the
presence of an electromagnetic field (in case of charged particles). For the sake of generality
we will not make any assumptions regarding the force terms.
The task of a propagation routine of a shower simulation is to integrate these equations

of motion, usually numerically, from the initial state up to the point when the particle shall
not be propagated any further. One of these terminating conditions is the occurrence of a
stochastic event.
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4.2 Survival functions for stochastic events

Stochastic events happen randomly somewhere on the particle trajectory. The distributions
of these points are characterized by ordinary differential equations (ODE) that govern the
evolution of the corresponding survival probabilities1, i.e. the probability to not undergo a
stochastic event.

The survival probability for interactions, 𝑃int(𝑙), of a particle to travel a path of length 𝑙
without undergoing an interaction fulfills

d𝑃int
d𝑙 = −𝑛𝜎𝑃int (4.2)

with the initial value 𝑃int(0) = 1, where 𝑛 = 𝑛(𝒙(𝑙)) denotes the position-dependent number
density of scattering targets, in our context atoms, and 𝜎 = 𝜎(𝑠(𝑙)) the sum of the cross-
sections of all considered interaction processes. It is convenient to introduce the concept of
grammage2 defined as integrated mass density 𝜚 along the path

𝑋 = ∫𝜚 d𝑙. (4.3)

With this definition and the relation 𝜚 = 𝑚t𝑛 (𝑚t denotes the mass of a single target atom),
eq. (4.2) reads

d𝑃int
d𝑋 = − 𝜎

𝑚t
𝑃int ≡ − 1

𝜆int
𝑃int. (4.4)

If we consider the interaction length 𝜆int as constant during the propagation, the solution
of eq. (4.4) is simply an exponential distribution with scale parameter 𝜆int, which is easy to
sample from. The complexity of the problem though is shifted into calculating 𝑋(𝑙), or rather
its inverse 𝑙(𝑋), from eq. (4.3), which can be performed analytically only in a very limited
number of cases, the most important of which we treat in section 4.3.

On the other hand, unstable particles are subject to decays. For a particle with lifetime 𝜏0
in its rest frame, the analogue of eq. (4.2) for the survival probability of decays 𝑃dec(𝑡) reads

d𝑃dec
d𝑡 = − 1

𝛾𝜏0
𝑃dec = − 𝑚

𝐸𝜏0
𝑃dec. (4.5)

The Lorentz factor 𝛾 given by the ratio of energy𝐸 of the particle to itsmass𝑚 is a consequence
of time dilation in the lab frame. If 𝐸 does not change during the propagation, eq. (4.5)
describes an exponential distribution. This is, however, often not the case as charged particles

1 The terminology follows ref. [112].
2 also referred to as traversed matter or column density
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4.3 Grammage integration

are subject to energy losses. In specific setups also electric fields may be considered, which
accelerate or decelerate the particle.

4.3 Grammage integration

4.3.1 Homogeneous density

The simplest case is a homogeneous density, i.e.

𝜚 = const., (4.6)

and we have
𝑋 = 𝜚𝐿 (4.7)

for an arbitrary path of arclength 𝐿. The well-known Geant 4 toolkit [113] for instance
can handle only homogeneous media, motivated by the fact that essentially all man-made
detectors in high-energy physics consist of piecewise-homogeneous materials.

4.3.2 Exponential models

Flat atmosphere

Simplyfing the Earth as flat, we can generalize eq. (3.5) as

𝜚(𝑷) = 𝜚0 exp ((𝑷 − 𝑷ref) ⋅
⃗𝑎

ℎsc
) . (4.8)

Here, 𝑷ref is a reference point at which 𝜚(𝑷ref) = 𝜚0. ⃗𝑎 denotes a unit vector pointing in
direction of the gradient, i.e. vertically downwards.
For a rectilinear particle trajectory starting at point 𝑷0, pointing in (normalized) direction
⃗𝑢 and having length 𝐿 (see fig. 4.1), eq. (4.3) yields

𝑋 = 𝜚(𝑷0)
ℎsc
⃗𝑎 ⋅ �⃗�

(exp ( ⃗𝑎 ⋅ �⃗� 𝐿
ℎsc

) − 1) , (4.9)

In the limit ⃗𝑎 ⋅ �⃗� = 0, the trajectory lies in a plane of constant density and eq. (4.7) has to be
used instead.
The flat-Earth approximation becomes more and more inaccurate for increasing zenith

angles (the angle between ⃗𝑢 and ⃗𝑎) [114]. In particular, for horizontal showers with zenith
angle 90°, the total grammage (slant depth) from infinite distance to sea level diverges.
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⃗𝑎

𝑷0

𝑷0 + 𝐿�⃗�

⃗𝑢

Figure 4.1: Visualisation of quantities used for grammage integration in the flat exponential
model described by eq. (4.9)

Spherical atmosphere

A more accurate model assumes a spherical Earth with radius 𝑅. For a straight trajectory
starting at height ℎ0 above sea level going in direction ⃗𝑢 and enclosing an angle 𝜗 with the
plumb-line direction, the relation between distance 𝑙 along the trajectory and height ℎ(𝑙) is a
radical function. From fig. 4.2 we find

(𝑅 + ℎ)2 = (𝑅 + ℎ0)2 + 𝑙2 − 2𝑙(𝑅 + ℎ0) cos𝜗. (4.10)

Solving this for ℎ(𝑙) and inserting the result together with eq. (3.5) into eq. (4.3) yields

𝑋(𝐿) = 𝜚0∫
𝐿

0
exp (− 1

ℎsc
[√(𝑅 + ℎ0)2 − 2(𝑅 + ℎ0)𝑙 cos𝜗 + 𝑙2 − 𝑅]) d𝑙 (4.11)

= 𝜚(𝑷0)∫
𝐿

0
exp (− 1

ℎsc
[√𝑠2 − 2𝑠𝑙 cos𝜗 + 𝑙2 − 𝑠]) d𝑙, (4.12)

where we have used 𝜚(𝑷0) = 𝜚0e−
ℎ0/ℎsc and defined 𝑠 = 𝑅+ℎ0. There is no known closed-form

expression for the solution in general. It is instructive to consider two special cases: For
cos𝜗 = ±1 the situation simplifies to the flat atmosphere case. Furthermore, it is possible to
solve the definite integral in the limit 𝐿 → ∞ to determine the slant depth 𝑋hor for horizontal
showers (cos𝜗 = 0) thanks to the identity [115, p. 364]

∫
∞

0
exp (−𝑎√𝑥2 + 𝑏2) d𝑥 = 𝑏𝐾1(𝑎𝑏), Re(𝑎) > 0,Re(𝑏) > 0, (4.13)
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𝑅

ℎ0

𝑷0
𝜗

𝑷0 + 𝐿�⃗�

⃗𝑢 𝑙

ℎ(𝑙)

𝑎

Figure 4.2: Straight trajectory starting at 𝑷0 with direction ⃗𝑢 and length 𝐿 in spherical atmo-
sphere. Furthermore, we define 𝑠 = 𝑅 + ℎ0 and 𝑎 = 𝑠|sin𝜗|.

where 𝐾1(𝑥) refers to the modified Bessel function of second kind. Applied to eq. (4.12) we
find

𝑋hor = 𝜚(𝑷0) 𝑠 e
𝑠/ℎsc𝐾1 (

𝑠
ℎsc

) . (4.14)

Equation (4.14) as it stands is numerically almost impossible to evaluate since 𝑠/ℎsc ∼ 103 for
typical values. Expanding 𝐾1 asymptotically and keeping only the first term,

𝐾1(𝑧 ≫ 1) ≈ √
π
2𝑧e

−𝑧, (4.15)

yields

𝑋hor = 𝜚(ℎ0)√
π
2ℎsc𝑠. (4.16)

This purely analytical formula can be convenient for some back-of-the-envelope calculations
but is not useful in air shower simulations.
In more general situations, eq. (4.12) can be straightforwardly integrated numerically. For

numerical inversion, i.e. finding 𝐿 for a given 𝑋0, one may combine the numerical integration
with a root-finding algorithm which iteratively determines a sequence of lengths 𝐿(𝑘) and
performs the integration 𝑋(𝐿(𝑘)) until 𝑋(𝐿(𝑘)) ≈ 𝑋0. Alternatively, one may formulate the
problem as initial value problem of the ODE

d𝐿
d𝑋 = 1

𝜚 , (4.17)
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4 Numerical and probabilistic aspects of particle propagation…

and use standard numerical ODE solvers to integrate eq. (4.17) from 𝑋 = 0 to 𝑋0. These
numerical procedures have the advantage that they can be applied not only to the density
function considered in this section but also to very generic densities.

For application in air shower Monte Carlo codes, however, numerical integrations are
prohibitively computationally expensive as the whole procedure has to be applied at least
once for each particle in the shower. Therefore, approximations have been developed based
on the fact that ℎsc ≪ 𝑅 and consequently only heights ℎ(𝑙) ≪ 𝑅 contribute to the integral
eq. (4.12) without exponential suppression.

Chernatkin [116] describes a technique similar to the saddlepoint approximation to ap-
proximate the integral (4.12) with a Gaussian by expanding the exponent to second order in
𝑥 ≡ 𝑙/𝑠.3 In our notation, the result reads

𝑋 = 𝜚(ℎ0)√
π
2
ℎsc𝑠
sin2 𝜗

exp ( 𝑠
2ℎsc tan2 𝜗

) erf (
√

𝑠
2ℎsc

[𝑥 sin𝜗 − 1
tan𝜗])

||||

𝐿/𝑠

𝑥=0

. (4.18)

For 𝜗 = π/2 and 𝐿 → ∞we recover the result for 𝑋hor of eq. (4.16). This approximation is used
in CONEX [80].

A different approximation is explored byGlaser [118, pp. 165ff.], where eq. (4.12) is rewritten
as

𝑋 = 𝜚(ℎ0)∫
ℎ(𝐿)+ℎ0

ℎ0

e−ℎ̃/ℎsc d𝑙
d ̃ℎ

d ̃ℎ (4.19)

with ̃ℎ ≔ ℎ − ℎ0 and
d𝑙
d ̃ℎ

= ±
̃ℎ + 𝑠

√( ̃ℎ + 𝑠)2 − 𝑎2
. (4.20)

Here, we have defined the impact parameter 𝑎 ≔ 𝑠|sin𝜗| as minimum distance between the
(infinitely extended) trajectory and the centre of the Earth. The point of closest approach is
referred to as perigee. The sign depends on whether the considered part of the trajectory is
approaching (−) or receding from (+) the perigee. The former case is the typical situation
in downward-going showers, the latter in upward-going ones. For trajectories containing
the perigee the method is not applicable since d𝑙/d ̃ℎ diverges. The method continues by
expanding eq. (4.20) in 𝑥 ≔ ̃ℎ/𝑠 to any desired order, so that the remaing integrals to be solved
are of the form

∫
𝑥′

0
e−𝑠𝑥/ℎsc𝑥𝑛 d𝑥 = 𝑛! (

ℎsc
𝑠 )

𝑛+1

(1 − e−𝑠𝑥′/ℎsc
𝑛

∑
𝑘=0

(𝑠𝑥′/ℎsc)𝑘

𝑘! ) . (4.21)

3 This result is also presented in ref. [117].
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4.4 Sampling

With this, the result reads

𝑋 = 𝜚(ℎ0)𝑠[ ±
1

|cos𝜗|
ℎsc
𝑠 (1 − e−ℎ̃(𝐿)/ℎsc)

∓ sin2 𝜗
||cos3 𝜗||

(
ℎsc
𝑠 )

2

(1 − e−ℎ̃(𝐿)/ℎsc (1 +
̃ℎ(𝐿)
ℎsc

))

± 3 sin
3 𝜗

|cos5 𝜗| (
ℎsc
𝑠 )

3

(1 − e−ℎ̃(𝐿)/ℎsc (1 +
̃ℎ(𝐿)
ℎsc

+ 1
2 (

̃ℎ(𝐿)
ℎsc

)
2

))

+…].

(4.22)

Clearly, inverting this equation to obtain ̃ℎ(𝐿) from a given 𝑋 is impossible in closed form and
requires numerical root finding.

Sliding planar atmosphere

The implementation of the spherical atmosphere in AIRES, which was later also ported to
CORSIKA [119], is the so-called sliding planar atmosphere. Here, the flat-Earth approximation
is used locally while it is accurate. When it becomes inaccurate for long, inclined trajectories,
a step-size limitation is imposed.

4.4 Sampling

We now turn to the question of how to sample from the distributions described by eqs. (4.4)
and (4.5). As both exhibit the same structure, namely being linear, homogeneous ODEs
of first order, it is useful to employ a more general notation. For simplicity we use time
as independent variable, although other variables like arclength, grammage, or any other
quantity that behaves monotonically along the path are equally valid. The evolution of the
survival probability 𝑃s is governed by

d𝑃s
d𝑡 = −𝛼(𝑠(𝑡))𝑃s(𝑡). (4.23)

The non-negative hazard function 𝛼 depends on the local state of the particle, typically its
energy, since cross-sections and decay time depend on it. In our original starting point of the
discussion for interaction probabilities, eq. (4.2), also local properties of the medium occured,
which have been integrated out by the change of variables from 𝑙 to 𝑋, as long as density
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4 Numerical and probabilistic aspects of particle propagation…

effects as described in section 2.3.3 do not play a role. The solution of eq. (4.23) is known:

𝑃s(𝑡) = exp (−∫
𝑡

0
𝛼(𝑠(𝑡′)) d𝑡′) . (4.24)

To perform the integration, however, the solution 𝑠(𝑡) of the equations of motion of the
particle must be known since 𝛼 depends on it. Depending on the hazard function at hand,
the occurence of a stochastic event in finite time is either inevitable (𝑃s(𝑡 → ∞) = 0) or there
is a chance such an event does not happen at all (𝑃s(𝑡 → ∞) > 0). The latter is the case if

∫
∞

0
𝛼(𝑠(𝑡′)) d𝑡′ < ∞. (4.25)

We furthermore define
𝐹(𝑡) = 1 − 𝑃s(𝑡) (4.26)

and
𝑝(𝑡) = d𝐹

d𝑡 = 𝛼(𝑠(𝑡))𝑃s(𝑡). (4.27)

In case of an inevitable stochastic event, 𝐹(𝑡) and 𝑝(𝑡) are a cumulative distribution function
(c.d.f.) and probability density function (p.d.f.) in the strict sense. In the other case we have
𝐹(𝑡 → ∞) < 1. For our purposes here, this is only of minor importance and we will still
use the same nomenclature. The consequence for the sampling algorithms described below
that work iteratively is that they may be non-terminating. Since in shower simulation codes
usually also other conditions (cuts) may terminate the propagation, this does not result in
infinite runtime.
How can 𝑝(𝑡) be sampled? If 𝛼 varies only slowly one can assume it to be constant so that

just a simple exponential distribution with 𝛼0 = 𝛼(𝑡 = 0) needs to be sampled from. With
a suitable step-size limitation this condition can always be enforced and in case a sample
exceeds the maximum permissible value, the particle is only propagated to that point without
undergoing a subsequent stochastic event and the procedure is repeated. This method is
employed e.g. in CRPropa [120]. Efficiency and accuracy of this method severely rely on the
flatness of 𝛼(𝑡) as well as the magnitude of the error one is willing to tolerate.

4.4.1 Rejection sampling

An improvement of this method makes use of a form of rejection sampling: Instead of
sampling from an exponential with parameter 𝛼0, one chooses some upper bound on the
codomain of 𝛼(𝑠(𝑡)), 𝛼max ≥ 𝛼(𝑠(𝑡)), and samples a value 𝑡1 from the p.d.f.

̃𝑝(𝑡) = 𝛼maxe−𝛼max𝑡. (4.28)
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The sample 𝑡1 is then accepted with probability 𝑝acc = 𝛼(𝑠(𝑡1))/𝛼max, which requires the
particle to be propagated to 𝑡1 first, so that 𝛼(𝑠(𝑡1)) can be evaluated. If accepted, a stochastic
event takes place. If rejected, no event takes place and the procedure is repeated, i.e. a new
sample 𝑡2 > 𝑡1 is drawn (possibly with an updated 𝛼max) until a 𝑡𝑘 is accepted. Formal proofs
that this method in fact yields samples correctly distributed according to eq. (4.24) are given by
Stanev et al. [121] andKawrakow [122]. Instead of repeating themhere, wewill simply provide
some intuitive reasoning based on the implementation of this method in EGS4 [98, 122]. For
simplicity, let us consider interacting particles as described by eq. (4.2) in a homogeneous
medium, so that the hazard function is essentially given by the (non-constant) interaction
cross-section 𝜎real(𝐸). For the sampling, we artificially introduce a fictitious cross-section
𝜎f(𝐸) ≥ 0 that corresponds to an ”interaction” which leaves the projectile unchanged. We
may essentially consider this a forward elastic scattering with vanishing momentum transfer,
intistinguishable from a non-interaction. We define 𝜎f(𝐸) such that

𝜎real(𝐸) + 𝜎f(𝐸) = 𝜎0 = const. (4.29)

for some sufficiently large 𝜎0. If an interaction point is sampled using 𝜎0, the particle is
propagated to that point and a ”real” interaction is performed with a probabiliy corresponding
to the branching ratio 𝜎real(𝐸′)/𝜎0, using the updated energy 𝐸′. If, however, the ”fictitious”
interaction is selected, propagation simply continues after sampling another interaction point.

While this method guarantees correctly distributed samples (assuming a negligibly small
error in the numerical e.o.m.-integration), its efficiency, i.e. the average 𝑝acc, depends on the
choice of 𝛼max as well as the shape of the hazard function. Both have an impact on how many
intermediate samples are rejected before the final sample is accepted – desirably as few as
possible: Each of the intermediate steps requires two additional random numbers to be drawn.
Furthermore, these intermediate steps also require additional steps of the e.o.m.-integration
in order to evaluate 𝛼(𝑠(𝑡𝑖)). As it requires more than just local information about the hazard
function and the particle state, 𝛼max is often not easy to estimate. It depends on the particular
problem at hand how much knowledge about the global behaviour of the hazard function
can be assumed. Moreover, large variations of 𝛼 away from its maximum value cause a
higher rejection rate. Put differently, the efficiency is high if 𝛼 stays almost constant and a
value for 𝛼max can be given that is close tomax𝛼(𝑡). If 𝛼(𝑡) decreases during the propagation,
𝛼max = 𝛼(𝑠(𝑡 = 0)) is the optimal choice.

If the e.o.m.-integration alone requires a rather dense stepping compared to the stochastic
steps, the computational costs of inefficient sampling are negligible for the propagation as a
whole (e.o.m.-integration plus sampling). If, however, the lengths of rejected stochastic steps
become comparable to or smaller than the step-lengths of the pure e.o.m.-integration, the
sampling efficiency becomes a limiting factor.
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4.4.2 Inverse transform sampling

Another class of sampling methods builds on the transformation properties of probability
distributions when functions are applied on individual samples. If we draw a sample 𝑥 from
a distribution with p.d.f. 𝑝𝑋(𝑥) and apply a strictly monotone function 𝜑 to obtain a value
𝑦 = 𝜑(𝑥), then its p.d.f. 𝑝𝑌(𝑦) fulfills

𝑝𝑋(𝑥) = 𝑝𝑌(𝑦)
|||
d𝑦
d𝑥

||| = 𝑝𝑌(𝑦)||𝜑′(𝑥)|| . (4.30)

We obtain a particularly important statement for the special case that the applied function is
the c.d.f. of 𝑥, 𝐹(𝑥). In that case we have d𝐹/ d𝑥 = 𝑝𝑋(𝑥), so that

𝑝𝑌(𝑦) = 1. (4.31)

Phrased in words, this means that the c.d.f. of any probability distribution is itself distributed
uniformly on the unit interval [0, 1]. This fact can be exploited to sample from a distribution
by inverting its c.d.f.: Given a uniformly distributed variate 𝑢 ∈ [0, 1), the variate

𝑥 = 𝐹−1(𝑢), (4.32)

where𝐹−1(𝑢) is called quantile function, is distributedwith c.d.f. 𝐹(𝑥). Applied to our problem,
this means we need to solve

𝑢 = 𝐹(𝑡) = 1 − exp (−∫
𝑡

0
𝛼(𝑠(𝑡′)) d𝑡′) (4.33)

for 𝑡. This principle is followed in the code MMC [123] as well as its quasi-successor PRO-
POSAL [124]. They propagate leptons one-dimensionally through homogeneous media with
continuous energy losses but without (electro-)magnetic fields. Since under these special
cicrumstances the hazard function depends solely on energy, in eq. (4.33) the substitution
𝑡 → 𝐸 is made. Defining 𝑓(𝐸) = d𝐸/d𝑋 as continuous energy losses per unit of grammage
and combining the hazard functions of interaction and decay, we obtain

𝑢 = 1 − exp(−∫
𝐸f

𝐸i

(𝜎(𝐸)𝑚 + 𝑚
𝐸𝜏0

1
𝜚0𝑣

) 1
𝑓(𝐸)

d𝐸) . (4.34)

Given the initial energy 𝐸i of the particle, the equation needs to be solved for the final energy
𝐸f at the time of the stochastic event. In this representation the integration can be readily
performed numerically and the result tabulated in dependence on 𝐸i/f. This allows for a
fast lookup of the final-state energy (and other final-state quantities like displacement) for a
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given 𝑢.

4.4.3 ODE-based sampling for CORSIKA 8

For a full 3D particle propagation in inhomogeneous media this pre-calculation is impossible.
It is nevertheless conceivable to perform the integration in eq. (4.33) on-the-fly during the
propagation and trigger a stop of the propagation as soon as the value of the integral crosses
the threshold defined by the value of 𝑢 drawn at the beginning of the propagation. This will,
however, always overshoot the exact value to a certain degree since the integral grows in
discrete amounts determined by the step-length.
For usage in CORSIKA 8, none of the methods described above fully suits the needs. I

have devised a new method that combines the idea of inverse transform sampling, the ODE
governing the evolution of the distribution to be sampled from, and the e.o.m. The key point
is to change the independent variable of the e.o.m. from 𝑡 to 𝑢 and extend the e.o.m. with an
additional equation for d𝑡/ d𝑢. Using eqs. (4.23) and (4.33), we can derive

d𝑡
d𝑢 = (d𝑢d𝑡 )

−1

= −(
d𝑃s
d𝑡 )

−1

= 1
𝛼𝑃s

= 1
𝛼(1 − 𝑢)

. (4.35)

With this, the e.o.m. can then be rewritten as

d𝑠
d𝑢 = d𝑠

d𝑡
d𝑡
d𝑢 . (4.36)

The procedure is straight-forward: A flat random number 𝑢∗ is drawn and the initial value
problem defined by eq. (4.36) is solved from 𝑢 = 0 to 𝑢∗. The final state at the end of the step,
just before the interaction, is then given by 𝑠(𝑡(𝑢∗)).
The main advantage of this method is that it can be applied to essentially any non-zero

hazard function since only local information is needed. Since the grammage calculation
is no longer necessary, arbitrary density functions can be used, not limited to, for example,
exponential models. This remedies a long-standing shortcoming that has non-negligible
effects on the systematic uncertainties of the energy scale of the CTA observatory [125].
Furthermore, density effects on cross-sections can be handled naturally and no rejection
sampling is necessary as it is the case e.g. in CORSIKA for the LPM effect [86]. Furthermore,
decay and interaction can be combined into a single hazard function so that only one sample
is necessary. In the conventional approach both are treated independently from each other
and the one happening earlier is selected.
For stable, non-interacting particles (most notably neutrinos) the method cannot be applied

since the hazard function vanishes. Under these circumstances the e.o.m. either need to be
solved in their original form or one introduces fictitious cross-sections as described above.
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Example: Minimum ionizing atmospheric muon

We consider a muon with (total) energy 𝐸0 = 20𝑚𝜇 injected at height ℎ0 = 15 km a.s.l. at an
angle of 𝜗 = 60°. The atmosphere is spherical with a density at sea level of 𝜚0 = 1.2 kgm−3

and a scale height of ℎsc = 8 km. Themuon is propagated one-dimensionally with continuous
energy loss modelled with a constant value of d𝐸/ d𝑋 = −2MeVg−1 cm2. The particle state
𝑠 = (𝑐𝑡, 𝑙, 𝐸) is defined by elasped time (in units of length) 𝑐𝑡, propagated distance 𝑙 and total
energy 𝐸. We consider only decay as stochastic event. The e.o.m. of this scenario read

d𝑐𝑡
d𝑢 =

𝑚𝜇

𝐸𝑐𝜏
1

1 − 𝑢,

d𝑙
d𝑢 = d𝑙

d𝑐𝑡
d𝑐𝑡
d𝑢 = 1

𝐸√𝐸2 −𝑚2
𝜇
d𝑐𝑡
d𝑢 ,

d𝐸
d𝑢 = d𝐸

d𝑋 𝜚(ℎ(𝑙)) d𝑙d𝑢 .

(4.37)

Figure 4.3 shows the solutions 𝑐𝑡(𝑢) and 𝑙(𝑢). They coincide over a large fraction of the 𝑢
range due to the ultrarelativistic motion. Only at 𝑢 ≳ 0.9 deviations arise as the muon slows
down and eventually comes to rest so that 𝑙(𝑢) no longer increases. On the other hand, 𝑐𝑡(𝑢)
diverges logarithmically as 𝑢 → 1. Additionally, the analytic solution disregarding energy
losses, 𝑙 ≃ 𝑐𝑡 = −𝑚𝜇𝑐𝜏 ln(1 − 𝑢)/𝐸, is shown.
The survival probability is depicted in fig. 4.4. For small times it decreases exponentially

with its initial (boosted) lifetime. At large times, when the Lorentz factor has approached
unity, the behaviour is exponential again with the lifetime at rest. Figure 4.4 is obtained from
the numerical solution essentially by inverting the axes of fig. 4.3.
Finally, fig. 4.5 shows the obtained probability densities. In terms of the numerical solutions,

they can be expressed as

𝑝(𝑠𝑖) = (
d𝑠𝑖
d𝑢 (𝑢, 𝑠(𝑢)))

−1

. (4.38)

Also here the exponential behaviour of 𝑝(𝑐𝑡) for the two limits 𝐸 ≃ 𝐸0 and 𝐸 ≃ 𝑚𝜇 is visible.
On the other hand, 𝑝(𝑙) diverges at the point where the muon has come to rest, but in a way
that the area under the curve appoaches unity.
The performance depends on the integration scheme one employs to solve the system.

Typically one will use an adaptive scheme that determines a suitable step-length based on the
desired accuracy of the solution. A measure of the performance is the number of evaluations
of the right-hand side (RHS) of the ODE system. In fig. 4.6 the number of RHS evaluations
of eq. (4.37) as a function of the upper limit of integration 𝑢∗ is shown exemplarily for two
different integration schemes, Dormand-Prince [126], an explicit Runge-Kutta method of
order (4)5, and Bogacki-Shampine [127], an explicit Runge-Kutta method of order (2)3, both
of which as implemented in SciPy [128]. The relative tolerance is set to 10−4. We find that for
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small values of 𝑢∗, Bogacki–Shampine needs fewer evaluations, whereas Dormand-Prince
performs better at large values. Since 𝑢∗ is uniformly distributed, the differences avarage out.

4.5 Conclusions and outlook

The example demonstrates that the proposedmethod is a convenient way to solve the problem
of sampling and propagation at the same time. Arbitrary forces can be included in the e.o.m.
and all aspects are treated on the same footing. In particular, it is possible to combine both
hazard functions of decay and interaction into a single one. In the conventional approach, one
typically samples interaction and decay points separately and chooses the one that happens
first, which requires converting 𝑡, 𝑙 and 𝑋 to a common variable. This is not easy to do
as velocity is not constant (at least when the ultrarelativic approximation becomes invalid),
trajectories are curved (with changing curvature due to energy losses) and𝑋 is already difficult
to calculate for rectilinear trajectories.
At the time of writing, the new method is not yet implemented in CORSIKA 8 and the

overall performance in a full shower simulation with particles at all energies remains to be
seen.
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This chapter is devoted to the architecture of CORSIKA 8. Starting with the motivation
to develop a new code, the outline follows a bottom-up approach: After the description of
low-level fundamentals, the more high-level building blocks and concepts are explained.
Many parts have been published in several publications: The motivation for the project and
early design considerations are described in the CORSIKA 8 whitepaper [6]. The unit and
geometry systems (sections 5.3.1 and 5.3.2) are discussed also in ref. [129]. The random-
number generation technique used in CORSIKA 8 (section 5.3.4) is explained in detail in
ref. [130]. An early account of the environment system (section 5.4) as well as the overall
program structure (section 5.7) is given in ref. [131]. Section 5.8 has been published in
ref. [132], which also contains a description of the output format covered in section 5.10.
Significant original contributions of this thesis to CORSIKA 8 are sections 5.3.1 to 5.3.3,

5.4 and 5.8, the histogram serialization described in section 5.10 as well as a large part of
section 5.7.

5.1 Motivation

Although serving as a major workhorse for a large fraction of the astroparticle physics com-
munity formore than 30 years, it has becomemore andmore evident that the existing codebase
of CORSIKA can hardly be maintained for a long term period in a way that meets the ever
increasing demands. Implementing new features necessary to tackle current and future
challenges requires detailed in-depth knowledge of the complex and monolithic source code.
At the same time, Fortran, once considered the lingua franca of high-energy physics, has
largely been replaced by C++ for performance-critical code [133] so that only few physicists
still learn Fortran. Both aspects together pose a hurdle to potential developers. A number of
issues have been identified as in need of improvement:

• Propagation is possible only in air. The atmospheric model is fixed to a Linsley-like
parameterization consisting of four exponential and one constant-density layers.

• The shower geometry is to a large degree tailored to standard, downward-going showers
with a well-defined point of first interaction. Upward-going showers require a special
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geometry to be selected at compile-time [134] and only the longitudinal profile is
available as output.

• The particle history (available with the EHISTORY option [135]) is limited to themother
and grandmother generations. Information about previous ancestor generations is
unavailable.

• Physics modules like radio or Cherenkov emission cannot influence the particle simu-
lation. In particular, the step-length cannot be shortened when it might be desirable for
higher accuracy.

It was therefore decided to design and develop a new code that later has been named
CORSIKA 8. It is envisaged to replace the Fortran version as soon as it has reached a sufficient
level of maturity and covers all relevent aspects of EAS simulations accurately. It is designed
as a framework to accommodate different user communities’ needs, who can build their
individual applications on top of it. Since its inception CORSIKA 8 has been developed as a
community-driven open source project.

5.2 Design Principles

The design of CORSIKA 8 is based on a number of aspects. The overarching principle is
modularity: Individual aspects of the simulation and its underlying algorithms are grouped
in logical units (modules) responsible for only that specific task. The functionality they
provide is exposed via well-defined interfaces. No knowledge about the internal workings of
other modules shall be imposed (separation of concerns). This makes it possible to develop
individual modules independently from each other. More concretely, the modular approach
in CORSIKA 8 allows one to freely combine and exchange certain physics modules depending
on the actual requirements, providing a great degree of flexibility.
Furthermore, performance is of high importance. For some purposes, air shower simula-

tions are needed in vast numbers — either to cover large parameter spaces or to obtain high
statistics. For instance, large scale simulation campaigns of the CTA observatory consumed
more than 2 × 108 h of CPU time in the year 2018 [136]. Optimizations therefore can have
significant impact both in terms of monetary costs as well as energy consumption. Designing
efficient code requires awareness of modern CPU and memory architecture and techniques
employed to achieve high performance like branch prediction, vectorization and cache hier-
archies, to name a few. Therefore, static design patterns are preferred over dynamic ones in
CORSIKA 8 wherever useful and appropriate data structures are chosen. Nevertheless, at the
time of writing, performance assessments of CORSIKA 8 and corresponding optimization
are still at an early stage; many implementation details might be revised in the future.
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To prohibit the introduction of bugs and ensure correctness, most functionality implemented
in CORSIKA 8 is accompanied by unit tests, i.e. sanity checks that compare the actual
result, e.g. of function calls, with the expected behaviour. These unit tests are executed
in a continuous integration system on the development platform1 whenever a commit is
made. Also, a policy of the project requires new code to have corresponding unit tests in place
before it can be considered to be merged.

5.3 Fundamentals

5.3.1 Unit system

The incorrect usage of physical units of measure is regarded as one of the three most common
errors in scientific computing [137]. The perhaps most illustrative example is the loss of the
Mars Climate Orbiter during its orbital insertion maneuver, the cause of which is largely
attributed to the mixture of imperial and metric units [138]: One part of the orbiter’s onboard
software, provided by an external contractor, supplied data in imperial units, while another
system, developed by NASA, interpreted these data as being in SI units.
Especially in a collaborative environment such as CORSIKA 8, a strategy to avoid these

kinds of errors is a key asset, also because their presence may render the simulation wrong
in an inconspicuous manner. A possible solution, annotating data types with units, was
proposed already more than 40 years ago [139]. However, hardly any programming language
today provides built-in support so that usually custom libraries are required [140]. Umr-
igar [141] descibes the first application of the technique of template metaprogramming in
C++ to provide dimensional analysis at compile time. A conceptually very similar solution
is employed in CORSIKA 8, based on the PhysUnits C++11 library [142] with some custom
modifications.
The basic idea is to introduce new data types for each dimensionful quantity occuring

in the code (length, time, density, etc.) and enforce their usage instead of plain floating
point numbers. Multiplication and division of dimensionful quantities yields quantities with
different dimensions so that an arbitrary number of such data types need to be defined. In
C++ this can readily be achieved with template metaprogramming:
A templated type dimensions<N1, N2, N3, N4, N5, N6, N7, N8> is introduced in order

to keep track of the dimensions of a quantity. The first seven integers 𝑁1,… ,𝑁7 represent
the exponents of the basic physical dimensions length,mass, time, electric current, absolute
temperature, amount of substance and luminous intensity. The final integer represents the
exponent of a custom HEP energy dimension whose purpose will be explained below.

1 https://gitlab.iap.kit.edu/
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The actual type for quantities, quantity<Dim, Rep=double>, is likewise templated. The
first template argument is a dimensions type, the second argument selects the underlying
floating point type that is used to store the numerical value of the quantity, by default double,
in its base unit. For better readability, type aliases like LengthType, TimeType or GrammageType
are defined so that one usually does not need to handle the dimension indices explicitly.

The laws of quantity calculus (see e.g. ref. [143]) are encoded in C++ code. For instance,
only quantities of the same dimension can be added and multiplying a quantity<dimensions
<N1, N2, N3, ...>> with a quantity<dimensions<M1, M2, M3, ...>> returns a quantity<

dimensions<N1+M1, N2+M2, N3+M3, ...>>. This way, dimensional analysis of all calculations
involving quantities is conducted during compilation and any violation of the laws of quantity
calculus results in a compiler error.

Besides the dimensional analysis, also the conversion of units to common base units is
performed. A number of pre-defined constants as well as user-defined literals for convenience
are provided to initialize a quantity. Writing height = 1.450_km (where height is a quantity
for lengths) or B = 0.48 * gauss + 5_uT (where B is a quantity for magnetic flux density)
converts the quantity from the value in the stated unit to the base unit.

The strict dimensional analysis based on the SI becomes inconvenient when one switches
to the natural (”god given” [144]) units of particle physics, where the convention 𝑐 = ℏ = 1 is
employed, which reduces the number of dimensions by two. The unit system as described
so far prevents the use of intentionally ”sloppy” expressions like 𝐸2 = 𝑝2 + 𝑚2 in code.
This is remedied by the introduction of the spurious eighth HEP energy dimension which
we treat as independent. Quantities of that type (HEPEnergyType) are intended for particle
masses, energies and momenta, given as multiples of electronvolts. Only a few situations in
CORSIKA 8 exist where these microscopic units come into contact with the macroscopic SI
units. For these cases conversion functions are provided to convert back and forth between SI
and natural units when possible, which mainly relies on the identity ℏ𝑐 = 197.327MeV fm
that relates energy with length. To convert a quantity 𝑞 whose dimensions are length𝑙 ×
time𝑡 ×mass𝑚 from SI to natural units, the conversion reads

𝑞
eV𝑚−𝑡−𝑙 = ( ℏ𝑐

eVm)
𝑚−𝑡−𝑙

⋅ ( ℏ
kgm2 s−1

)
−𝑚

⋅ ( 𝑐
ms−1

)
𝑚+𝑡

×
𝑞

m𝑙 s𝑡 kg𝑚
, (5.1)

so that the final dimensions are energy𝑚−𝑡−𝑙. The inverse conversion of a quantity in natural
units with dimension energy𝑒 reads

𝑞
m𝑙 s𝑡 kg𝑚

= ( ℏ𝑐
eVm)

−𝑒

⋅ ( ℏ
kgm2 s−1

)
𝑚

⋅ ( 𝑐
ms−1

)
𝑡−𝑚

×
𝑞
eV𝑒

, (5.2)

with the constraint𝑚− 𝑙 − 𝑡 = 𝑒.
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It should be noted that none of the features described here have any negative impact on
runtime performance as long as the most basic compiler optimizations (inlining) are enabled.
A short non-trivial test, compiling a function for calculating the dot product of two arrays
(see listing 5.1), results in identical assembly code for quantity as for double as shown in
listing 5.2.

Listing 5.1: Template function to compute the dot product of two arrays
template <typename T>
[[gnu::noinline]]
auto dot_prod(std::array<T, 32> const& a,

std::array<T, 32> const& b) {
auto init = T{} * T{};
return std::inner_product(a.cbegin(), a.cend(), b.cbegin(), init);

}

Listing 5.2: Assembly code of dot product functions as generated by g++ 8.4 with -O1 flag.
The first block was generated from listing 5.1 for an array of double, the second
for an array of LengthType quantities.

auto dot_prod<double>(std::array<double, 32ul> const&, std::array<double, 32ul>
const&):

mov eax, 0
pxor xmm1, xmm1

.L2:
movsd xmm0, QWORD PTR [rsi+rax]
mulsd xmm0, QWORD PTR [rdi+rax]
addsd xmm1, xmm0
add rax, 8
cmp rax, 256
jne .L2
movapd xmm0, xmm1
ret

auto dot_prod<phys::units::quantity<phys::units::dimensions<1, 0, 0, 0, 0, 0,
0>, double> >(std::array<phys::units::quantity<phys::units::dimensions<1,
0, 0, 0, 0, 0, 0>, double>, 32ul> const&, std::array<phys::units::quantity<
phys::units::dimensions<1, 0, 0, 0, 0, 0, 0>, double>, 32ul> const&):

mov eax, 0
pxor xmm1, xmm1

.L5:
movsd xmm0, QWORD PTR [rdi+rax]
mulsd xmm0, QWORD PTR [rsi+rax]
addsd xmm1, xmm0
add rax, 8
cmp rax, 256
jne .L5
movapd xmm0, xmm1
ret
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Figure 5.1: Example coordinate system tree. CS0 is the root coordinate system.

5.3.2 Geometry

The second cornerstone of CORSIKA 8 are the geometry classes that deal with points, vectors
and coordinate systems. The design borrows ideas from the Offline software framework of the
Pierre Auger Collaboration [145]. Points and vectors are modelled not just as 3-dim. tuples of
their coordinates/components, but are always defined with respect to a specific coordinate
system (CS), of which there can be multiple. Having several CSs is useful for instance when
interfacing event generators, which usually follow the convention to align the momenta of
the projectile particle along the 𝑧-axis. One unique root CS is predefined and new CSs are
defined in terms of a reference CS and a transformation matrix that relates the new CS with
its reference. Supported transformations are elements of the special Euclidean group SE(3),
i.e. translations and rotations, represented by 4 × 4 transformation matrices. These come
into play when operations involve two vectors or points defined in different CSs. In this
case, the components/coordinates of one of the objects are temporarily transformed into the
CS of the other object. Since the CSs form a tree structure (see fig. 5.1), this is achieved by
multiplying the transformation matrices along the shortest path connecting the two CSs. For
example, the transformation required to go from CS3 to CS1 is 𝑇3→1 = 𝑇3→2𝑇2→0𝑇−1

1→0. These
transformations happen completely transparent to the developer and the explicit usage of CS
is barely necessary. Most often, expressions can be very close to the symbolic notation used in
equations as well. For instance, eq. (4.8) can be expressed as rho0 * exp(axis.dot(P - Pref

)/ scaleHeight). Explicit usage of coordinates is required mostly during the initialization
phase of a simulation, when the geometry is set up.
For the actual linear algebra computations the geometry system relies on the Eigen3

library [146], which is highly optimized.
We distinguish clearly between points and vectors as they appear in affine space (see e.g.

ref. [147]): Points are subject to rotations and translations. Vectors can be thought of as
displacements between two points (or multiples thereof) and are not affected by translations.
Moreover, vector components can also carry arbitrary dimensions (”units”) as described in
section 5.3.1, while point coordinates are necessarily lengths. The allowed operations follow
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the rules of the affine structure of Euclidean space: Points and length vectors can be added to
return another point. Subtracting two points yields a length vector. Scalar and cross-products
are defined for vectors, respecting their dimensions.

5.3.3 Partice ID and physical properties

To distinguish different particle species, an integer particle ID is introduced. It is not only
used to label a certain particle, but also serves as an index to lookup tables for masses,
lifetimes, electric charges, etc. These data are read from the ParticleData.xml file of the
Pythia 8 distribution during the compilation of CORSIKA 8. At the same time, the CORSIKA-
8-internal particle IDs are generated for each particle simply by incrementing a counter,
resulting in numbers currently in the range 1 to 175. The numeric values never need to be
used directly, though. Instead, particle IDs are exposed via human-readable enum classes
like Code::MuPlus or Code::SigmaMinusBar for higher expressiveness.

Conversion functions between CORSIKA 8 IDs and theMonte Carlo Particle Numbering
Scheme of the Particle Data Group (PDG codes) [11] are provided for interoperability with
other software. These cannot conveniently be used directly as internal particle IDs themselves
because they sparsely cover a large range of numbers, making them unsuitable as lookup
indices.

Nuclei, which are identified by theirmass and atomic numbers (𝐴, 𝑍), are treated differently
as explained in section 5.6.

5.3.4 Random-number generation

Being a Monte Carlo code, CORSIKA 8 heavily relies on (pseudo-)random numbers, which
are consumed in abundance. Recently, the random number generator of CORSIKA 8 was
changed to a counter-based random number generator (CBRNG) [130]. The defining property
of CBRNG is that the advancement of their internal state is simply incrementing a counter,
which allows advancing the state by an arbitrary number of steps at once. This makes them
attrative for use in parallel algorithms in need of random numbers: A CBRNG-based stream
of random numbers can be broken into a number of independent sub-streams by dividing the
counter range into many distinct intervals, each still containing more numbers than needed
by the simulation.

CORSIKA 8 follows the same idea as CORSIKA 7 of employing a distinct stream of random
numbers for each module, each with its own seed.
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5.4 Environment

CORSIKA 8 is designed to allow propagation of particle cascades in user-definable environ-
ment setups, which allows a great deal of flexibility in three aspects:

• The medium of propagation is freely selectable, considering the limitations set by the
physics modules. For example, SIBYLL can handle only light target nuclei with mass
numbers up to 𝐴 ≤ 20.

• Worlds can be modelled consisting of different media. Example use-cases are air
showers that continue their propagation below ground, e.g. in soil, water or ice, or
𝜈𝜏-induced showers emerging frommountains. Transitions between two media are also
considered.

• The environment/medium properties can be customized. Depending on the use-case,
simulations may e.g. require querying (electro-)magnetic field strengths or refractive
index as a function of position.

5.4.1 Worldbuilding with the volume tree

To simulate particle cascades in several media it is necessary to set up a data structure and
corresponding algorithms to map spatial regions to media in a way that offers flexibility and,
at the same time, does not impact performance too much. In CORSIKA 8 this is achieved
with the volume tree. The nodes of this tree structure are geometric primitives (volumes) like
spheres and their placement in the tree represents geometric containment, i.e. a parent node
contains its children. Whis this arrangement it is possible to perform a lookup of the node to
which a certain point belongs. More importantly, the search space for calculating possible
entry/exit points of particle trajectories crossing volume boundaries is small because only a
subset of all nodes needs to be considered.
An example world consisting of a number of spheres 𝑆𝑖 is depicted together with its

corresponding volume tree in fig. 5.2. The root node 𝑈, called Universe, is equivalent to
a sphere with infinite radius. It exists to make sure each point in space can be mapped to a
well-defined volume node. Complications arise when volumes have intersections with each
other so that the idea of containment needs rethinking. We distinguish between two classes
of such intersections:

• An intersection of a child volume with its parent (𝑆1 − 𝑆2 in fig. 5.2). In this case, the
outer volume (parent) clips the inner volume (child).

• An intersection of two child nodes having the same parent requires additional inform-
ation. For these cases, nodes contain a (by default empty) list of pointers to excluded
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Figure 5.2: Example volume tree

nodes. A point does not belong to a node if it is contained by any of the excluded nodes.
In fig. 5.2 this is the case for the overlap between 𝑆3 and 𝑆4. 𝑆4 has 𝑆3 in its exclusion
list (indicated by the dotted arrow) so that points in the overlapping region belong to 𝑆3.

5.4.2 Dressing volumes with models

The individual volumes alone do not constitute any description of themedia and their physical
properties. Therefore, they have to be furnished with models of these properties. For this
purpose, we make use of dynamic polymorphism: An abstract class defines the interface
and serves as base class. Implementations of this interface happen in classes that derive
from the interface class. A special challenge arises in CORSIKA 8 because the medium
interface is not fixed and depends on the physics modules one wants to use for a particular
simulation: Cherenkov and radio emission modules need to query the index of refraction,
electromagnetic interaction models, in particular PROPOSAL, require material constants
like the radiation length, and for studies of EAS development in thunderclouds electric fields
need to be modelled. To accommodate this, we make use of mixin inheritance, which is a
template class that inherits from its template argument (see e.g. ref. [148]). This way, several
interface classes, each one responsible for a single aspect, can be chained together to form the
complete interface. Listing 5.3 shows a simplified example of how three different properties
are combined to form a single abstract base class.

Listing 5.3:Mixin-based environment interface composition (simplified)
struct IMediumModel {

virtual DensityType getMassDensity(Point const &) const = 0;
};

template <typename T> struct IRefractiveIndexModel : public T {
virtual double getRefractiveIndex(Point const &) const = 0;

};
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template <typename T> struct IMagneticFieldModel : public T {
virtual MagneticFieldVector getMagneticField(Point const &) const = 0;

};

using MediumInterface =
IMagneticFieldModel<IRefractiveIndexModel<IMediumModel>>;

The actual implementations of the interfaces, in the end required to inherit from their
respective interface class, follow the same pattern so that they can be freely combined while
orthogonal aspects stay independent. Listing 5.4 shows example implementations of the
interfaces of listing 5.3 and their usage via dynamic polymorphism. Two objects modelA
and modelB are created which contain different implementations of the getMassDensity()
interface. The function printMassDensity() handles both objects via their interface, the
MediumInterface class from listing 5.3, and is agnostic about the implementation, which is
selected only at runtime. In a similar way, volume nodes are linked to models only via the
interfaces.
The most fundamental medium properties needed in CORSIKA 8 are density and the

fractions of the isotopes. They always need to be specified even for the most basic cascade
simulations.

Listing 5.4:Mixin-based composition of implementations (simplified)
template <typename T> struct FlatExponentialDensity : public T {
// [...]

virtual DensityType getMassDensity(Point const &P) const override {
return rho0 * exp(axis.dot(P - Pref) / scaleHeight);

}
};

template <typename T> struct HomogeneousDensity : public T {
// [...]

virtual DensityType getMassDensity(Point const &p) const override {
return rho0;

}
};

template <typename T> struct ExponentialRefractiveIndex : public T {
// [...]

virtual double getRefractiveIndex(Point const &p) const override {
// [...] some implementation

}
};
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template <typename T> struct UniformMagneticField : public T {
// [...]

virtual MagneticFieldVector getMagneticField(Point const &p) const override {
// [...] some implementation

}
};

void printMassDensity(MediumInterface const& medium) {
Point const p = make_some_point(); // obtain a Point

// query density at point p
// concrete implementation selected via dynamic dispatch
DensityType const rho = medium.getMassDensity(p);
std::cout << "density at p = " << rho << std::endl;

}

int main() {
ExponentialRefractiveIndex<

FlatExponentialDensity<UniformMagneticField<MediumInterface>>>
modelA;

ExponentialRefractiveIndex<
HomogeneousDensity<UniformMagneticField<MediumInterface>>>
modelB;

printMassDensity(modelA); // calls FlatExponentialDensity::getMassDensity()
printMassDensity(modelB); // calls HomogeneousDensity::getMassDensity()

return 0;
}

5.5 Processes

Processes are the entities that act on particles in various ways. They are grouped in six
categories:

InteractionProcess This class of processes models interactions and related functionality.
Typical examples are wrappers around hadronic interaction models. Two methods
must be provided: GrammageType getInteractionLength(Particle const&) needs to
return the (possibly infinite) interaction length of the modelled physical process for the
particle currently being propagated in the current medium. The actual event generation
has to be performed in the doInteraction(SecondaryView&)method, which typically
adds secondary particles via the SecondaryView object.
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DecayProcess This class of processes models decays. Methods to be provided are: TimeType
getDecayTime(Particle const&), which returns the lab-frame decay time of the cur-
rently being propagated particle. Analogous to InteractionProcess, the decay event
is generated in the doDecay(SecondaryView&)method, which typically fills the decay
products into the SecondaryView.

BoundaryCrossingProcess This class of processes is relevant if any action shall be per-
formed when a particle exits its current volume to enter another. In that case, the
method doBoundaryCrossing(Particle&, VolumeNode&, VolumeNode&) is called. The
last two parameters refer to the current and new volume nodes, respectively.

SecondariesProcess After an interaction or decay event has been performed, the newly
generated secondaries can be processed further, e.g. filtered and/or modified. This
happens in the doSecondaries(StackView&) method, in which the secondaries are
typically iterated over.

ContinuousProcess In this class of processes, aspects concerning the continuousmovement
of a particle along its trajectory are handled. Before the actual propagation takes place,
its LengthType getMaxStepLength(Particle const&, Trajectory const&)method is
called, which returns a maximum (possibly infinite) step-length. It serves as a hint to
the propagation to limit the step-size to that value if necessary. This functionality is
provided to ensure numerical accuracy. For instance, a process implementing energy
losses may limit the step-size to make sure that the energy of the particle does not
change too much so that the decay time stays approximately valid. ProcessReturn
doContinuous(Particle&, Trajectory const&, bool) is executed after the length of
the trajectory has been determined. The particle properties may be modified, e.g. the
energy reduced. The boolean input parameter indicates whether the previous step-
length limitation had been caused by the getMaxStepLength() method by the same
process.

The process can indicate whether the particle shall be regarded as absorbed via the
return value, which is an enum called ProcessReturn.

StackProcess Primarily for statistical purposes, it is beneficial to execute code periodically
after each 𝑁 cascade steps. This functionality is provided with this class of processes,
which require a doStack(Stack&)method. An example usecase is the estimation of the
remaining runtime of the simulation by checking how much of the initial energy is
still stored in particles on the stack.

An arbitrary number of processes can be combined to constitute the process sequence.
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5.6 Particle stack

The particle stack is the central object that manages the particles in memory. The current
implementation uses a structure of arrays-like memory layout for the particles, meaning
that each particle property is stored in a separate, contiguous array. This also means that
no independent, compact ”particle object” that one could create anywhere exists. Instead,
a ”particle” is a mere reference to the actual data in the individual arrays. This reference
object provides methods like particle.getEnergy(), particle.setPID(Code), etc., so that
the developer can be oblivious to the underlying memory layout.
The default particle properties stored on the stack are:

• particle ID (Code, integer)

• kinetic energy (HEPEnergyType)

• position (Point)

• direction vector (dimensionless, normalized Vector)

• time (TimeType)

• pointer to current volume

• nuclear isotope data (𝐴, 𝑍, integer)

• a boolean flag indicating whether a particle is deleted

To avoid the need to search the volume tree each time the current volume is needed, a
pointer is stored. It is updated each time a boundary is crossed as described below. Nuclei are
not fully specified by their particle ID, which only states that it is a nucleus (Code::Nucleus).
Therefore, the 𝐴 and 𝑍 values are stored in separate fields.
The is-deleted flag allows marking a particle at any position on the stack as ”removable”.

Only whenever such a marked particle occurs and is read again on top of the stack it is really
removed. This procedure is useful e.g. for thinning and similar filtering purposes in-place
without the need for a (costly) reordering of the particles. It is also a cornerstone of the
cascade history described in section 5.8.

5.7 Program flow

We are now in a position to discuss how the individual building blocks gear into each other
to process a full particle cascade. The basic principle is not different from the standard
prescription of Monte Carlo cascade codes: Particles from the stack are propagated and if
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they produce any secondaries these are pushed onto the stack. In CORSIKA 8 this main
loop is implemented in the Cascade class, which has access to the stack, the environment
and the process sequence. Furthermore, one may select a certain tracking algorithm, i.e. the
procedure how the trajectory is determined. For propagation in magnetic fields this task is
much more complex than without magnetic fields. A propagation step of a single particle
consists of four parts: First, the trajectory is calculated, followed by the determination of the
step-length to be taken. Then the particle is propagated by that length. Finally, the action
corresponding to the chosen step-length is executed. Let us consider each of these substeps
in more detail.

5.7.1 Trajectory determination

Without any Lorentz force the trajectory is a straight line (ray). The only actual calculation is
that of its maximum length, which is determined by the intersection with volume boundaries.
In the volume tree, only a subset of all existing volumes need to be considered: the current
volume itself, its child volumes and its excluded volumes. At the time of writing, the only
implemented geometric primitive is a sphere. For the intersection of a straight line, which is
parameterized with a real number ℓ such that ℓ = 0 corresponds to the current position and
ℓ > 0 (ℓ < 0) to points in front of (behind) the current position, with a sphere, a quadratic
equation has to be solved, yielding up to two real solutions for ℓ. Some care must be taken
to choose the correct one: Negative solutions are always excluded because they refer to the
past. If both solutions are positive, the lower (greater) value has to be chosen when entering
(exiting) a sphere. A complication arises when a particle was moved to the boundary in the
previous step. Due to limited numerical precision, the particle appears to be slightly before or
after the boundary. When the intersection is recalculated in the current step and the particle
appears to be still before the boundary, the same crossing can be proposed again, resulting in
a stuck particle and an infinite loop. This situation is avoided by keeping a reference to the
current node in memory and updating it during a boundary crossing. This way, it is always
clear if the considered volume is to be entered or exited.
The situation with magnetic fields is more involved. The required modifications have been

studied in the bachelor thesis by Schmidt [149], using the leapfrog algorithm implemented in
AIRES and described in ref. [150]. The update of the position 𝑷0 to 𝑷1 consists of two half
steps, in between which the direction ⃗𝑢 is updated:

𝑷′ = 𝑷0 +
ℓ
2 ⃗𝑢0, (5.3)

⃗𝑢1 = �⃗�0 + �⃗�0 × ℓ
𝑞
𝑝

⃗𝐵, (5.4)

𝑷1 = 𝑷′ + ℓ
2 ⃗𝑢1. (5.5)
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If we consider the magnetic field ⃗𝐵 constant during the propagation (we set ⃗𝐵 = ⃗𝐵(𝑷0)) and
do not normalize 𝑢1, 𝑷1(ℓ) is a parabola. The intersection with a sphere is described by a
quartic equation, which is solved analytically, albeit withmore computational effort. The right
solution to select is the one with the smallest positive value. Additionally, several safeguards
are introduced to handle situations when the procedure turns out to be numerically fragile.

5.7.2 Step-length determination

After the trajectory has been proposed, it is determined how far the particle will be propagated.
For this, a number of candidate step-lengths are taken into account, out of which theminimum
is chosen:

• The maximum step-length to reach a volume boundary as described in the previous
section.

• In case of magnetic fields, the angular deflection per step is limited to a pre-defined
value, e.g. 0.1 rad.

• A candidate time of decay is sampled from the current (lab-frame) lifetime and converted
to a length using the current velocity. The current lifetime is queried by summing the
contributions (branching ratios) of all DecayProcesses in the process sequence:

1
𝜏tot

= ∑
𝑖

1
𝜏(𝑖)

. (5.6)

• A candidate interaction point is sampled: First, a grammage is sampled from the
exponential distribution with the current interaction length 𝜆int as parameter, which
is determined from the contributions of all (competing) InteractionProcesses in the
process sequence:

1
𝜆int,tot

= ∑
𝑖

1
𝜆(𝑖)int

. (5.7)

For this, the individual InteractionProcesses themselves typically calculate the sum of
the cross-sections for each isotope of the medium in the current volume, weighted by its
corresponding fractional abundance. The grammage is then converted to length, which
is a function provided by the density model. Except for the trivial case of homogeneous
density, the density models usually assume the trajectory to be rectilinear.

• The minimum of the values obtained from the getMaxStepLength() methods of the
ContinuousProcesses.
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5.7.3 Propagation

After the actual step-length has been selected, the initially proposed trajectory is shortened to
that length. Subsequently, continuous processes are applied to the particle along the trajectory,
which may modify the particle properties. Also purely ”observing” continuous processes are
possible. Examples are radio emission and recording the longitudinal profile.
Since energy losses can cause a particle to fall below the energy threshold, continuous

processes state whether a particle is absorbed. In this case, it is deleted from the stack.

5.7.4 Final action

In case a particle survives the continuous processes, the action corresponding to the selected
minimum step-length is performed:

• If the step-length was set by a step-length limitation of a continuous process, nothing
happens. All steps described in sections 5.7.1 to 5.7.3 will be repeated.

• In case of an interaction, the interaction length is recalculated based on the particle
properties after the propagation, denoted 𝜆′int,tot, which may be different from the value
𝜆int,tot before the propagation that was also used for the sampling. One of the competing
InteractionProcesses needs to be selected to perform the interaction. This is done
by randomly choosing the 𝑖-th process with probability 𝑝𝑖 = max(𝜆int,tot, 𝜆′int,tot)/𝜆

(𝑖)
int.

If 𝜆int,tot < 𝜆′int,tot, these probabilities do not sum up to one. The remaining fraction
corresponds to a rejection of the interaction. As explained in section 4.4.1, the sampling
in this case is still exact despite the change of 𝜆int,tot. If, on the other hand, 𝜆int,tot > 𝜆′int,tot,
the sampling is in principle not exact, but for sufficiently small changes in energy the
incurred error is negligible.

• For decays the procedure is analogous.

• In case of a volume boundary transition, the doBoundaryCrossing() methods of all
BoundaryCrossingProcesses are called, in which the particle may be deleted. Addition-
ally, the pointer to the current volume is updated to the new volume.

Interactions and decays create new secondaries, which are to be pushed onto the stack
via the SecondaryView that offers an addSecondary() method, which is to be called with
the properties of the secondary. After it has been filled, it is passed subsequently to all
SecondariesProcesses. These may iterate over the new secondaries and alter or even delete
(more accurately, flag them as deleted) some of them again. Finally, the projectile particle,
now no longer on top of the stack, is marked as deleted.

66



5.8 Cascade history

5.8 Cascade history

A special feature of CORSIKA 8 is the option to retain information about all predecessor
generations. Such a feature was available in MOCCA and has been used by Hillas to study
features of hadronic interactions with respect to their relevance for particle production in
EAS [151]. His aimwas to demonstrate the usefulness of theHillas Splitting Algorithm despite
its severely simplified nature. In contrast to MOCCA and somewhat surprisingly, none of the
current generation of EAS simulation codes (AIRES, CONEX, CORSIKA) provide this feature
to the required extent. CORSIKA nevertheless allows accessing and storing the mother and
grandmother particles of a ground-hitting particle [135]. This tool has proven itself to be
valuable for studying the production of muons in air showers [152]. Here, the muon’s mother
most often corresponds to a low-energy decaying meson, while the grandmother represents
the projectile of the hadronic interaction in which that meson had been produced. It is
nevertheless desirable to extend this genealogical information further since the only reason
why only two preceding generations have been available is of purely technical nature: In the
implementation in legacy CORSIKA, a record on the stack is extended to comprise not only
the state of a single particle but also the states of its parent and grandparent.

In CORSIKA 8, we follow a different approach. When undergoing an interaction, the
projectile particle is not immediately removed from the stack but only marked as deleted just
before the secondaries get pushed onto the stack. It is only absolutely removed as soon as the
sub-cascade it initiates is completely processed, which is exactly the case when the deleted
particle is the top particle of the stack for the second time.

In order to link particles with their parent generation, we introduce event objects. Particles
on the stack hold shared pointers to their event of creation, which in the case of the primary
particle is just a null pointer. The event objects themselves keep a reference to the (deleted)
projectile to establish the link to the parent particle. Furthermore, each eventmaintains a copy
of its secondaries that is filled at the time of their production and not modified afterwards. A
particle on the stack is modified during propagation as its position and 4-momentum change.
For certain studies, however, it is desirable to retain the particle state as it was produced.
By keeping an additional, constant copy of the secondary in the event object, the state at
production is preserved and allows for relating this state to the state at reinteraction. It
is foreseen that the event class can be subclassed so that specific types of events can store
additional information, e.g. hadronic eventsmight store data like impact parameter or number
of wounded nucleons, which could be correlated with particle distributions at ground.

An illustration of the design is given in fig. 5.3.
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Figure 5.3: Snapshot of a stack with history information. Greyed-out particles represent
deleted particles which still reside in memory. Red color indicates the particle
currently being propagated.

File size considerations

To estimate the impact of saving the complete lineage to disk, we compare the particle
output file sizes with and without inclusion of the lineage. For this experiment, a simplified
binary format is used in which a plain particle record consists only of the PDG code (4-byte
integer) and the energy (8-byte double precision floating-point number). For the standard
particle output, plain particle records are written one after the other without any additional
header/footer data. The total file size is given by the number of particles times the size of a
plain particle record (12 bytes).
By contrast, the enhanced data format that includes the lineage must preserve the jagged

array structure: For a ground particle, a plain particle record is written for the particle itself,
followed by plain particle records for each ancestor. This chain of ancestors is terminated by
a trailing 0xFFFFFFFF. Since this cannot be meaningfully interpreted as PDG code in this
context2, no ambiguity with another ancestor record arises. The file size increases by a factor
given by the average number of ancestor generations plus the overhead of the trailing 4-byte

2 The PDG code −1, encoded as 4-byte integer 0xFFFFFFFF, represents the ̄𝑑 quark, which is not a possible
projectile in CORSIKA 8.
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Figure 5.4: Average particle output file size

sequence.
Clearly, the enhanced data format contains a high degree of redundancy since ground

particles share parts of their lineages. The more ”ancient” any of the entries in a particular
lineage is, the more likely it is to be found in the lineages of other ground particles as well. In
particular, the primary particle is the final ancestor of every ground particle. It is therefore
plausible that these redundancies lead to a substantial file size reduction when the file is
compressed.
In fig. 5.4 the resulting file sizes are presented dependent on the primary energy, averaged

over 20 runs. The error bars indicate the standard deviation of the file size distribution. The
uncompressed enhanced data format requires about 15 times as much disk space as the
standard data format. The number increases slightly with energy since the average number
of generations grows logarithmically (see also section 7.1.2). Compressing the enhanced data
format with bzip2 reduces the size by a factor of ∼ 6. Finally, we note that compression also
reduces the standard-format file size by about 30%, which can be attributed to the fact that
only a few values out of the 4-byte range of the PDG code in fact occur.

5.9 Available modules

Although many important aspects are still being developed and optimized, CORSIKA 8 is
already usable for a number of tasks, including some specialized applications that have not
been possible with any existing codes. In the following, a summary of currently available
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modules and features is given.
High-energy hadronic interactions are possible with SIBYLL 2.3d and QGSJet-II.04. Low-

energy hadronic interactions can be performed with UrQMD 1.3cr, for which the interface
was adapted from CORSIKA 7, although it should not be considered usable for production yet.
Additionally, a link to the HSA routines of AIRES is available. For both low-energy models
the tabulated cross-sections from the UrQMD distribution in CORSIKA 7 are used, which
contain data for nucleon, pion and kaon projectiles on nitrogen, oxygen and argon targets.
Decays are handled by Pythia 8 or, alternatively, by SIBYLL. As SIBYLL produces excited

states which are not (yet) covered by the PDG and whose decay cannot be treated by Pythia,
it makes sense to combine both so that common particles decay in Pythia and the other ones
in SIBYLL.
For the handling of EM interactions and energy losses the PROPOSAL code [124, 153]

has recently been integrated into CORSIKA 8 [154, 155]. Its validation is currently work in
progress. Hybrid simulations are possible with a link to CONEX: Whenever an EM particle
is produced as secondary, it is immediately fed into CONEX where it is filled into tables
representing sources in the CE. After the Monte Carlo part of hadrons and muons has
been completely processed in CORSIKA 8, CONEX solves the CE. The result are mainly
the EM longitudinal profiles but also of muons and hadrons stemming from photohadronic
interactions. Moreover, amodule for energy losses of muons and other heavy charged particles
is available that implements Bethe-Bloch losses with Sternheimer correction, parameterized
for air and other materials.
A module for radio emission that incorporates both the endpoint [156] and ZHS [157]

formalisms is under development and first results are presented in ref. [158]. Two independent
modules for Cherenkov radiation are actively being developed and tested, one targeting
GPUs [159], while the other aims to maximize performance on CPUs by vectorization [160].
For visualization purposes a track writer module allows saving the coordinates of trajectory

starting and end points together with the particle ID.
With the observation planemodule, particles that cross a user-defined plane (which can

have arbitrary orientation) are written to an output file. The observation plane may be
opaque or transparent, meaning that particles are deleted or not when crossing the plane.
Multiple observation planes can be present at the same time, in which case all but the last
one are transparent. The observation plane is implemented as a ContinuousProcess due
to its feature to limit the step-length. An obseration level that respects the curvature of
the Earth is currently not implemented although it would be straight-forward to do so as a
BoundaryCrossingProcess.
With the flexibility of CORSIKA 8 it is often only a small effort to implement wrapper

processes that add generic functionality to existing processes. Three of these have been
developed for this thesis:
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SwitchProcess Conditionally selects between two alternative processes. The condition is
user-definable and depends on the current particle. The main application is to switch
between low- and high-energy hadronic interactionmodels based on the particle energy.

InteractionCounter Wraps an InteractionProcess and creates a histogram of the number
of generated interactions binned in projectile energy and species.

InteractionLengthModifier Awrapper around an InteractionProcesswhose interaction
length is modified by applying a user-definable function.

5.10 Output format

Various kinds of data are produced by CORSIKA 8, ranging from small data sets like longit-
udinal profiles to potentially huge amounts of particle data from the observation plane. At
the same time, the typical use cases are equally diverse: In the UHECR community, usually
one shower per run is generated with particle file sizes of ≳ 100MB. On the other hand,
simulations for gamma ray observatories are most often performed with a high number of
showers, each containing only a small number of particles.

For CORSIKA 8 several alternatives (HDF5 [161, 162], ROOT [163], ExDir [164] and others)
have been considered and discussed. The final solution is based on the Apache Parquet [165,
166] format, which is a binary, columnar storage format. These files containing the raw data
are supplemented by human-readable YAML files for meta-data. Each module that creates
output writes an independent file, one for each shower of a run, all organized in a hierarchial
directory structure. A Python module is shipped together with CORSIKA 8 to read and
analyze the generated datasets for convenience. For many other programming languages,
readers for parquet files are available as well.

For histograms, CORSIKA 8 integrates the Boost.Histogram [167] library, which is extens-
ively used for the work presented in this thesis. Boost.histogram facilitates the creation and
handling of histograms with a great degree of flexibility and comfort: Histograms may have
an arbitrary number of dimensions (”axes”). Axes themselves can consist of classical real-
value intervals with fixed or variable bin widths, dense or sparse integer values and others.
Boost.Histogram itself does not include a data format to save the histograms to disk, though.
For this thesis, a simple data format based on NumPy [168] ”.npz” files has been implemented.
This is complemented by a Python module for reading these files, returning an Histogram

object of the Python bindings of Boost.Histogram.
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5.11 Default settings

While CORSIKA 8 is a framework whose parts one can use for many purposes, some examples
are included in the codebase that replicate complete air shower simulations as far as possible.
Some default conventions used in these examples are:

• The atmospheric model is that of Linsley, consisting of five layers. They are implemen-
ted as concentric spheres (”shells”) with the origin of the root coordinate system as
center, each having either a spherical exponential (the inner four layers) or constant
(the outermost layer) density model. The radii are 𝑅E+ℎ𝑖, with 𝑅E = 6371 km denoting
the Earth radius and ℎ𝑖 the heights of the boundaries above sea level (a.s.l.).

• The nuclear composition of the atmosphere is set to 78.47% nitrogen and 21.53%
oxygen.

• The shower core is fixed to be at (0, 0, 𝑅E + ℎobs) in the root CS, where ℎobs is the height
of the observation level.

• The primary particle is injected at the top of the atmosphere (height ℎ5 of the out-
most layer). The position on the surface is chosen such that the momentum vector
(−𝑝 sin𝜗, 0, −𝑝 cos𝜗) (𝑝 is the magnitude) points towards the shower core.

• Time is measured from the injection, i.e. the primary particle starts with time 𝑡 = 0.

72



6 Comparisons of hadronic cascade
with other codes

In this chapter we study the performance of CORSIKA 8 in comparison to other up-to-date
air shower simulation codes. We focus on the hadronic and muonic components of UHECR
showers. This exercise does not only serve to validate CORSIKA 8 but also as a cross-validation
of all the codes. Furthermore, we will point out systematic differences that are particularly
relevant in the light of the muon deficit and require further investigation.

Besides CORSIKA 8, we consider CORSIKA 7.7410 [169] (with the CURVED flag [119]),
CONEX (as part of CORSIKA), and AIRES 19.04.06. Additionally, MCEq 1.2.2 in ”air shower
configuration”, i.e. with a 𝛿(𝐸 − 𝐸0)-shaped primary spectrum, is taken into account where
possible. Electromagnetic interactions are disabled in CORSIKA 7 and CONEX via the
ELMFLG steering option. In AIRES, the cutoff energies for electromagnetic particles are set
to 99.9% of the primary energy, effectively disabling the whole EM cascade. The geomagnetic
field is not considered.

We consider proton-induced vertical showers at 1018 eV. The model transition energy of
the Monte Carlo codes is set to 63.1GeV, which is the lowest value lying on a bin edge of a
logarithmically scaled energy axis with five bins per decade that all high-energy models can
handle safely. The observation level is set to 1400m a.s.l., correspondging to 875 g cm−2 in
Linsley’s atmospheric model. We study two cases: First, we use QGSJet-II.04 and consider
only the high-energy part, i.e. the energy cut is set to 63.1GeV as well. Second, we use
SIBYLL 2.3d for high energies, supplemented by a low-energy interaction model for energies
down to 1GeV. In CORSIKA 7 and CONEX, UrQMD 1.3 is used. In AIRES, the only available
option is the HSA. MCEq uses UrQMD 3.4. With CORSIKA 8, we consider both UrQMD 1.3
and the HSA implementation from AIRES, linked to CORSIKA 8. 500 showers are simulated
in each configuration except CORSIKA 7, where 5000 showers are simulated in order to serve
as baseline with small statistical fluctuations. All energy values refer to kinetic energy.

Preliminary – and by now already partially outdated – results have been presented in
refs. [170, 171]. The results shown here represent only the latest status after a continued
effort to identify, understand and reduce differences. A noteworthy outcome of this is the
identification of the hyperon bug outlined in section 6.4.
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6.1 Interaction spectrum

A useful observable is the interaction spectrum, i.e. the number of (hadronic) interactions by
projectile energy and species. It is related to the corresponding energy spectra by

d𝑁int
d𝐸 = 1

𝜆int(𝐸)
∫ d𝑋 d𝑁

d𝐸 (𝐸, 𝑋), (6.1)

as can be inferred from the CE (3.1). The interaction spectrum of a given particle species is
mainly influenced by the multiplicity of this species as secondaries in hadronic interactions
as well as its critical energy. We will return to the physics interpretation in chapter 7.
The interaction spectrum allows studying rather rare and short-lived particles like hyperons,

which is hardly possible with reasonable statistics when considering only the energy spectra
at a certain shower depth.
The spectra are obtained from the Monte Carlo codes by filling corresponding histograms

during the run. In CORSIKA 7 and CONEX, this is done via the COAST interfaces, which
provide a hook for custom code to be called just before an interaction with access to the
projectile properties. In CORSIKA 8, the InteractionCounter process is used for the purpose.
In MCEq, the interaction spectra are obtained by integrating the energy spectra according to
eq. (6.1) numerically on the 𝑋 grid that MCEq sets up by itself.
The results for 𝑝, 𝑛, 𝜋+, 𝐾+ and 𝛬 are presented in figs. 6.1 to 6.6 for QGSJet-II.04. Agree-

ment between all codes on a percent-level is found for 𝑛, 𝜋+ and 𝐾0
𝐿. In the 𝐾+ spectra,

however, only the CORSIKA 7 and CONEX lines match, while MCEq and CORSIKA 8 show
differences up to ∼ 10%. The bigger discrepancies for 𝑝 and 𝛬 are due to the fact that the
latter are not allowed as projectiles in QGSJet so that an interaction with a proton projectile
is generated instead. The counting with COAST happens after this particle ID conversion,
leading to a mislabelling of 𝛬 as 𝑝. In all species, CORSIKA 7 and CONEX exhibit the same
behaviour. In MCEq particles are tracked only above their critical energy, which is why their
spectra are cut off close to the peak of their distributions. The spectra of ̄𝑝, ̄𝑛, 𝜋− and ̄𝛬,
which are not shown here explicitly, do not differ from those of their antiparticles.

74



6.1 Interaction spectrum

10−2

100

102

104

𝐸
d𝑁

in
t

d𝐸

𝑝 1018 eV p 0°
QGSJet-II.04

MCEq
CONEX
C8
C7

1012 1014 1016 1018
𝐸 / eV

1.0

1.5

ra
tio

to
C
8

Figure 6.1: Interaction spectra of 𝑝 with QGSJet-II.04
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Figure 6.2: Interaction spectra of 𝑛 with QGSJet-II.04
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Figure 6.3: Interaction spectra of 𝜋+ with QGSJet-II.04
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Figure 6.4: Interaction spectra of 𝐾+ with QGSJet-II.04
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Figure 6.5: Interaction spectra of 𝐾0
𝐿 with QGSJet-II.04

10−3

10−1

101

𝐸
d𝑁

in
t

d𝐸

𝛬 1018 eV p 0°
QGSJet-II.04

MCEq
CONEX
C8
C7

1012 1014 1016 1018
𝐸 / eV

1.0

1.5

ra
tio

to
C
8

Figure 6.6: Interaction spectra of 𝛬 with QGSJet-II.04
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6 Comparisons of hadronic cascade with other codes

Figures 6.7 to 6.12 show the interaction spectra for SIBYLL 2.3d. Here, the largest differences
in the high-energy regime are found in kaons: CORSIKA 8 and CONEX yield the same spectra
while CORSIKA 7 and MCEq predict almost the same shapes but different normalizations.
Since in SIBYLL also the hyperons are valid projectiles, no ambiguities arise because of ID
conversions.
In the low-energy regime, the situation is more complicated. We observe that despite the

same model (UrQMD 1.3) CORSIKA 8 displays a higher interaction rate of nucleons than
CORSIKA 7 and CONEX.With the HSA, the interaction rate is even higher than with UrQMD
by up to 40%. Discrepancies of similar magnitude are also found in the kaon sector. Here,
however, the agreement of CORSIKA 8 with the other codes is better with HSA than with
UrQMD. Strikingly, the 𝐾+ spectra of CORSIKA 7 and CONEX diverge significantly below
7GeV, even though the interface codes to UrQMD are identical. Low energy 𝛬 particles in
general interact only in CORSIKA 7 and CONEX.
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Figure 6.7: Interaction spectra of 𝑝 with SIBYLL 2.3d
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Figure 6.8: Interaction spectra of 𝑛 with SIBYLL 2.3d
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Figure 6.9: Interaction spectra of 𝜋+ with SIBYLL 2.3d
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Figure 6.10: Interaction spectra of 𝐾+ with SIBYLL 2.3d
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Figure 6.11: Interaction spectra of 𝐾0
𝐿 with SIBYLL 2.3d
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Figure 6.12: Interaction spectra of 𝛬 with SIBYLL 2.3d

6.2 Muon energy spectra

The muon energy spectra at ground for QGSJet-II.04 and SIBYLL 2.3d are shown in Fig-
ures 6.13 and 6.14, respectively. With QGSJet-II.04, CORSIKA 8, CORSIKA 7 and CONEX
show virtually coinciding spectra below 10 TeV, while the spectra of AIRES and MCEq both
yield spectra which are offset by 5%. Above that energy, CORSIKA 7 shows a softening not
visible in the other spectra.
With SIBYLL 2.3d, the spread in the high-energy regime amounts to ∼ 15% and no two

codes yield coinciding spectra. In the low-energy regime, several points are noteworthy:
Comparing CORSIKA 7 with AIRES, the difference does not widen up further despite the
different low-energymodels. On the other hand, the spectra calculated with HSA andUrQMD
in CORSIKA 8 diverge quickly below the transition energy. Furthermore, MCEq features
a sudden increase below 10GeV, which coincides with the cutoff in the pion interaction
spectrum and might be caused by the pions present at that energy suddenly forced to decay.

6.3 Lateral distribution

The lateral distribution of muons, 𝜌𝜇(𝑟) = d𝑁𝜇/d𝑟/(2𝜋𝑟) as a function of radial distance
𝑟 to the shower core, are shown in figs. 6.15 and 6.16 for QGSJet-II.04 and SIBYLL 2.3d,
respectively. Considering only the high-energy muons above 63.1GeV, the agreement is
generally good up to around 1 km. With QGSJet-II.04 the differences are on a percent level,
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Figure 6.13:Muon energy spectra obtained with QGSJet-II.04
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Figure 6.14:Muon energy spectra obtained with SIBYLL 2.3d
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Figure 6.15:Muon lateral distribution obtained with QGSJet-II.04
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Figure 6.16:Muon lateral distribution obtained with SIBYLL 2.3d
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with SIBYLL 2.3d around 10%. Above 1 km CORSIKA 7 predicts a higher density than the
other codes.
Taking also the low-energymuons down to 1GeV into account (fig. 6.16 left), the agreement

stays on the same level in the < 1 km range. It is noteworthy, however, that above that
distance the behaviour completely changes. Both AIRES and CORSIKA 8 with HSA yield a
higher muon density than CORSIKA 7, while CORSIKA 8 with UrQMD shows a drop. At
these distances, virtually all muons are of low energy, so that discrepancies observed also in
the energy spectrum are particularly pronounced. Keeping in mind that the Pierre Auger
Observatory is particularly sensitive to the lateral distribution at the km level, this underlines
the importance of low-energy interactions.
This is further studied in fig. 6.17, where the two-dimensional distributions d2𝑁𝜇/ d𝐸 d𝑟 of

each code are compared to those of CORSIKA 7 by their ratio. Large deviations from one by
more than 50% are found especially in the upper left corners, i.e. at large distances and low
energies, for all codes except CONEX.

6.4 The hyperon bug

During the course of this work an issue in CORSIKA 7.71 was found when inspecting the
interaction histograms for hyperons, in particular those of 𝛴0. The decay length of 𝛴0,
𝑐𝜏 = 2.2 × 10−11m, is a factor of 1000 times shorter than that of 𝜋0, so that interactions are
extremely unlikely. Figure 6.18, however, shows that in v7.71 interactions of 𝛴0 happen
frequently, which eventually could be attributed to a bug that prevented hyperons from
decaying when using EPOS-LHC or SIBYLL. The bugfix (commit e7b96b02, included in
v7.74) re-enabled the decay, which completely prohibits interactions of 𝛴0 and suppresses
interactions of the longer lived hyperons below 1014 eV.
The effect on hadron and muon longitudinal profiles is shown in fig. 6.19. The maxima

of the hadron profile differ by 6.3(34) g cm−2. For the muon longitudinal profiles the shift is
9(4) g cm−2. In both cases the maxima were obtained shower by shower by fitting a parabola
in an interval ±50 g cm−2 around the highest bin value. The height of the first interaction is
fixed to 26 km (44 g cm−2) to reduce statistical fluctuations.
Figure 6.20 displays the ratio of the muon energy spectrum. The bug causes a small

softening up to 2%.
Overall it can be concluded that the bug has only a small influence on shower observ-

ables (and therefore analyses carried out with affected versions) much smaller than any
experimental uncertainties, yet it has improved the agreement with other codes.
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6.5 Conclusions

The overall picture shows that despite equal hadronic models, simulations with different
codes do not result in equal predictions regarding typical muon observables. At high energies,
possible causes include the handling of short-lived resonances, which is of relevance in
particular for SIBYLL. These can be set do decay either inside SIBYLL during the event
generation or be handed over to the shower simulation code as secondary. In the latter case,
the ID conversion must be done carefully. Additionally, the implemented decay channels
may not match.
Another issue can arise when a particle species produced as secondaries of an interaction

model is long-lived but not a valid projectile for that model. In this case, an interaction event is
generated with a different projectile species instead that resembles the original one as close as
possible by conserving as many quantum numbers as possible, although some freedom exists.
In QGSJet-II.04 this happens with 𝛬/ ̄𝛬, which are usually replaced by 𝑛/ ̄𝑛. In SIBYLL 2.3d
such ambiguities do not appear since hyperon projectiles are allowed.
Regarding the situation at energies below the transition threshold, further studies are

needed in particular to pinpoint the differences observed betwen CORSIKA 8 and COR-
SIKA 7/CONEX: The interaction rates of ∼ GeV nucleons and mesons with UrQMD in
CORSIKA 8 are significantly higher than in CORSIKA 7 or CONEX, which has an imprint
also on the muon energy spectrum. It is at present still unknown why UrQMD behaves so
differently in CORSIKA 8.
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At the same time, it is striking to see large differences between AIRES and CORSIKA 8
with HSA. Especially in the radial range relevant for Auger, large differences are observed in
the muon lateral distribution, also compared to UrQMD.
In summary, we can conclude that regarding the high-energy interaction models COR-

SIKA 8 yields results that lie well within the spread between other established shower sim-
ulation codes. Until better understood, such differences should be treated as systematic
uncertainty besides the choice of the interaction model itself. The comparative studies presen-
ted here have already led to bugfixes and modifications of several of the codes and a further
convergence may be achieved in the future. Such studies are in particular called for in the
light of the muon deficit.
A number of developments in low-energy models will have an impact if integrated into

CORSIKA 8: Several updates of UrQMD have been released since version 1.3 was adapted
for usage in air shower simulations. Furthermore, the SMASH model [172], which can to
some degree be considered a successor of UrQMD, will provide more insight into microscopic
effects of collisions. An interesting alternative will be the upcoming version of PYTHIA 8,
which is able to treat also low-energy interactions [42]. Also a future version of EPOS will
allow treating interactions down to the lowest energies.
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7 Studies on hadronic interactions and
muon production

In this chapter we explore hadronic interactions of UHECR air showers via Monte Carlo
simulation studies, with a focus on muon production in the light of the muon deficit. The
first part of the chapter is devoted to a study of the phase space of hadronic interactions
relevant to muon production. In the second and third parts we explore the implications
on air shower phenomenology when applying different types of ad-hoc modifications to
hadronic interactions in regimes where these are not well constrained by data from accelerator
measurements.

7.1 Quantifying the importance of phase space for muon
production

Hadronic interaction models rely heavily on data from accelerator measurements for tuning
and validation. The interactions happening in EAS, however, cover a huge phase space in
terms of projectile species,√𝑠, and kinematic distributions of their produced secondaries. In
the light of the muon deficit it is desirable to quantify the importance or relevance of different
phase-space regions: On the one hand, this helps to determine which features of hadronic
interaction models require more attention and are good candidates for tweaking to enhance
the muon production. On the other hand, such information can be compared with coverage
by accelerator experiments to point out where additional measurements may be of use.
An early study has already been conducted by Hillas [151] in 1997 with the computational

resources and tools (the EAS simulation code MOCCA) available. His goal at that time was to
justify the use of his splitting algorithm against criticism of being to too oversimplified. A
crucial ingredient of this study was the ability to record and inspect the lineage of particles
reaching ground, which in turn allows relating a particle with its progeny. Here, we follow a
similar approach, making use of the particle lineage in CORSIKA 8 described in section 5.8.
Another study by Meurer et al. [152] focussed on the phase space of the final hadronic

interaction, i.e. whose secondaries decay into mesons, of PeV showers.
A large fraction of this section has been published in ref. [173].
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Figure 7.1: Number of hadronic interactions by energy and species. The grey vertical line

indicates the transition between low- and high-energy interaction models.

7.1.1 Interaction spectrum

Figure 7.1 shows the interaction spectrum of a 1019 eV proton shower of 60° zenith angle,
grouped by several classes of hadrons. Going from high to low energies, we first observe a
peak at the primary energy, which in the limit of infinitesimal bin widths would be a delta
function. For about one decade in energy below the primary energy, most interactions are
those of nucleons, which can be attributed to the leading nucleons of the primary interaction.
Below the crossing point, pion-air interactions are the dominating component, making up
50% to 70% of all hadronic interactions. Between 1014 eV to 1017 eV, kaons and nucleons
contribute equally to the total interaction spectrum with about 20% each. Below 1014 eV,
the kaon contribution decreases due to the 𝐾0

𝑆 starting to predominantly decay instead of
interacting. At that point also hyperons (mainly 𝛬/ ̄𝛬, the most long-lived hyperon), which
are generally rare and reinteract only to a minor extent at all, fade away almost entirerly. For
a wide range in energy, the total spectrum as well as the individual components follow a
power-law. Performing a linear fit of the total log(𝐸d𝑁int/d𝐸) vs. log𝐸 in the range 1 TeV to
0.1EeV, we obtain an exponent of −0.890(2). This power-law is slightly softer than the one
reported in ref. [3, p. 318], where an exponent of −0.78 is stated (without derivation). We may
also compare this to the Heitler–Matthews model. Here, we can derive (using the symbols of
section 2.5.1)

𝐸
d𝑁int
d𝐸 = 𝐸

𝑁gen

∑
𝑘=0

(
𝐸0
𝐸 )

𝛽
𝛿 (𝐸 −

𝐸0
𝑚𝑘 ) , (7.1)

a discrete spectrum with amplitudes following a power-law with exponent 1 − 𝛽.
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7.1 Quantifying the importance of phase space for muon production

The individual power-laws of unstable hadrons are broken when the corresponding species
reaches its critical energy. Around 100GeV, the most long-lived and down to this energy
most abundant 𝜋± also start to drop out. The switch from high- to low-energy interaction
model causes a sudden change in the nucleon spectra, which is an artifact of the simplified
treatment of the HSA. These low-energy nucleon interactions play only a minor role regarding
muon production, however, as we will show later.

7.1.2 Number of generations

In fig. 7.2 we study the number of generations 𝑁gen of ground-reaching muons, which is the
total number of hadronic interactions that connect the primary particle with the muon in the
shower. It is an important quantity since the number of muons grows exponentially with
𝑁gen [52, 174] and small changes in hadronic interactions, e.g. the energy fraction transferred
from the projectile onto further long-lived hadronic secondaries, are correspondingly ampli-
fied 𝑁gen times by the multiplicative process [54, 175]. Making use of the lineage technique,
𝑁gen is obtained by iterating over the muon ancestors and counting only interaction events
(in contrast to decays). Figure 7.2a shows the distributions for different primary energies.
The mean value grows logarithmically with the primary energy as expected from the Heitler–
Matthews model [52]. A linear fit of ⟨𝑁gen⟩ vs. log10(𝐸), in which we include also data of
1017.5 eV and 1018.5 eV showers, yields an increase of 𝑁gen of 𝑠 = 0.785(17) per decade of
energy (see fig. 7.3). In the Heitler–Matthews model, 𝑠 is related to the hadron multiplicty𝑚
via 𝑠 = 1/ log10(𝑚) (cf. eq. (2.11)), so that we can derive𝑚 = 18.8(12). In fig. 7.2b we consider
only muons within certain radial ranges 𝑟 around the shower core. We observe that muons
further away from the core tend to have slightly fewer generations than those close to the
core. Figure 7.2c shows the dependency on the zenith angle. While the distribution widens
slightly for inclined showers, the mean stays virtually unaffected. A greater change can be
seen when comparing different hadronic interaction models (see fig. 7.2d). With SIBYLL 2.3d
muons tend to have more ancestor generations than with QGSJet-II.04. The difference of
their mean values also increases with energy.
It is instructive to quantify to which degree interactions in certain energy ranges and with

certain projectiles contribute to the total 𝑁gen. A priori we can only state the obvious: The
first interaction, being the root of the shower, contributes exactly one generation. We build
a histogram binned in projectile energy and species by iterating over the muon lineages
and filling the histogram for each interaction according to its projectile energy and species.
Thereby each muon increases the total histogram count by its individual 𝑁gen. Since muons
share parts of their lineage, the corresponding interactions are counted multiple times –
their muon weight is given by the number of muons stemming from that interaction. If
we finally divide the bin counts by the total number of muons (possibly after applying a
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Figure 7.2: Number of muon ancestor generations. Vertical dashed lines indicate the mean
value of the distribution of the same colour.
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Figure 7.3:Mean number of muon ancestor generations as function of primary energy

section criterion, e.g. on 𝑟), we end up with that bin’s contribution to ⟨𝑁gen⟩. The result of this
procedure is shown in fig. 7.4, applied to 1017 eV showers. As expected, the bin containing
solely the primary interaction ( -coloured) has a value of one. In the energy decade below
the primary energy, the main contribution is due to nucleons with about twice as many
protons as neutrons, conforming with fig. 7.1. In this energy range, virtually no contribution
of antinucleons is apparent. Charged pions contribute approximately half of the total ⟨𝑁gen⟩.
Each log𝐸 range between 10 PeV and 100GeV carries comparable weight, slightly decreasing
with energy. No distinction between positively and negatively charged pions can be observed.
Below 100GeV the importance of pion interactions decreases again as more and more pions
do not reinteract. Comparing the distributions obtained when selecting only muons with
at least 1 km lateral distance (fig. 7.4b) with those without any cut (fig. 7.4a), we find that
for great lateral distance the importance of low-energy interactions increases. This can be
understood considering that typically muons with higher energies stay close to the shower
core. As the projectile energy of the last interaction of these muons needs to be higher than
the final muon energy, the phase space that can contribute to these muons is necessarily
cut off earlier. These results shed new light on findings by Drescher et al. [176] and Mariş
et al. [177], where it is shown that the lateral distribution of muons at large distances, say
≳ 1 km, is greatly affected by the choice of the low-energy interaction model.
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Figure 7.5: Pseudorapidity distributions of 𝜋± + air → charged hadrons. The dashed line
indicates generator-level distributions while the coloured and dotted lines show
muon-weighted distributions of vertical, proton-induced showers of 1019 eV (in
arbitrary units).
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7.1.3 Pseudorapidity distributions

So far we have considered only the initial states of hadronic interactions, i.e. properties of the
projectile. Also the kinematic distributions of the secondary particles are of interest since
they can (ideally) be measured in collider experiments.
To quantify the importance of different regions of the phase space of secondaries in hadronic

interactions for muon production, one may weight a specific phase-space element by the
number of muons descending from particles produced in it. A simple prescription based
on the Heitler–Matthews model is to weight by 𝐸𝛽lab (with 𝛽 = 0.93, 𝐸lab is the energy of the
secondary in the lab frame) [54, 174]. This, however, does not allow for any cut to be applied
on the muons, e.g. on lateral distance. Having the full lineage available in our Monte Carlo
simulations, we follow the approach of Hillas [151] and obtain the weight by counting the
muons as described in the previous section. In fig. 7.5 we show pseudorapidity distributions
d𝑁/d𝜂 of 𝜋± + air→ charged hadrons (in centre-of-mass frame) for four different energies.
The pure generator-level distributions (generated with SIBYLL 2.3d in CRMC [178] for a fixed
projectile energy 𝐸p and 14N target) are plotted with dashed lines. The corresponding muon-
weighted distributions are obtained from simulations of vertical 1019 eV proton showers in
whichwe consider interactionswithin a range around𝐸p. The solid, coloured lines indicate the
weighted distributions (in arbitrary units) after applying a lateral-distance cut and normalized
by the number of muons selected. Additionally, the black, dashed line shows the 𝐸𝛽lab-based
weighting for comparison. We find that at lab energies ≳ 1014 eV the weighted distributions
almost coincide irrespective of the muon lateral distance. Furthermore, the 𝐸𝛽lab-based weight
agrees very well with the distributions (up to an arbitrary scaling factor). These results
quantitatively demonstrate the importance of the forward region of hadronic interactions for
muon production. At lower energies, on the other hand, the muon lateral distance has an
impact on the corresponding weight distributions. Besides the peak in the forward region, a
second peak at mid-rapidity around−2 ≲ 𝜂 ≲ 0 emerges when only muons with at least a few
hundred meters distance are considered, which is not described by the 𝐸𝛽lab-based weighting.

7.2 Modified characteristics of hadronic interaction
models

In this section we consider two aspects of hadronic interaction models for which lab meas-
urements exist only up to a few hundred GeV (lab), so that extrapolations up to the highest
energies are necessary. We explore the impact of changes to the energy dependence on air
showers, in particular with respect to muon production.
The common setup is as follows: CORSIKA 8 is used to treat the hadronic and muonic

shower components with detailed Monte Carlo simulations. The EM component is treated
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in a hybrid fashion with CONEX. A limitation of this approach is that no feedback from
the EM component back to the hadronic component is considered, so that muons from
photonuclear interactions are missing, which contribute up to ∼ 10% to the total muon
number for proton showers, depending on the cutoff energy [179]. Since we are interested
only in relative changes of the muon content, this is only of minor relevance here. Keilhauer’s
atmopsheric model is used because distributions of the muon production depth are among
the observables of interest in this section. The observation level is set to 1400m. To reduce
statistical fluctuations the altitude of the first interaction is fixed to a value corresponding to
a slant depth of 43 g cm−2, which is approximately one interaction length. The energy cut is
set to 631MeV.
To obtain distributions of 𝑋max and 𝑋

(𝜇)
max, the following procedure is applied shower-by-

shower on d𝐸/d𝑋 profiles (recorded with 10 g cm−2 resolution) and the AMPD distribution
(5 g cm−2 resolution): First, the maximum entry is searched and taken as initial guess. Then,
a second-degree polynomial is fitted in the region ±2 (for 𝑋max) or ±10 (for 𝑋

(𝜇)
max) bins around

the initial guess. The maximum of this parabola is then taken as final value.

7.2.1 Hadron-air cross-sections

While 𝑝𝑝 cross-sections from accelerator measurements are available up to 𝐸lab = 1017 eV,
much less is known for meson projeciles. The highest-energy direct measurement of total
cross-sections with pion beams on carbon was made at the SELEX experiment at 𝐸lab ≃
600GeV [180]. Above that energy, only data from indirect measurements are available, which
make use of charge-exchange reactions in 𝑝𝑝 collisions [181–183]. In this type of interactions
a 𝜋+ is exchanged and one of the protons is converted into a neutron. This virtual pion can
be thought of as a projectile. These indirect measurements suffer from large uncertainties,
however, and barely constrain the hadronic interaction models. The lack of constraining
measurements is reflected in a rather large spread between model predictions (see fig. 7.6).
Data of inealstic cross-sections, especially for air-like targets like carbon, are more directly

suited for air shower simulations. A compilation of such data is shown in fig. 7.7 together
with model predictions. While the absolute spread between the models is smaller for proton
than for carbon targets, the opposite is true when considering relative spreads. To a great
degree the nuclear cross-section is set by the geometric size of the nucleus, so that differences
in the hadronic physics modelling have a smaller impact.
The kink visible in the SIBYLL 2.3d lines at 1014.5 eV stems from a switch between different

parameterizations.
Ulrich et al. [9] study, among other variables, the extrapolation uncertainty of hadron-

air cross-sections on basic EAS observables by introducing an ad hoc modification factor
to scale the model cross-sections in an energy-dependent way above 𝐸lab = 1 PeV. In this
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Figure 7.6: Total cross-sections of 𝜋+𝑝 (left) and 𝐾+𝑝 (right). Data are from the PDG compil-
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Figure 7.7: Absorption/inelastic cross-sections for 𝜋/𝐾 on 𝐶 targets. Data are from Denisov
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Listing 7.1: Implementation of InteractionLengthModifier, abridged.
template <class TUnderlyingProcess>
class InteractionLengthModifier

: public InteractionProcess<InteractionLengthModifier<TUnderlyingProcess>> {
public:

template <typename TParticle>
GrammageType getInteractionLength(TParticle const& particle) {
GrammageType const original = process_.getInteractionLength(particle);
Code const pid = particle.getPID();
HEPEnergyType const energy = particle.getEnergy();
return modifier_(original, pid, energy);

}

// [...]

// signature of the modifying functor
// arguments are original int. length , PID , energy
using functor_signature = GrammageType(GrammageType, Code, HEPEnergyType);

private:
TUnderlyingProcess& process_;
std::function<functor_signature> const modifier_;

};

section we consider an extension of that study that is different in several aspects. Since
meson cross-sections are well constrained only up to several hundred GeV, the threshold
is set to 𝐸th = 1 TeV. Additionally, the modification factors for pions, kaons and nucleons
are independent. For consistency, also the nucleon cross-sections are modified starting at
1 TeV, although for these reliable measurements are available up to 1017 eV from LHC data.
The functional form of the modification factor follows ref. [9]. For the modified inelastic
cross-section 𝜎(𝑠)inel of projectiles of class 𝑠 ∈ {𝜋, 𝐾, 𝑁} we define

𝜎(𝑠)inel(𝐸lab) = �̂�(𝑠)inel(𝐸lab) × (1 +
𝑓(𝑠)19 − 1

log 𝐸th
1019 eV

max (0, log
𝐸lab
𝐸th

)) , (7.2)

where �̂�(𝑠)inel(𝐸lab) is the original cross-section of the hadronic interaction model. As visible
in fig. 7.7, values of 𝑓(𝜋/𝐾)19 that deviate from unity by 10% to 15% are sufficient to push the
QGSJet-II.04 line almost onto the SIBYLL 2.3d line and vice-versa, which therefore poses
a minimum natural range of the parameter. The implementation of this in CORSIKA 8
is based on a wrapper process that wraps the original interaction process and replaces the
getInteractionLength()method with a generic function. The important part of the
implementation is listed in listing 7.1.
In figs. 7.8 and 7.9 the impact on 𝑋max, 𝑋

(𝜇)
max, d𝐸/d𝑋(𝑋max) and 𝑁𝜇 are shown for 60° proton
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showers at 1018 eVwith SIBYLL 2.3d and QGSJet-II.04, respectively. Each modification factor
is varied independently with the two remaining ones staying unmodified. Varying the hadron
cross-sections mainly affects the longitudinal shower development as the interaction length,
which defines the characteristic scale, varies accordingly. Both 𝑋max and 𝑋

(𝜇)
max shift towards

shallower depths for increasing cross-sections because the shower gets compressed as the
interaction length decreases. For 𝑋max the effect is less pronounced than for 𝑋

(𝜇)
max because the

bulk of the EM shower development quickly decouples from the hadronic part. Shallower
depths also increase the probability of low-energy pions to decay instead of reinteracting
so that the multiplicative cascade process stops earlier, producing fewer muons in total.
Additionally, these muons have longer distances to travel to reach ground, during which a
greater fraction decays, which reduces the observable number of muons even further. Keeping
the results of the previous section in mind, it is not surprising that varying pion cross-sections
typically has the largest, varying kaon cross-sections the smallest effect.
Compressing or stretching the longitudinal development also impacts the particle distribu-

tions at ground beause the shower has reached a different age compared to the unmodified one
when reaching the ground level. The ratios of muon energy spectrum and lateral distribution
are shown in fig. 7.10 for a mumber of values of 𝑓𝜋19.

7.2.2 Pion charge-exchange reactions and ρ⁰ production

Enhanced production of leading 𝜌0 mesons instead of leading 𝜋0 in pion charge-exchange
reactions has been identified as possible way of increasing the muon number by retaining a
greater fraction of energy in the hadronic cascade [190, 191]. 𝜌mesons are spin-1 excitations
of pions and carry the same quark content. With masses of about 775MeV they are heavier
than pions and thus may decay into these. In particular, the virtually exclusive decay mode of
𝜌0 is 𝜌0 → 𝜋+𝜋−, which happens quasi-immediately with a lifetime of ∼ 10−24 s. Because of
this, the production of a 𝜌0 in place of a 𝜋0 has consequences for the shower development.
Producing a 𝜌0 effectively increases the charged pion multiplicity and reduces the electromag-
netic energy fraction, so that more energy is retained in the hadronic cascade, leading to an
increase in the number of muons. Depending on how early or late in the shower development
such an enhancement of 𝜌0 production takes place, the EM cascade is more or less affected
since the amount of energy fed into it is greatest where the highest-energy 𝜋0 are produced
and is reduced in each subsequent generation.
Data of fixed-target𝜋+𝑝 collisions at𝐸lab = 250GeV obtained at the EHS/NA22 experiment

show that the 𝑥F spectra of 𝜋0 and 𝜚0 cross at 𝑥F ≃ 0.5, above which 𝜌0 are more abundantly
produced than 𝜋0 [188, 189] (see fig. 7.11). More recently, this leading 𝜌0 enhancement has
been confirmed for carbon targets in the NA61/SHINE experiment at 𝐸lab = 158GeV [192]. A
measurement of 𝜋0 production in pion-nucleus interactions is still pending, however, leaving
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Figure 7.8: Change of observables with 𝑓19 formodified cross-sections, SIBYLL 2.3d, averaged
over 500 showers
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over 500 showers
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the total effect on the muon content unconstrained [37].
In hadronic interaction models, leading 𝜋0 and 𝜌0 occur as final state of the projectile

remnant in charge-exchange reactions of 𝜋± projectiles in which their charge is transferred
to the target. Special attention to this enhancement has been paid in the update of SIBYLL 2.1
to 2.3 [37, 193], which has been tuned to reproduce the EHS/NA22 measurements. Due
to the lack of measurements, little is known about the effect at higher energies [194]. In
SIBYLL 2.3d no explicit energy dependence is built in.
Here we study the impact of extrapolation uncertainty to higher energies on EAS observ-

ables by applying an ad hoc prescription to exchange 𝜋0 and 𝜌0 in 𝜋±-air collisions. We
generate standard SIBYLL 2.3d events and apply a probablisitic modification of the secondary-
particle ID based on a function 𝑝(𝐸) depending on the projectile energy, again motivated the
𝑓19 approach of ref. [9]:

𝑝(𝐸) = clamp (𝑓19max (0, log
𝐸
𝐸th

)/ log
𝐸th

1019 eV) , (7.3)

where clamp(𝑥) is defined as clamp(𝑥) = min(1,max(−1, 𝑥)) in order to limit the codomain
to [−1; 1]. At energies below the threshold energy 𝐸th, which is set to 100GeV, 𝑝(𝐸) vanishes.
Above the threshold 𝑝(𝐸) increases (decreases) logarithmically for positive (negative) values
of 𝑓19, which determines the slope. Some examples are illustrated in fig. 7.12. For positive
values of 𝑝(𝐸) we replace 𝜋0 → 𝜌0 with probability 𝑝(𝐸). For negative values we replace
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Figure 7.12: Conversion function 𝑝(𝐸)

𝜌0 → 𝜋0 with probability −𝑝(𝐸). We also introduce up to two additional selection criteria:

a) Only the leading particle is converted in contrast to all secondary 𝜋0/𝜌0 independently
of each other being subject to a random conversion.

b) Only secondaries having𝑥L values above a given threshold are considered for conversion.
We choose 𝑥L instead of 𝑥F for simplicity. For the values considered here the difference
is negligible.

These prescriptions are implemented in CORSIKA 8 as SecondariesProcess. Prelimin-
ary results of this study have been published as part of ref. [171].
We consider three cases. In case A, none of the selection criteria is applied. All secondary

𝜋0/𝜌0 mesons may be converted, which means that not only the leading particle is affected
and also multiple particles may be converted. This is the most extreme scenario, going beyond
altering only pure charge-exchange reactions. In case B, we consider only the leading particle.
In case C, a cut of 𝑥L = 0.2 is introduced in addition to the leading-only cut, which is a
simplistic way of considering only particles stemming from the projectile remnant.
The effects on 1019 eV proton showers at 60° are summarized in fig. 7.13 for case A. The

mean shower maximum 𝑋max is hardly affected (fig. 7.13a). Neither the primary interaction
nor the interactions of its leading nucleons are subject to the modificiation, so that the
highest-energetic 𝜋0 stay unchanged. This is consistent with the statement in ref. [37] that
the introduction of the 𝜌0 enhancement has negligible impact on 𝑋max. The change of 𝑋

(𝜇)
max is

smaller than ±10 g cm−2 within the parameter range considered (fig. 7.13b), which is very
little compared to the difference between EPOS-LHC and QGSJet-II.04 of ∼ 50 g cm−2 shown
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Figure 7.13:Mean change of observables with 𝑓19 for modified 𝜌0 production, case A, aver-
aged over 500 showers
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duction, case A, averaged over 500 showers

in ref. [73]. All in all, the longitudinal development is affected only to a minor degree. On
the other hand, the muon number is very sensitive to the exchange and displays a linear
dependence on 𝑓19 (fig. 7.13d). Themaximum change amounts to±27%. The electromagnetic
shower size (fig. 7.13c), for which d𝐸/d𝑋(𝑋max) serves as a proxy, behaves in an anticorrelated
way as can be expeced from energy conservation. Here, the maximum change amounts
to ±3.5%. The relative changes of energy spectrum and lateral distribution are shown in
fig. 7.14. We observe that muons at all energies and lateral distances are affected to almost
equal degrees. Only in the energy spectra a slight slope is visible, which can be explained by
the fact that muons at higher energies typically have fewer hadronic ancestor generations, so
that the effect cannot accumulate as much as with low-energy muons.
The results for case B are shown in fig. 7.15. Since 𝑋max and 𝑋

(𝜇)
max hardly vary already in case

A, we do not consider them here. The restriction to leading particles limits the achievable
variation of 𝑁𝜇 (fig. 7.15a) and d𝐸/d𝑋(𝑋max) (fig. 7.15b) significantly. Furthermore, the data
in the positive 𝑓19 range change less than in the negative range. This suggests that only few
leading 𝜋0 remain that could be converted, while leading 𝜌0 are more abundant.
This saturation effect is even more pronounced in case C (fig. 7.16). Here, the 𝜋0 → 𝜌0

conversion can increase 𝑁𝜇 up to 5%, while the 𝜌0 → 𝜋0 conversion reduces 𝑁𝜇 by more than
10%.
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Figure 7.15:Mean change of observables with 𝑓19 for modified 𝜌0 production, case B, aver-
aged over 500 showers
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Figure 7.16:Mean change of observables with 𝑓19 for modified 𝜌0 production, case C, aver-
aged over 500 showers
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7.2.3 Conclusions

The two modifications studied in this section are orthogonal. Altered hadron-air cross-
sections change mainly the longitudinal shower development. The MPD with 𝑋(𝜇)

max is even
more sensitive than the EM shower maximum by a factor of about three. The EM component
quickly decouples from the hadronic one, while for the MPD the mean free path between
collisions add up 𝑁gen times. Especially the poorly constrained meson-air cross-sections
together with some theoretical freedom in the relation between nucleon-air and meson-air
cross-sections are an ingredient towards understanding the inconsistency of 𝑋max and 𝑋

(𝜇)
max

seen in data of the Pierre Auger Collaboration [73]. The required changes, a reduction of
model predictions of 𝑋(𝜇)

max towards data by increasing the cross-section, would decrease the
muon content by a few percent, however.
Regarding enhanced 𝜌0 production, the results show that SIBYLL 2.3d leaves little room

for an even higher yield of forward 𝜌0 from charge-exchange reactions. On the other hand,
an unconstrained enhanced 𝜌0 production (case A) is a very efficient way of increasing
the muon content without affecting the longitudinal development. Although the concept
shown here is unrealistic, it is an example demonstration of how a change of 𝜋0 production
(in other words the energy fraction going into EM particles) influcences EAS observables.
Collective effects and enhanced strangeness production, which have a similar effect, are
entering the focus as they have lately been found (surprisingly) also in small systems (see
ref. [54]). Dedicated measurements will improve the understanding and modelling of such
systems and consequently also muon production in air showers.
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8 Large multiplicity events

Up to now we have only considered exclusively strong interactions for EAS hadrons. The
influence of weak processes in interactions is usually completely ignored in this context
due to weak cross-sections being 106 times smaller than the strong cross-sections. In this
chapter we consider a type of process where weak interactionsmight give rise to cross-sections
comparable to usual hadronic interaction cross-sections. Via simulations with a simple toy
model, we study the consequences for UHECR air showers if such an event happens in the
first interaction.
The content of this chapter has been published in ref. [195].

8.1 Context

Scattering processeswith largemultiplicity of final state bosons at very high energies have been
studied for instance for the standard model [196]. The amplitude of such processes, which
have final states with 𝑛 ≫ 1Higgs bosons, grows factorially with 𝑛 due to the large number of
contributing Feynman diagrams [196, 197]. Provided that this growth of the amplitude reflects
reality (rather than an incomplete calculation) and under the assumption that perturbative
unitarity is ensured [198], the cross-section must be bounded from above, favouring a specific
large process energy and thus number of Higgs bosons produced. Figure 8.1 shows the
exclusive cross-section of such processes in 𝑝𝑝 collisions as a function of the multiplicity for
different centre-of-mass energies as estimated by Degrande et al. [199]. Taken at face value,
the energy fraction at√𝑠 ≥ 50 TeV converted into Higgs bosons can reach 𝒪(30%).

8.2 Model and implementation

We include the large-multiplicity process phenomenologically into our CR simulations with
a simplified toy model.
We model the primary event in the following way: A fixed fraction 𝑓 of the centre-of-mass-

energy per nucleon√𝑠NN = √2𝑚N𝐸0 is used to create Higgs particles, while the underlying
event is generated with QGSJet-II.04 with the remaining energy (1−𝑓)×𝐸0. Strictly speaking,
this procedure is only an approximation since a fraction of the actual phase space stays
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Figure 8.1: Cross-section for multi-Higgs production in 𝑝𝑝 interactions. Reprinted with
permission from ref. [199], copyright 2016 American Physical Society.

unavailable for hadron production in QGSJet-II.04 in our implementation. This could be
alleviated by generating the event with the whole energy and replacing a fraction of the
secondaries by Higgs particles afterwards.

A second parameter 𝜀 is introduced tomodel the kinetic energy of theHiggs particles relative
to their mass. To ensure momentum conservation we always generate an even number 𝑛h of
Higgs particles in 𝑛pairs = 𝑛h/2 pairs with their momentum vectors back-to-back. The number
of pairs is given by

𝑛pairs = ⌊
𝑓√𝑠NN

2𝑚h(1 + 𝜀)⌋
, (8.1)

where we consider 𝜀 = 0.1, 1, 2 for concreteness. The available total kinetic energy

𝑇 = 𝑓√𝑠NN − 𝑛h𝑚h (8.2)

is split among the pairs by distributing the individual energy portions per pair 𝑇 (𝑖)
pair uniformly

on the (𝑛pairs − 1)-simplex defined by the conditions

𝑛pairs

∑
𝑖=1

𝑇 (𝑖)
pair = 𝑇 and 0 ≤ 𝑇 (𝑖)

pair ≤ 𝑇. (8.3)
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8.3 Results

We distribute the momentum vectors isotropically in the proton-nucleon centre-of-mass
system. In the subsequent course of the simulation we let the Higgs particles decay (using
Pythia v8.235) into long-lived particles. EM particles occuring during the simulation are
fed into CONEX to generate EM longitudinal profiles. Secondary hadronic interactions are
treated with QGSJet-II.04 above and with UrQMD below 60GeV.

8.3 Results

We simulate proton-induced, vertical showers of the primary energy 𝐸0 = 1019 eV. Since
the proton-nucleus cross-section, which determines the distribution of the altitude of the
primary interaction ℎ0, of a large-multiplicity process is unknown, we set a fixed ℎ0 = 20 km
above sea level.
In fig. 8.2 the first twomoments of the 𝑋max distribution, ⟨𝑋max⟩ and 𝜎(𝑋max), are shown as a

function of 𝑓 and 𝜀. ⟨𝑋max⟩ decreases almost linearly with 𝑓with a slope onlymildly depending
on 𝜀. Also the fluctuations 𝜎(𝑋max) are reduced with increasing 𝑓, almost independent of
𝜀. Furthermore, the values obtained for proton and iron showers without new physics are
indicated in fig. 8.2 as dashed lines. Consequently, disregarding the artificially fixed ℎ0, for
some values of 𝑓 and 𝜀 the large-multiplicity showers could be incorrectly classified as due to
heavier primaries if interpreted using only standard hadronic interactions. It appears that
values of 𝑓 ≳ 0.4 are disfavoured by the fact that such showers seem heavier than iron.
The energy spectrum of muons at ground is depicted in fig. 8.3. The most striking feature

is the increase of muons with energies above ≳ 10 TeV. These are prompt muons stemming
from the decay of the Higgs bosons. Their maximum energy is shown to be dependent on 𝜀.
Moreover, we observe an increase up to 50% depending on the model parameters throughout
the whole energy spectrum with only a slight change in the overall slope.
We notice that the here presented muon spectra are qualitatively comparable to those

obtained by Brooijmans et al. [200] with sphalerons as first interaction, suggesting a somewhat
general signature of electroweak physics within the first interaction in EAS.

8.4 Conclusions

The results presented here show that large multiplicity Higgs events in the first interaction of
proton-induced air showers generally increase the number of muons and lead to shallower
depths of 𝑋max. Both make such showers appear heavier when interpreted only with standard
hadronic interactions. A clear signature is the increase of very high energy muons (𝐸 ≳
10 TeV). In the PeV range their number is increased by a factor of up to 1000. It is, however,
experimentally virtually impossible to measure the flux of such high energy muons in single
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8.4 Conclusions

air showers.
Nevertheless, one needs to take the simplifications made here into account. The fixed

altitude of the first interaction affects mainly the𝑋max distribution (and therefore its mean and
its variance), which in reality depends on the cross-section of the process. Moreover, we have
not considered large multiplicity events in secondary interactions. These would increase the
potential effects to a certain degree, provided that the primary energy is sufficiently high so that
also secondaries are above the threshold where large multiplicity events become dominant.
Following fig. 8.1, this threshold should be around 1EeV to 10EeV. Incorporating these
secondary interactions in the simulations would require modelling the energy dependence of
the corresponding hadron-air cross-sections.
Large multiplicity events from weak interactions remain an interesting topic for future

research, since these may not be in conflict with 𝑋max and𝑁𝜇 measurements and even explain
some features of those data.
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9 Summary

Accurate simulations of extensive air showers are one of the foundations of modern astro-
particle physics. TheCORSIKA8 framework is a next-generation effort to develop a simulation
framework to accommodate the community’s requirements to face challenges in current and
upcoming large-scale experiments.
One of the main pillars of this thesis is the development of the foundations of CORSIKA 8.

The overall architecture of CORSIKA 8 offers a great deal of modularity and flexibility, which
allow performing simulation studies that have previously been difficult or impossible. Major
contributions to the project include:

• Design and implementation of the geometry system, which makes working with geo-
metric objects (points, vectors) convenient. Potential transformations of coordinate
systems happen transparently and expressions are close to symbolic notation.

• Design and implementation of the environment system. The environment system
allows defining setups in which showers propagate through multiple media, e.g. from
air into ice. This is achieved by creating volumes, each of which can have different
physical properties assigned, and assembling them in the volume tree.

• Several classes of user-defined processes can be defined, ranging from decay and inter-
action processes over continuous processes, useful for modelling energy losses or the
emission of Cherenkov radiation, to filtering and modifying secondary particles.

• An algorithm to propagate particles is devised and implemented that takes all these
conditions into account.

• The complete lineage of particles is kept and can be inspected. Corresponding data
structures and algorithms are implemented to keep any overhead negligible.

With the groundwork described here, a collaborative effort has been initiated. Thanks to the
growing community of developers, CORSIKA 8 has reached a level of maturity that all essen-
tial aspects of air showers are covered. Electromagnetic, hadronic and muonic components
of air showers can be simulated, the latter two are the focus of this work.
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9 Summary

In the second part of the thesis detailed comparisons between CORSIKA 8 and several
other well-known and up-to-date shower simulation codes are performed. The main results
are:

• Considering only high-energy hadronic interactions with QGSJet-II.04, agreement is
found on a percent level regarding muon energy spectra and lateral distribution up to
1 km. With SIBYLL 2.3d, the predictions agree only on a level of 10%.

• With both models, CORSIKA 7 predicts significantly more muons at distances greater
than 1 km.

• Large differences between CORSIKA 8 and CORSIKA 7 or CONEX are observed when
using UrQMD 1.3 as low-energy interaction model down to 1GeV, having an impact of
up to 10% on the muon energy spectrum.

• Low-energy interactions have a significant impact on the lateral distribution at distances
of a few km. The switch from UrQMD to the Hillas Splitting Algorithm increases
the muon density at this distance by more than 50%. Using AIRES with the same
implementation of this algorithm increases the density further by another 50%.

The results show that even among established codes systematic differences remain which are
not fully understood. These detailed comparisons have already brought some issues to light
that have been remedied in the versions shown here. Further studies are necessary to reach
further convergence and identify relevant aspects of muon production.

Using the lineage technique, the phase space of hadronic interactions is quantified with
respect to the relevance for muon production and the results are compared to predictions of
the Heitler–Matthews model. The most important findings are:

• The number of ancestor generations of muons is shown to increase logarithmically
with energy in accordance with the Heitler–Matthews model.

• Muons at large lateral distance tend to have fewer ancestor generations than those close
to the shower core. On average about half of the ancestors are pions. The interactions
leading to these laterally displaced muons happen more often at low energies than it is
the case for muons close to the core.

• Regarding the kinematic distribution of secondaries in hadronic interactions, it is
demonstrated explicitly that in interactions at energies√𝑠 ≳ 500GeV particles emitted
in the forward region are most relevant. With decreasing energy, also the central region
becomes relevant, in particular for muons at large distances.
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Additionally, two modifications of hadronic interactions are studied with respect to their
effect on air shower observables, which is greatly facilitated with CORSIKA 8 owing to its
flexibility. For the first time, also the effects on the muon production depth are considered:

• On the one hand, a modified extrapolation of hadron-air cross-sections affects mainly
the longitudinal development, leading to a stretching (decreased cross-sections) or
compression (increased cross-sections). The change of 𝑋(𝜇)

max is shown to be three times
larger than for 𝑋max because the electromagnetic component quickly decouples from
the hadronic one. A novelty is that the cross-sections of pions, kaons and nucleons are
modified independently.

• On the other hand, the exchange of 𝜋0 with 𝜌0 is investigated. When considering
only leading particles, the production of 𝜌0 can hardly be enhanced further since
SIBYLL 2.3d already operates close to the maximum, so that the muon production
can be increased only by a few percent more. The longitudinal development remains
essentially unchanged.

Finally, the production of Higgs bosons with large multiplicity in the first interaction
of ultra-high energy air showers is studied as exotic scenario with a simple toy model in
CORSIKA 8 with the results that:

• 𝑋max decreases with the amount of Higgs particles produced.

• The number of muons increases at all energies at the same time. The largest impact,
however, is the production of prompt muons, which increases the number of muons in
the PeV range by a factor of 1000.

The work presented demonstrates some of the advanced capabilities of CORSIKA 8. In con-
clusion, many simulation studies that previously were prohibitively laborious or impossible to
implement have turned into low-hanging fruits. New impulses are given for further directions
of research towards solving the muon mystery in extensive air showers.
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