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Abstract

The cornerstone of multilingual neural translation is shared representations across languages. Given the theoretically infinite representation power of neural networks, semantically identical sentences are likely represented differently. While representing sentences in the continuous latent space ensures expressiveness, it introduces the risk of capturing of irrelevant features which hinders the learning of a common representation. In this work, we discretize the encoder output latent space of multilingual models by assigning encoder states to entries in a codebook, which in effect represents source sentences in a new artificial language. This discretization process not only offers a new way to interpret the otherwise black-box model representations, but, more importantly, gives potential for increasing robustness in unseen testing conditions. We validate our approach on large-scale experiments with realistic data volumes and domains. When tested in zero-shot conditions, our approach is competitive with two strong alternatives from the literature. We also use the learned artificial language to analyze model behavior, and discover that using a similar bridge language increases knowledge-sharing among the remaining languages.

1 Introduction

A promising potential of multilingual (Dong et al., 2015; Firat et al., 2016; Ha et al., 2016; Johnson et al., 2017) neural machine translation (NMT) is knowledge-sharing between languages. To enable knowledge-sharing, a prerequisite is the ability to capture common features of languages, especially between related ones. Constructed languages such as Interlingua and Esperanto are excellent examples of human-designed structures based on the commonalities of a wide range of related languages. For data-driven models, however, it is difficult to leverage such resources due to data scarcity: There is little parallel data to these constructed languages, and creating new translation heavily depends on expert curation. Instead of relying on manually-created data, we aim to learn an artificial language in a more unsupervised fashion in parallel with training the NMT model. Specifically, our goal is to learn a sequence of tokens to represent the source sentences, which then serves as context for the NMT decoder. Table 1 illustrates this idea.

A potential advantage of representing inputs in discrete tokens is robustness, a property especially relevant when NMT systems must cope with unexpected testing conditions. By discretization, we restrict the continuous latent space to a finite size, providing the possibility for model intermediate representations to fall back to a position seen in training. For instance, in zero-shot translation, where the model translates directions never seen in training, the inference-time behavior is often unstable (Gu et al., 2019; Al-Shedivat and Parikh, 2019; Rios et al., 2020; Raganato et al., 2021). In practice, pivoting through an intermediate language typically gives a strong performance upper bound difficult to surpass by direct zero-shot translation (Al-Shedivat and Parikh, 2019; Arivazhagan et al., 2019a; Zhu et al., 2020; Yang et al., 2021b). Mapping the source sentences to discrete codes could act as a pseudo-pivoting step, which we hope to make the
model more robust under zero-shot conditions.

The discrete codes also provide a new way to interpret model representations. While there are a wealth of methods to analyze knowledge-sharing in multilingual NMT (Aji et al., 2020; Mueller et al., 2020; Chiang et al., 2022), they mostly either measure translation performance as a proxy, or involve sophisticated post-processing after model training, e.g., correlation scores between model hidden states (Kudugunta et al., 2019; Chiang et al., 2022), training classifiers to probe linguistic features (Liu et al., 2021a), or pruning model submodules (Kim et al., 2021). In contrast, when the model hidden states are directly associated with discrete tokens, they are directly more interpretable. This characteristic is especially relevant in unseen testing conditions, where it is important to pinpoint the underlying cause of model behavior.

Despite the advantages, discretizing the latent space of NMT models makes them inherently less expressive than their fully continuous counterparts. Maintaining translation performance relative to the continuous models is therefore a challenge. To strike a balance between expressiveness and discretization, we propose a soft discretization approach: In training, we assign each encoder hidden state to an entry in a fixed-size codebook. This step in effect clusters encoder hidden states to one of the many cluster centers in the latent space. The codebook where the cluster centers come from is then trained along with the translation model. To ensure that the decoder receives sufficient context information, we make it access both the discretized or continuous context, as illustrated in Figure 1. In our experiments on data from the Large-Scale Multilingual Translation Shared Task (Wenzek et al., 2021) from WMT21 (Akhbardeh et al., 2021), our approach is able to learn meaningful discrete codes and achieve translation performance competitive with models with continuous latent spaces. Our main contributions are:

- We propose a framework to learn discrete tokens as intermediate representations of multilingual NMT models (§3).
- On large-scale multilingual translation experiments, our approach is competitive with strong alternatives while offering more interpretable intermediate representations (§5.1).
- We use the learned discrete codes to study the role of bridging languages. Using two novel analyses, namely code overlap and code translation, we discover that using a similar bridge language facilitates knowledge-sharing in all languages covered by the model (§5.2).

2 Related Work

Multilingual Machine Translation Multilingual translation models are able to multitask over many language pairs. For this large-scale multi-task learning problem, training data plays a critical role. Low-resource directions often need upsampling to perform well (Arivazhagan et al., 2019b; Tang et al., 2021), which, meanwhile, brings capacity bottlenecks (Aharoni et al., 2019) to high-resource languages. This capacity bottleneck can be eliminated by dedicated language-specific capacity (Bapna and Firat, 2019; Philip et al., 2020; Shazeer et al., 2017; Zhang et al., 2021). When scaling up translation coverage (Aharoni et al., 2019; Zhang et al., 2020; Fan et al., 2021), zero-shot directions that have not seen any parallel training data is more likely to get encountered. While many dedicated models or objectives have been proposed to improve the zero-shot performance (Al-Shedivat and Parikh, 2019; Arivazhagan et al., 2019a; Pham et al., 2019; Zhu et al., 2020; Son and Lyu, 2020; Liu et al., 2021a; Yang et al., 2021b; Raganato et al., 2021), there is in general a tradeoff between supervised and zero-shot performance.

Robustness in Zero-Shot Conditions Zero-shot generalization is a widely-discussed direction in machine learning research (Socher et al., 2013; Norouzi et al., 2014; Romera-Paredes and Torr, 2015; Xian et al., 2017). In the context of NMT, early multilingual models already possess some
capability of zero-shot translation of directions unseen in training (Ha et al., 2016; Johnson et al., 2017). However, zero-shot performance has been shown highly sensitive to, among other factors, training data diversity (Rios et al., 2020), language token strategies (Wu et al., 2021; ElNokrashy et al., 2022), and dropout configurations (Arivazhagan et al., 2019a; Liu et al., 2021b). A main cause of the degraded quality is that the zero-shot inference generates off-target translation (Zhang et al., 2020) into a language other than the desired one. In recent shared tasks (Anastasopoulos et al., 2021; Libovický and Fraser, 2021a), generating synthetic data by back-translation (Sennrich et al., 2016) to eliminate zero-shot conditions has been a dominant approach for improving upon pure unsupervised settings (Pham et al., 2021; Zhang and Sennrich, 2021; Liu and Niehues, 2021; Knowles and Larkin, 2021; Libovický and Fraser, 2021b). A main motivating factor for converting zero-shot conditions to semi-supervised ones is that the latter provides more robust and consistent inference-time behavior. In this light, to fully realize the potential of knowledge-sharing in multilingual NMT, improving zero-shot robustness is an essential task.

Discrete Representations

Vector Quantized Variational Autoencoder (VQ-VAE; van den Oord et al. 2017) learns discrete tokens for continuous inputs such as images and audio, and showed its effectiveness in creating discrete representations for speech representations on practical tasks (Tjandra et al., 2020; Baevski et al., 2020). Kaiser et al. (2018) proposed an improvement to VQ-VAE by slicing, i.e. decomposing to quantization input and output into several subspaces. The sliced variant was used in auto-encoding for learning shorter sequences, which allows to accelerate the target generation in auto-regressive decoders. The most related work to ours is probably that of Escolano et al. (2021), who used sliced VQ-VAE (Kaiser et al., 2018) on translation tasks. The main difference is that our focus is fully parameter shared multilingual systems while Escolano et al. (2021) focused on auto-encoding and bilingual systems using language-specific encoders and decoders. Therefore, in Escolano et al. (2021) zero-shot translation only occurs after a subsequent training step on dedicated encoder for the new language. Moreover, our approach extends sliced VQ-VAE (Kaiser et al., 2018) by soft codes that utilizes both continuous and quantized encoder hidden states.

3 Learning Discrete Codes

As motivated in §1, we aim to learn to represent sources sentences with a sequence of discrete codes out of a codebook. To this end, alongside the translation objective, we also train our model to partition the continuous latent space of the encoder output into discrete subspaces. Each of the discrete subspaces is represented by one of the K entries (cluster centers) from a trainable codebook, and the encoder hidden states are assigned to these entries. To learn a meaningful discretization, the learned cluster centers must fulfill some requirements: 1) avoid trivial solutions where all points are assigned to one or a few codebook entries, 2) carry sufficient context information for the decoder for the translation task, despite being less expressive than the encoder output prior to the discretization step.

3.1 Discretizing Encoder Latent Space

Compared to a standard Transformer (Vaswani et al., 2017), our model includes a quantization module between the encoder and decoder. We denote the quantization operation as \( q(\cdot) \). Before being passed to the decoder, the encoder hidden states \( \text{enc}(X) \) for input sequence \( X \) first goes through the quantization module, which runs a nearest neighbor lookup in an embedding table, i.e., the codebook. Following the notations from van den Oord et al. (2017), the codebook \( e \in \mathbb{R}^{K \times D} \) has \( K \) entries, each with dimensionality \( D \). In our case, \( D \) is
Thus, for an input token $X_i$, its quantized representation is one of the $K$ entries from the codebook $e_k \in [1,K]$, where $k$ is determined by a nearest neighbor search in the embedding space, using the encoder hidden state $\text{enc}(X_i)$ as query:

$$k = \arg \min_{j \in [K]} \| \text{enc}(X_i) - e_j \|_2, \tag{1}$$

where $\| \cdot \|_2$ indicates the Euclidean distance.

The quantization step above is vulnerable to index collapse (Kaiser et al., 2018), where only few entries from the embedding table are actively used. On auto-encoding tasks, Kaiser et al. (2018) proposed a countermeasure by breaking down the hidden dimension into multiple slices and quantizing each of them. Specifically, for input token $X_i$, its encoder hidden state $\text{enc}(X_i)$ is split into $S$ slices:

$$\text{enc}(X_i)_1 \oplus \text{enc}(X_i)_2 \cdots \oplus \text{enc}(X_i)_S, \tag{2}$$

where each slice $\text{enc}(X_i)_j \in [S]$ is of $D/S$ dimensions. A nearest neighbor search is conducted for each slice on the corresponding dimensions in the embedding table. The results are then concatenated and form the quantized representation:

$$q(\text{enc}(X_i)_1) \oplus q(\text{enc}(X_i)_2) \cdots \oplus q(\text{enc}(X_i)_S), \tag{3}$$

and passed to the decoder as context. Figure 2 illustrates this process.

The slicing mechanism resembles multi-head attention (Vaswani et al., 2017) in that both split the embedding dimension into subspaces for richer representation. Therefore, we will use the same number of slices as the number of attention heads.

### 4 Experimental Setup

To experiment on realistic data volumes, we use the parallel data\(^2\) from the Large-Scale Multilingual Machine Translation Shared Task (Wenzek et al., 2021) from WMT 2021 (Akhbardeh et al., 2021). We focus on small-task-2 on Southeast Asian languages. To study model robustness in zero-shot conditions and the role of language relatedness, we select parallel data between the two high-resource languages: Indonesian (id) and English (en) and three other languages in the Austronesian family: Javanese (jv), Malay (ms), and Filipino/Tagalog (tl). This leads to two data conditions:

- Indonesian-bridge (\textbf{ID-BRIDGE})
- English-bridge (\textbf{EN-BRIDGE})

\(^2\)https://data.statmt.org/wmt21/multilingual-task/small_task2_filt_v2.tar.gz
As pretrained initialization has been shown beneficial in many submissions last year (Yang et al., 2021a; Liao et al., 2021; Xie et al., 2021), we initialize the models with the pretrained M2M-124 model provided in the shared task (Wenzek et al., 2021). It is worth noting that M2M-124 has seen parallel data for our zero-shot directions, hence zero-shot only describes the condition in our finetuning step. This setup is motivated by the observation that existing pretrained models are often trained on massive amounts of data, which are not always feasible to access or store. We therefore treat the pretrained M2M-124 as a given resource, without relying on all its training parallel data. We use this setup to especially study if the models can retain the pretrained knowledge on directions that are zero-shot in finetuning.

4.1 Data

The training parallel data (Wenzek et al., 2021) are compiled from the OPUS platform (Tiedemann, 2012). The specific datasets are listed in Appendix B. As parts of the training data are crawled and therefore rather noisy, we follow the filtering steps opened sourced by Fan et al. (2021), including length filtering, bitext de-duplication, and histogram filtering. An overview of the training data after filtering is in Table 2. Following the evaluation protocol of the shared task (Wenzek et al., 2021), we report spBLEU on the FLoRes-101 (Goyal et al., 2022) devtest set. We additionally report chrF++ (Popović, 2017) as another metric.

4.2 Baselines

Besides comparing to directly training on our baseline model, we also compare to two existing approaches that encourage language-independent representations, both of which have been shown effective in zero-shot translation: Language-Independent Objective (Pham et al., 2019; Arivazhagan et al., 2019a) applies an additional loss function that enforces the representations for the source and target sentences to be similar. The loss function minimizes the difference between encoded source and target sentences after pooling. Details about the implementation are in Appendix C.1.

Adversarial Language Classifier (Arivazhagan et al., 2019a) aims to remove source language signals from the encoder hidden states, and thereby create more language-independent representations. A language classifier is trained on top of the encoder, and its classification performance is used adversarially on the encoder through a gradient reversal layer (Ganin et al., 2016). Details about the implementation are in Appendix C.2.

4.3 Training and Inference Details

As motivated in §4, we finetune from the small variant of M2M-124 with 175M parameters. This model has a vocabulary size of 256K, 6 layers in both the encoder and decoder, 16 attention heads, embedding dimension of 512 and inner dimension of 2048. As the training data for different languages are very unbalanced, we use temperature-based sampling (Arivazhagan et al., 2019b) with coefficient 5.0, which heavily upsamples low-resource directions and is recommended for unbalanced data conditions (Arivazhagan et al., 2019b; Tang et al., 2021). Additional details are in Appendix A.

For our codebook approach, we use 10K codebook entries. Initial trials with a size of 1K gave worse performance, while 40K heavily reduced training speed. We choose 16 slices\(^3\) for the codebook, the same value as the number of attention heads. We keep these two values identical as both slicing and multi-head attention breaks the embedding dimension into multiple subspaces of lower dimensionality. The scale on the codebook loss and commitment loss (\(\alpha\)codebook and \(\alpha\)commitment) are 1.0 and 1.001. We found the model sensitive to increasing \(\alpha\)commitment, where higher values leads to index collapse\(^4\). After exponentially decreasing it to approach 1.0, we settled at 1.001. For the probability of seeing the continuous encoder context, with a search among \{0.1, 0.5, 0.7, 0.9\}, we found 0.9 and 0.5 the best parameters for ID-BRIDGE and EN-BRIDGE respectively.

\(^{3}\)Initial experiments on smaller datasets showed weaker translation performance with 2 and 4 slices.

\(^{4}\)A potential reason is the encoder parameters are updated too aggressively by the commitment loss in these cases.
We first discuss the translation performance of we have parallel data but no pretrained resources. Particularly strong at decoding English. For zero-shot be related to the pretrained model being particu-
larly noteworthy since the model has not seen data-efficient
condition, using a similar bridge language also ap-

dicates that the growth in supervised directions

to all translation directions being similar, therefore

gains from pretraining. This could

to all translation directions being similar, therefore

easing the multilingual learning task.

We implement our approach and the two base-\nlines (§4.2) with FAIRSEQ (Ott et al., 2019).

## 5 Main Results

We first discuss the translation performance of our multilingual systems (§5.1), and then use the learned discrete codes to investigate cross-lingual knowledge-sharing of the trained models (§5.2).

### 5.1 Translation Performance

#### Baseline Conditions

To set the upcoming results in context, we first present the performance of training without additional improvements in rows (1)-(3) and (4)-(6) of Table 3. Rows (1) and (4) show the performance of training with random initialization. This corresponds to a condition where we have parallel data but no pretrained resources. On the other side of the spectrum, in row (2) and (5), we report the results of directly running inference on the pretrained M2M-124 model. This corresponds to another extreme where we have access to pretrained models but cannot additionally train on parallel data. In rows (3) and (6), we combine the best of two worlds: initializing with pre-
trained model and finetuning on parallel data. For supervised directions, pretraining mainly improves \( \rightarrow \) English directions: In the EN-BRIDGE condition, initializing with M2M-124 gains 1.1 spBLEU over random initialization, from 27.0 to 28.1 spBLEU. For other supervised directions, however, we do not observe gains from pretraining. This could be related to the pretrained model being particularly strong at decoding English. For zero-shot directions in our setup (these directions are seen in training by the pretrained model), as they are comparatively low-resource among all the directions covered in M2M-124, out-of-box translation quality on these directions is relatively low, with an average of 9.9 spBLEU. However, when finetuning, we see a striking difference between ID-BRIDGE and EN-BRIDGE: there is a large gain from 9.9 to 17.7 spBLEU with the former, but a degradation from 9.9 to 5.1 spBLEU for the latter. We study this phenomenon next.

#### Impact of Bridge Languages

For EN-BRIDGE, the finetuning step causes catastrophic forgetting of the zero-shot directions (-4.8 spBLEU). On the other hand, for the ID-BRIDGE condition, pure fine-
tuning leads to substantial improvements in both supervised and zero-shot directions. The gain from 9.9 to 17.7 spBLEU in the \( Y \rightarrow Z \) directions is particularly noteworthy since the model has not seen parallel data for these directions in finetuning. This indicates that the growth in supervised directions brings zero-shot directions forward too. Moreover, on these directions, pretraining also gives large gain of 1.9 spBLEU over random initialization. Overall, the observations suggest that incorporating a similar language as bridge is beneficial to re-using pretrained knowledge. Furthermore, given that the amount of parallel data in the EN-BRIDGE condition is nearly 4 times of that in the ID-BRIDGE condition, using a similar bridge language also appears to be more data-efficient. This likely related to all translation directions being similar, therefore easing the multilingual learning task.

<table>
<thead>
<tr>
<th>ID</th>
<th>Model</th>
<th>Avg. spBLEU(↑) (left) and chrF++(↑) (right)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>{jv, ms, tl} (\rightarrow) {X} (\rightarrow) {X} (\rightarrow) {Y} (\rightarrow) {Z} Average (all dir)</td>
</tr>
<tr>
<td>ID-BRIDGE ((X=\text{id}))</td>
<td>random initialization</td>
<td>27.5 52.7 24.2 49.4 15.8 41.8 20.8 46.3</td>
</tr>
<tr>
<td>(1)</td>
<td>M2M-124 (Fan et al., 2021; Goyal et al., 2022)</td>
<td>20.0 45.7 14.7 38.9 9.9 34.3 13.6 38.3</td>
</tr>
<tr>
<td>(2)</td>
<td>(\rightarrow) parallel data (no data for (Y) (\rightarrow) (Z))</td>
<td>27.1 52.5 24.2 49.6 17.7 43.3 21.7 47.2</td>
</tr>
<tr>
<td>(3.1)</td>
<td>+ language-independent objective</td>
<td>27.1 52.4 24.2 49.6 18.4 43.8 22.0 47.4</td>
</tr>
<tr>
<td>(3.2)</td>
<td>+ adversarial language classifier</td>
<td>27.5 52.9 24.1 49.6 18.4 44.2 22.1 47.7</td>
</tr>
<tr>
<td>(3.3)</td>
<td>+ codebook (ours)</td>
<td>27.2 52.4 23.6 49.2 17.7 43.3 20.9 45.0</td>
</tr>
<tr>
<td>EN-BRIDGE ((X=\text{en}))</td>
<td>random initialization</td>
<td>27.0 51.1 27.8 51.6 6.8 24.5 17.1 37.9</td>
</tr>
<tr>
<td>(4)</td>
<td>M2M-124 (Fan et al., 2021; Goyal et al., 2022)</td>
<td>19.6 43.6 14.0 37.5 9.9 34.3 13.3 37.4</td>
</tr>
<tr>
<td>(5)</td>
<td>(\rightarrow) parallel data (no data for (Y) (\rightarrow) (Z))</td>
<td>28.1 51.8 27.6 51.8 5.1 20.3 16.5 36.1</td>
</tr>
<tr>
<td>(6.1)</td>
<td>+ language-independent objective</td>
<td>27.9 51.7 27.2 51.4 17.3 42.8 22.4 47.2</td>
</tr>
<tr>
<td>(6.2)</td>
<td>+ adversarial language classifier</td>
<td>27.6 51.5 27.1 51.5 17.2 42.8 22.3 47.2</td>
</tr>
<tr>
<td>(6.3)</td>
<td>+ codebook (ours)</td>
<td>26.8 50.6 26.3 50.9 15.2 39.3 20.9 45.0</td>
</tr>
</tbody>
</table>

Table 3: Translation quality in spBLEU(↑) and chrF++(↑). “\(\rightarrow\)” indicates finetuning on the parallel data (ID-BRIDGE or EN-BRIDGE; §4). Pivoting through the bridge language for \(Y \rightarrow Z\) directions scores 19.7, 17.5 spBLEU and 44.9, 42.8 chrF++ for ID-BRIDGE and EN-BRIDGE respectively using the systems in rows (1) and (4).
Impact of Using Codebooks  Compared to pure finetuning in rows (3) and (6), by incorporating the codebook we improve zero-shot translation by 0.6 and 10.1 spBLEU for Id-BRIDGE and En-BRIDGE respectively. Compared to the two existing approaches, namely language-independent objective and adversarial language classifier in rows (+.1) and (+.2), our approach performs on par with them for Id-BRIDGE, achieving 18.3 spBLEU for Y→Z directions and 21.9 spBLEU over all directions. In the more challenging En-BRIDGE condition, we fall behind the two other approaches by around 2.0 spBLEU on zero-shot directions. Using a language identifier\(^5\) (Costa-jussà et al., 2022), we found that the culprit here is still off-target translation, where some test sentences were translated to an incorrect language. While our codebook approach reduces the proportion of off-target sentences from 87.4% to 13.1% compared to the pure finetuning baseline in row (6), the figure is still higher than the 4.7% achieved by the two alternative models in rows (6.1) and (6.2). Despite this gap, an advantage of our approach is easier analyses of learned representations, which we will now leverage to investigate why the two data conditions come with very distinct zero-shot behavior.

5.2 Using Discrete Codes to Interpret Learned Representations

Since our codebook approach allows easier interpretation of model hidden representations, we take advantage of this characteristic to answer the following question: why is the Id-BRIDGE data condition more performant despite using less data?

Formalization  To this end, we first extract the discrete codes for all source languages on the test set\(^6\). Given a total of \(S\) slices, a sentence with \(t\) tokens \(X_{1,...,t}\) is represented as \(S\) sets of discrete tokens \(T^s_{1,...,t}\) for slice \(s\), where \(s \in [S]\). Between two sets of semantically identical sentences (e.g. multiway test sets in two different languages), we can compare the discrete codes by examining: 1) their overlap and 2) the difficulty of transforming one set to another. The results quantify the similarity between the two sets of codes, and hence the model representations for the two source languages.

\(^5\)https://github.com/facebookresearch/fairseq/tree/nl1b81id-model
\(^6\)The FLoRes-101 test set is multiway. Therefore the semantic meanings of the sentences are the same.

Figure 3: KL divergence \((\downarrow)\) of code distribution for the Id-BRIDGE (left) and En-BRIDGE (right) setup. Lower values indicate a higher degree of sharing. Id-BRIDGE results in more sharing not only between itself and \{ms, jv, tl\} but also among \{ms, jv, tl\}.

Discrete Code Distribution  For each slice, we normalize the code occurrences into a probability distribution. The distribution \(P\) is defined by:

\[
p(c_i) = \frac{\text{frequency}(c_i)}{\sum_{c_j \in [C]} \text{frequency}(c_j)}, \tag{6}
\]

where \(c_i\) is a discrete code from the set \([C]\). For a pair of languages \(i\) and \(j\), we then compute the KL divergence between their code distributions \(P_i\) and \(P_j\):

\[
P_{\text{KL}}^{(i,j)} = (P_i || P_j). \tag{7}
\]

Figure 3 depicts the KL divergence of code distribution averaged over all slices. A comparison of the En- and Id-BRIDGE setup exhibits several major differences. First, the clearly prominent first row and column in En-BRIDGE shows that its bridge-language is represented very differently from all other languages (\{ms, jv, tl\}). For the Id-BRIDGE counterpart, the difference between the bridge language and the remaining languages is much milder. Second, but perhaps more importantly, among the languages used in zero-shot directions (\{ms, jv, tl\}), the amount of sharing is also higher under the Id-BRIDGE setup. This finding is crucial as the raw tokens for \{ms, jv, tl\} are identical between the Id-BRIDGE and En-BRIDGE setup. Therefore, the higher degree of sharing is clearly an outcome of the model creating its representations differently. Overall, these results show that the choice of the bridge language not only impacts the knowledge-sharing mechanism between itself and the remaining languages, but also for the remaining languages in the model.

Discrete Code Translation  The code distribution analysis above makes a simplified assumption by considering the discrete codes as a bag of words.
To additionally assess the structural (dis)similarity between the code representations for different languages, we consider the task of translating the discrete codes of a language to another.

While a constructed language like Interlingua would create the same representations for the source sentences with identical meanings, our discrete code representation is not yet invariant to the source language. Nevertheless, we do expect them to be more abstracted from the source sentences, making the translation task easier than directly between the raw tokens. Here we train a translation model on the discrete codes and use the test performance to quantify how similarly the source languages are represented. When the representations are more different from each other, i.e. language-specific, the translation quality on the discrete is expected to be lower.

Specifically, we randomly sample 100K sentence pairs\(^7\) for each translation direction in the experiments of Table 3 extract their discrete codes assigned by the trained models (rows (3.3) and (6.3) of Table 3), and train a new Transformer-base (Vaswani et al., 2017) to translate between the extracted codes of different languages. We flatten the slices, therefore making each source token represented by 16 discrete codes. After training for 200K steps, we report BLEU scores on the test set, which is also converted to discrete codes. The results are shown in Figure 4. First, the translation task is clearly easier on the discrete codes derived from the ID-BRIDGE system. Second, the scores differences are especially prominent when translating out of Malay (ms) and Javanese (jv), which are more related to Indonesian than Filipino/Tagalog (tl). Along with the results from the code overlap, our results show that using a similar bridge language results in higher knowledge-sharing not only syntactically but also structurally, especially between related languages.

6 Analyses on Learned Discrete Codes

Next we further investigate the discrete codes regarding its usefulness for the learned representations ($\S 6.1$) as well as the translation task ($\S 6.2$).

6.1 How well-clustered are the hidden states?

As motivated in $\S 3$, although at inference time we use the continuous encoder hidden states instead of

\(^7\)The training data (Table 2) allow us to use 340K sentences. We sampled 100K for faster experiment iteration.
hidden states to cluster centers creates an information bottleneck that limits model expressiveness. Despite the expected performance degradation, we are nonetheless interested in quantifying how much information is lost by using the cluster centers as context instead. In other words, the question is how meaningful are the cluster centers for the translation task? In Table 4, we report the results of using the cluster centers as context for the decoder at inference time. Compared to using the encoder hidden states, we see a degradation of 4.1 and 1.7 and spBLEU for ID-BRIDGE and EN-BRIDGE respectively. This indicates that the cluster centers are still relevant for the translation task, although much less powerful than the encoder hidden states prior to discretization. It also rules out the possibility of the learned codes being trivial repetitions, which would otherwise have been detrimental to the translation performance.

<table>
<thead>
<tr>
<th>Encoder States at Inference</th>
<th>Avg. spBLEU(↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID-BRIDGE (X=id)</td>
<td></td>
</tr>
<tr>
<td>encoder states (Tab. 3 row (3.3))</td>
<td>27.2 23.6 18.3 21.9</td>
</tr>
<tr>
<td>cluster centers</td>
<td>22.8 20.0 14.3 17.8</td>
</tr>
<tr>
<td>EN-BRIDGE (X=en)</td>
<td></td>
</tr>
<tr>
<td>encoder states (Tab. 3 row (6.3))</td>
<td>26.8 26.3 15.2 20.9</td>
</tr>
<tr>
<td>cluster centers</td>
<td>24.3 24.6 13.9 19.2</td>
</tr>
</tbody>
</table>

Table 4: At inference time, using cluster centers instead of the clustered encoder states degrades performance by 1.7-4.1 spBLEU. Despite the degradation, the scores show that translation from the clusters centers is still meaningful. This also rules out the possibility of the learned codes collapsing to trivial repetitions.

7 Analyses on Zero-Shot Translation

Our experiments so far use single-bridge languages and are evaluated in part on zero-shot directions. We now study the impact when either of the two conditions changes: 1) when parallel data is available for previously zero-shot directions; 2) when using multiple bridge languages.

7.1 When does zero-shot translation match the performance on parallel data?

Zero-shot conditions could be avoided by creating synthetic data from back-translation (Sennrich et al., 2016; Zhang et al., 2020) or mining additional parallel data (Fan et al., 2021; Freitag and Firat, 2020). Both approaches introduce additional workflows into the pipeline of building translation systems. We are therefore interested in the following question: How much parallel data do we need to perform better than direct zero-shot translation?

The training corpora from the shared task (§4.1) provides an oracle condition to answer this question. As shown in Table 2, the oracle parallel data amounts to 2.2M sentences in total (340K for jv-ms, 662K for jv-tl, and 1.2M sentences for ms-tl). We take 100%, 10% and 1% of the oracle parallel data and training systems together with the original data and train multilingual systems with the same configuration as rows (3) and (6) of Table 3. The results are shown in Table 5.

To our surprise, adding 1% oracle bitext (22K sentence pairs in total) of the previously zero-shot directions already results in comparable performance to the best zero-shot performance (18.4 and 17.3 spBLEU for ID-BRIDGE and EN-BRIDGE respectively). However, this comes with some degradation on supervised directions of 0.4 spBLEU for ID-BRIDGE and 0.7 for EN-BRIDGE. This is likely due to the temperature-based sampling aggressively upsampling the extremely low-resource directions, meanwhile causing the model to de-prioritize other higher-resource directions. When increasing oracle bitext to 10% (220K sentence pairs in total), the system outperforms direct zero-shot performance. Lastly, the additional gain appears to diminish when going from 10% to all oracle data. For ID-BRIDGE, the performance appears saturated at 10%: adding the remaining 90% parallel data does not give additional gain. On the contrary, For EN-BRIDGE, the system appears to still improve, especially on Y↔Z directions (+0.5 spBLEU). The performance on these directions nevertheless still falls behind the ID-BRIDGE direction by 0.8 spBLEU (18.9 vs 19.7 spBLEU). An explanation is that the EN-BRIDGE system requires more data to train as a result of the bridge language being very distant to the rest, thereby increasing the difficulty of multitasking over all the translation directions. This echo the previous finding that using related bridge languages eases the multilingual translation task and increases knowledge-sharing (§5.1).

7.2 Do multiple bridge languages bring additional gains?

While the experiments so far are based on single bridge languages, in practice we often have access to multi-bridge parallel data. Indeed, recent
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## 8 Conclusion
In this work, we focus on learning to represent source sentences of multilingual NMT models by discrete codes. On multiple large-scale experiments, we show that our approach not only increases the model robustness in zero-shot conditions, but also offers more interpretable intermediate representations. We leverage the latter property to investigate the role of bridge languages, and show that using a more related bridge language leads to increased knowledge-sharing, not only between the bridge language and remaining but also between all other languages involved in training.

A limitation is that the discrete codes only give a mechanism to compare hidden representations, but are not directly interpretable by humans. A potential improvement would be to use an existing codebook that corresponds to an actual human language. Besides this, as next steps, we plan to improve the generation process of the discrete codes. The first direction is to make the code lookup conditionally-dependent along the time dimension and learn to shrink the sequence length of the discrete codes, thereby creating a more compact representation. Another direction is to explicitly incentivize more shared codes between different, and especially related, languages during training. This would bring the discrete codes closer to a language-independent representation.

<table>
<thead>
<tr>
<th>Oracle Bitext</th>
<th>Avg. spBLEU(↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID-BRIDGE (X=id)</td>
<td>→X X→ Y↔Z Avg.</td>
</tr>
<tr>
<td>best zero-shot (Tab. 3 row (3,2))</td>
<td>27.5 24.1 18.4 22.1</td>
</tr>
<tr>
<td>1%</td>
<td>26.9 23.9 18.4 21.9</td>
</tr>
<tr>
<td>10%</td>
<td>27.3 24.5 19.7 22.8</td>
</tr>
<tr>
<td>100% (2.2M bitext)</td>
<td>26.6 24.8 19.7 22.7</td>
</tr>
<tr>
<td>EN-BRIDGE (X=en)</td>
<td>→X X→ Y↔Z Avg.</td>
</tr>
<tr>
<td>best zero-shot (Tab. 3 row (6,1))</td>
<td>27.9 27.2 17.3 22.4</td>
</tr>
<tr>
<td>1%</td>
<td>27.0 26.8 17.1 22.0</td>
</tr>
<tr>
<td>10%</td>
<td>27.5 27.4 18.4 22.9</td>
</tr>
<tr>
<td>100% (2.2M bitext)</td>
<td>27.7 27.5 18.9 23.2</td>
</tr>
</tbody>
</table>

Table 5: Impact of adding oracle parallel data for the previously zero-shot directions. Adding 10% parallel data (roughly 220K sentence pairs in our case) surpasses the best performance on direct zero-shot translation.

<table>
<thead>
<tr>
<th>Data Condition</th>
<th>Avg. spBLEU(↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MULTI-BRIDGE</td>
<td>→X X→ Y↔Z Avg.</td>
</tr>
<tr>
<td>X= id</td>
<td>27.0 24.3 18.3 21.9</td>
</tr>
<tr>
<td>X= en</td>
<td>27.8 27.7 18.3 23.0</td>
</tr>
<tr>
<td>Only ID-BRIDGE (Tab. 3 row (3))</td>
<td>27.1 24.2 17.7 21.7</td>
</tr>
<tr>
<td>Only EN-BRIDGE (Tab. 3 row (6))</td>
<td>28.1 27.6 5.1 16.5</td>
</tr>
</tbody>
</table>

Table 6: Results of using multiple bridges (combining ID-BRIDGE and EN-BRIDGE). Despite substantial gains over EN-BRIDGE, the multi-bridge system only gives a mild improvement in zero-shot performance (Y↔Z) over the ID-BRIDGE system.

works (Freitag and Firat, 2020; Fan et al., 2021) have shown success on large-scale fully-connected models, as well as evidence of multi-bridge outperforming the English-bridge condition (Rios et al., 2020). What remains unclear is whether there is a synergy when combining the parallel data from several single-bridge conditions. We investigate this hypothesis by training a multi-bridge system, combing the data from our ID-BRIDGE and EN-BRIDGE setup. As shown in Table 6, for supervised directions of →X and X→, there is no clear difference between the performance of the multi-bridge system and that of the single-bridge ones. For zero-shot directions (Y↔Z), while multi-bridge gains substantially over EN-BRIDGE (18.3 from 5.1 spBLEU), there is only a slight gain over ID-BRIDGE. Given that the multi-bridge model more than doubles the training time of ID-BRIDGE, the little performance difference to the multi-bridge system shows that choosing a bridge language related to the remaining languages is a data-efficient way to achieve strong zero-shot performance.
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of the language-independent objective, we used 0.1\footnote{The 1.0 in the conference proceeding was a typo.} following Pham et al. (2019).

\subsection{Adversarial Classifier}

We extend the adversarial language classification approach from Arivazhagan et al. (2019a) for robust training. Specifically, we use a modified loss when adversarially training the encoder. Moreover, we apply the language classification on the token level to remove the need for selecting a pooling method. The classifier minimizes the cross-entropy loss when predicting the language labels:

$$L_{\text{classifier}} = - \sum_{c=1}^{L} y_c \log(p_c), \quad (8)$$

where \( L \) is the number of classes to predict, \( y_c \) is a binary indicator whether the true language label is \( c \), and \( p_c \) is the predicted probability for the instance belonging to language \( c \).

Removing source language signals from the encoder representations can be achieved by a gradient reversal layer (Ganin et al., 2016) from the language classification. An issue with the standard classification loss in Equation 8 is that, when the classifier is performing well, the loss landscape is rather flat, causing minimal gradient flow to the encoder. In fact, when the classifier predicts the source languages accurately, we instead need large gradients to update the encoder representations as they contain high amounts of language signals. Therefore, when updating the encoder parameters adversarially, we use the modified loss:

$$L_{\text{adv,classifier}} = \sum_{c=1}^{L} y_c \log(1 - p_c), \quad (9)$$

which in effect mirrors Equation 8 by the horizontal axis and the vertical line defined by \( x = 0.5 \). With the modified loss, the optimization direction does not change, but the gradient is larger when the classifier is performing well.

The translation model is then trained with:

$$L_{\text{encoder,decoder}} = L_{\text{MT}} + L_{\text{adv,classifier}}. \quad (10)$$

For training stability, we alternate the optimization of the classifier (Equation 8) and the main encoder-decoder parameters (Equation 10). Optimizing them jointly would otherwise lead to co-adaptation of the parameters of the translation and classification module and empirically causes training instability.