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1 | INTRODUCTION

Backscattered-electron imaging is a valuable technique in
scanning electron microscopy (BSE-SEM) that is used for
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Abstract

Backscattered-electron scanning electron microscopy (BSE-SEM) imaging is a
valuable technique for materials characterisation because it provides informa-
tion about the homogeneity of the material in the analysed specimen and is
therefore an important technique in modern electron microscopy. However, the
information contained in BSE-SEM images is up to now rarely quantitatively
evaluated. The main challenge of quantitative BSE-SEM imaging is to relate
the measured BSE intensity to the backscattering coefficient n and the (aver-
age) atomic number Z to derive chemical information from the BSE-SEM image.
We propose a quantitative BSE-SEM method, which is based on the comparison
of Monte—Carlo (MC) simulated and measured BSE intensities acquired from
wedge-shaped electron-transparent specimens with known thickness profile.
The new method also includes measures to improve and validate the agreement
of the MC simulations with experimental data. Two different challenging sam-
ples (ZnS/Zn(0,S,_,)/ZnO/Si-multilayer and PTB7/PC5; BM-multilayer systems)
are quantitatively analysed, which demonstrates the validity of the proposed
method and emphasises the importance of realistic MC simulations for quan-
titative BSE-SEM analysis. Moreover, MC simulations can be used to optimise
the imaging parameters (electron energy, detection-angle range) in advance to
avoid tedious experimental trial and error optimisation. Under optimised imag-
ing conditions pre-determined by MC simulations, the BSE-SEM technique is
capable of distinguishing materials with small composition differences.

KEYWORDS
backscattered-electron imaging, material contrast, Monte-Carlo simulations, quantitative
analysis, scanning electron microscopy

materials characterisation because it provides important
information on the mean atomic number of the analysed
specimen. The measured BSE intensity is determined by
the backscattered-electron coefficient 1, which describes
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the number of BSEs per primary electron. There are sev-
eral approaches to describe 7 as a function of the primary
electron energy, atomic number of the material, and sam-
ple tilt."? Traditionally, BSE-SEM images provide only
qualitative information on the chemical composition of
the sample or the distribution of different phases. More
recently, the interest in extracting quantitative informa-
tion from the BSE-SEM images has significantly increased,
as quantification can provide information on the chemi-
cal composition of the sample directly from a BSE-SEM
image if some pre-knowledge on the material system is
available. As usual, the quantification requires the com-
parison of experimental and simulated image intensities.
Monte-Carlo (MC) simulations are well suited for the
calculation of the BSE intensities and can be, hence,
utilised to extract quantitative information from BSE-SEM
images.>* However, the derivation of quantitative com-
position information is not straightforward because the
measured BSE intensity is determined not only by the
materials parameters but also by a complex interplay of
several factors, such as imaging parameters, detection-
system settings, and sample thickness, which all need to
be known.

Quantitative BSE-SEM analysis has already been suc-
cessfully used to identify strategic metals in minerals, to
quantify concentrations of Au, Ag, Ge, Cu and Fe films on
a Si substrate,’ and to evaluate the mineral distribution
in bones.” Furthermore, BSE-SEM was applied to quan-
titatively analyse an Al »,Ga, ,sN/GaN-layer system® and
to quantify the composition of In,Ga;_,As layers embed-
ded in a GaAs matrix.” BSE analysis was also utilised
to determine layer thicknesses by comparing the mea-
sured BSE intensities with MC simulations.'*!"1? MC
simulations are also often carried out to optimise the
BSE image contrast and distinguish features of interest
in BSE images. In this way, Kowoll et al."® understood
the BSE contrast of complex nanoscale samples such as
SiO, NPs deposited on indium-tin-oxide-covered glassy
carbon substrates. Aoyama et al.'* studied the BSE contrast
of heat-treated steel by controlling the primary electron
energy and the detection-angle range. Sato et al."” used the
BSE-intensity dependence on the detection-angle range
to distinguish different phases in steel. Moreover, based
on MC simulations, experimental conditions for the sep-
aration of topography and material contrast could be
derived."® Wan et al.'® exploited the different angular selec-
tivity of the BSEs to distinguish topography and material
contrast of polymer samples.

The quantitative BSE-SEM studies mentioned above
include MC simulations as an essential tool to extract
quantitative information from the BSE images. In MC sim-
ulations, the electron trajectories are traced by a sequence
of single scattering events governed by random numbers.

MC-simulated image intensities strongly depend on the
used differential scattering cross-section (DSCS) or, in
more detail, on the screening parameter in the screened
Rutherford cross-section.!” Suitable DSCSs for MC sim-
ulations depend on the material and the experimental
conditions.!® To achieve reliable MC-simulation data, the
used MC-simulation software must be first calibrated with
the particular material system and experimental setup.
Comparing MC-simulated intensities with measurements
validate the calibration and enables reliable prediction of
BSE contrast as well as optimisation of the imaging param-
eters. To facilitate the comparison of MC-simulated and
measured BSE-SEM intensities, normalisation of the data
is necessary because absolute image intensities cannot
be compared. The measured BSE intensities can be nor-
malised using, for example, the difference between the
maximum and minimum intensity® or using an analyt-
ical formula that was previously calibrated to particular
conditions."”

Despite the crucial importance of the MC simulations
in the quantitative BSE analyses, not much attention has
been paid to the ability of the MC simulations to real-
istically represent the measured data. In this work, we
propose a quantitative BSE method that also relies on
the comparison of measured BSE intensities with MC
simulations. However, the new method includes addi-
tional measures to improve and validate the agreement
of the MC simulations with experimental data. We use
a wedge-shaped specimen prepared by focused-ion-beam
(FIB) milling from the studied bulk material, where the
sample thickness gradually increases from O to a thickness
that represents the bulk case. BSE-SEM images of wedge
samples yield BSE-intensity-thickness profiles, which are
suitable for comparison with simulated data with the sam-
ple thickness as an additional parameter for comparison.
Direct comparison is possible by normalising the BSE
intensities to the intensity of bulk Si. The bulk Si can be
either present in the studied specimen (as a substrate for
layer systems) or a Si wafer is utilised for the normalisa-
tion. Moreover, we consider the BSE-detector properties
in the simulations to improve the agreement with the
measured data. The proposed method is tested on two dif-
ferently challenging multilayer-sample systems. The first
is a ZnS/Zn(0,S,_,)/ZnO/Si-multilayer system, where the
chemical composition between individual layers varies
only slightly and thus probes the sensitivity of the method.
The second studied sample is a PTB7/PC,; BM-multilayer
system, which was chosen as a representative of weakly
scattering materials with similar electron-scattering prop-
erties. The quantitative analysis of both sample systems
demonstrates the validity of the proposed method and
emphasises the importance of realistic MC simulations for
quantitative BSE-SEM analysis.
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CBS-detector properties. (A) Electron-mirror image of the CBS detector, where the image scale can be calibrated with the

known size of the bore of the pole piece of 1.5 mm. (B) Scheme of the CBS-detector position in the microscope. The distance between the
bottom surface of the detector and the sample surface d is essential for the determination of the collection-angle range of the CBS detector. (C)
Measured response curve of the CBS detector. The linear fit of measured data reveals the detector threshold energy E,;, = 500 eV

2 | METHODS

Here we present the proposed quantitative BSE method
that is based on the comparison of measured BSE inten-
sities with MC simulations. For realistic MC simulations,
the BSE-detector properties (detection-angle range and
threshold energy) must be precisely characterised and con-
sidered in the MC simulations. Further, the choice of
the proper DSCSs used in the MC simulations must be
considered. In the proposed method, the measured data
are acquired using an electron-transparent wedge-shaped
specimen, which introduces the sample thickness as an
additional parameter for the comparison with simulations.
We use normalisation of the BSE intensities with respect
to the Si-bulk intensity, which enables comparison of the
measured and simulated data and extraction of the quanti-
tative information. The individual steps of the quantitative
method are outlined in the following.

2.1 | Semiconductor detector properties

All experimental data shown in this work were acquired
with a Helios G4 FX dual-beam instrument (Thermo
Fisher Scientific, USA). The instrument was used in
the field-free mode. The beam-convergence angle was
2.83 mrad. This instrument is equipped with an annu-
lar semiconductor backscattered-electron (CBS) detector
positioned below the pole piece (see Figure 1). Utilising the
CBS detector for quantitative BSE analysis is convenient
because this detector does not require any electrical and
magnetic fields to collect BSEs, and thus the comparison
with simulations is feasible. To achieve agreement between
measured and simulated data, all experimental parameters
(primary electron energy and beam current, detector-
collection angles, threshold energy, etc.) must be known.
Figure 1A shows an image of the CBS detector, which was
acquired using the electron-mirror phenomenon.?’ The

TABLE 1 CBS-detector properties
Radius r collection angle

Segment (mm) 0 (rad)

A Inner 2.4 2.79
Outer 4 2.59

B Inner 4.2 2.57
Outer 6.4 2.36

C Inner 6.7 2.34
Outer 9.2 2.19

D Inner 9.4 2.18
Outer 12 2.07

Note. The inner and outer radii of the CBS detector segments A-D were deter-
mined from a mirror-electron image. The derived collection angles correspond
to WD =8 mm

CBS detector consists of four concentric segments labelled
A-D. The mirrored image is not scaled; however, calibra-
tion with the known size of the bore of the pole piece
(1.5 mm) is possible. From the calibrated image, the inner
and outer radii (Table 1) of the CBS-detector segments can
be determined. To calculate the collection angles for the
CBS-detector segments, the distance d between the sample
and the detector must be known, as schematically shown
in Figure 1B. The working distance (WD) is known and
describes the distance between the pole piece and the sam-
ple surface. The distance between the pole piece and the
surface of the CBS detector (1.2 mm) was determined by
focusing the electron beam on the upper side of the CBS
detector. The last necessary distance is the thickness of
the active semiconductor layer. This thickness was esti-
mated to be 0.3 mm.! The distance d for a particular WD is
d = WD — 1.5 mm. The collection angles © for the detector
segments A-D result from geometry and are given by Equa-
tion (1). The calculated collection angles for WD = 8 mm
are given in Table 1.

6=n—atan< >[rad]. D)

Q=
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The surface of the semiconductor detector is protected
by a thin metal layer. As a result, the impinging elec-
trons need to penetrate this layer and lose part of their
energy. To consider this effect in the MC simulations,
a threshold energy E,, is introduced.! Electrons with
lower electron energy than the E;;,, that reach the detec-
tor, are partially adsorbed in the protection layer and
contribute to the calculated BSE intensity with linearly
decreasing detection efficiency. E;;, can be determined by
measuring the detector response curve. The response curve
describes the dependence of the measured grey values as
a function of the primary electron energy. Importantly,
the contrast/brightness settings must remain unchanged
throughout the whole measurement. For each electron
energy, an SEM image of a Si wafer and a corresponding
blanked-beam image was acquired. The grey values plot-
ted as a function of primary electron energy in Figure 1C
are obtained by subtracting the averaged blanked-beam
intensities from the corresponding averaged Si intensi-
ties. The response curve shows local maxima at 1 and
2 keV and becomes close to linear for higher electron
energies. The origin of these local maxima is not obvi-
ous; however, most probably they originate from the
detector-amplifier system. Fitting a linear curve to the data
shown in Figure 1C reveals an intersection with the energy
axis at Ey = 500 eV, which is the detector threshold
energy.

2.2 | Monte-Carlo simulations

In this work, the NISTMonte simulation package* was
used to calculate the properties of BSEs (energy and scat-
tering angle). The simulated BSE intensity Iy is given by
the number »; of BSEs scattered into the collection-angle
range of the CBS detector according to Equation (2)

_ Z[n;l(El - Eth)
Tmc = no (Eg — Egp) @

with the total number of incident (simulated) electrons n,
the primary electron energy E,, and the energies E; of the
BSEs emitted from the sample. The MC simulations are
typically performed with 10° electrons per data point.
Implemented in the NISTMonte simulation package
are screened Rutherford differential scattering cross-
sections (SR-DSCSs) and the continuous-slowing-down
approximation?® for the calculation of the energy loss and
scattering angle of the electrons. The DSCS describes the
electron scattering and is thus an important parameter in
the MC simulations. The SR-DSCS is given by Equation (3),
where the Z denotes the atomic number, O the scattering
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FIGURE 2 BSE-intensity dependence on the DSCS used in the

MC simulations. BSE intensity versus thickness curves calculated
for silicon at 20 keV electron energy with different screening
parameters (see legend) used the SR-DSCS. The light blue curve was
calculated using the Mott DSCS

angle and 7 the screening parameter.

2
do _ < eZ > 1 1 3)
aQ 4mey / 4EZ (1 — cos (6) + 21)°

Several different expressions for 7 in the SR-DSCSs
are available in the literature,”* which yield different
MC-simulation results."” Suitable DSCSs for MC simu-
lations depend on the material and the experimental
conditions.!® To achieve realistic MC-simulation data, the
MC-simulation package must be first calibrated to the par-
ticular sample material and experimental setup. To obtain
the dependence of the simulated BSE intensity on the sam-
ple thickness, the MC simulations were performed in the
thickness range between 1 and 3000 nm with 10 nm thick-
ness intervals. By integrating the angular distribution of
the backscattered electrons over the complete detection-
angle range of the CBS detector from 2.07 to 2.79 mrad (see
Table 1), the simulated BSE intensity is calculated at each
sample thickness.

We first focus on the BSE intensity of Si from a Si wafer,
because the BSE intensity of Si is used in the following to
normalise the BSE intensities of our samples of interest.
Figure 2 shows the simulated BSE intensity versus thick-
ness curves for Si (the description of the Si specimen is
included in the next subsection) using different screening
parameters 7 in the SR-DSCS for a primary electron energy
of 20 keV. The applied screening parameters are given in
the legend of Figure 2 (see reference Ref. 24). Additionally,
the results for the Mott DSCS? are plotted in light blue.
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FIGURE 3

Data normalisation by the Si-bulk intensity. (A) 30 keV BSE-SEM image of a FIB-milled wedge-shaped cross-section

specimen containing diamond-like carbon (DLC) layer covered with a Pt-protection layer on a Si substrate. (B) An intensity-line profile along

the white dashed line in (A) reveals the grey-value dependence on the local sample thickness of the Si wedge. (Cc) BSE-SEM intensity as a

function of the sample orientation. The data were measured on a Si(111) wafer with 2 keV electrons

The curves have a similar shape, that is, the BSE inten-
sity increases with increasing sample thickness because
more electrons are backscattered. The BSE intensity sat-
urates when the bulk BSE intensity is reached. Figure 2
reveals that the MC-simulation results depend strongly on
1, which can serve as a calibration parameter.

2.3 | Normalisation of BSE-SEM
intensities

To enable the comparison of measured intensities with MC
simulations, normalisation is necessary. In our approach,
we use Si as reference material and normalise the mea-
sured BSE intensities with respect to the Si BSE-bulk
intensity. Si was chosen because it can be obtained with
high purity and is widely used, for example, as a substrate
for layer systems.

The proposed quantitative BSE method uses wedge-
shaped samples with a known thickness profile, which are
prepared from the bulk material according to the follow-
ing procedure. First, a Pt layer is deposited to protect the
material from damage by the Ga* ions. A lamella with a
thickness of about 1.5 um is then prepared which is further
thinned in a wedge-like shape with a wedge angle a. To
obtain a smooth and sharp wedge edge, a small Ga™ cur-
rent (63 pA) and low voltage (5 kV) are applied for final
polishing. The low-voltage polishing also reduces the Ga*t
implantation on the FIB-milled surface.

Figure 3A shows a 30 keV BSE-SEM image of a wedge-
shaped specimen, where a diamond-like carbon (DLC)
layer and a Pt-protection layer are deposited on a Si sub-
strate. The wedge thickness increases from left to right
and the black regions represent a vacuum. Performing a
line scan in the Si substrate along the white dashed line
yields the BSE intensity versus thickness curve plotted in
Figure 3B. The sample thickness ¢ on the x-axis is obtained
fromt = x tan o, where x is the distance along the line scan

and o is the wedge angle. The measured line scan does
not start from 0 but from a black intensity I, (intensity of
the vacuum), increases with increasing sample thickness
and reaches the bulk intensity value Ig;,, ;. Normalising
the measured intensities I,, according to Equation (4),
the measured BSE intensity versus thickness curve can
be directly compared with MC simulations. Equation (4)
contains a geometrical correction factor ¢, describing the
area percentage of the BSE detector, which does not con-
tribute to the BSE signal. For our system ¢, is 0.07 because,
as seen in Figure 1A, the detector segments are separated
by inactive regions covering 7% of the detector area. If Si
is not present in the studied sample as a substrate, Iy,
can be obtained from a Si wafer placed next to the sam-
ple in the microscope chamber. Using the same imaging
parameters (particularly the contrast/brightness settings)
as in Figure 3A, the acquired BSE image of a Si wafer
(image not shown) yields an average value 12012 for the
BSE-bulk intensity. This is very similar to the bulk-Si grey
value obtained for the Si wedge. Agreement between the
bulk-Si grey values measured on Si wedge and Si wafer
was obtained also for 15, 10 and 5 keV. We note that the
bulk-Si grey values are similar throughout the whole wafer
and that the electron-beam-induced contamination does
not have a significant influence on the BSE intensity at pri-
mary electron energies between 5 and 30 keV. Moreover,
the presence of the native SiO, on the Si wafer might influ-
ence the measured BSE-bulk intensity. The used Si wafer
is specified to have a 2 nm thick native SiO,, layer. MC sim-
ulations were performed and showed that a 2 nm surface
layer of SiO, does not significantly influence the bulk-Si
BSE intensity at electron energies between 5 and 30 keV.

Ly (1+¢g) — I

Tipurc (14 ¢g) — I,

)

Norm =

The BSE intensity is expected to depend on the crystal
orientation of the Si wafer due to electron channelling.”®
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TABLE 2 Material parameters of the ZnS/Zn(0,S,_,)/ZnO/Si-multilayer system
Average atomic Density p Average atomic mass A = Z C;A;
1
Material numberZ = _[Y ¢;Z 12 (g/cm?) (atomic mass units)
i

ZnO 21.95 5.61 40.69

Zn(007S03) 22.6 515 431

Zn(0y Sy s) 23 4.85 4471

Zn(0 4So6) 23.23 4.7 45.51

ZnS 24 4.09 48.72

Si 14 2.33 28.09

This effect is undesired because we need a robust normali-
sation method. To investigate the influence of the crystal
orientation on the BSE intensity, the Si(111) wafer was
tilted while BSE images were acquired for each tilt angle.
Figure 3C shows the result, where the grey values were
obtained by averaging the BSE intensities for each acquired
BSE image. The shape of the curve in Figure 3C shows
a peak at —1° tilt and minima around —7° and 6°. The
measured data could be the result of the superposition of
electron channelling and the sample-tilt dependence of 1)
within the detection-angle range. According to Reimer,'
the influence of the sample tilt on 1 at small-angle tilts
is insignificant. Therefore, the grey-value modulations in
Figure 3C must be induced by channelling. The inten-
sity minima correspond to half of the Bragg angles for
the Si(022) planes. Despite the intensity modulations in
Figure 3C, we conclude that the sample orientation does
not strongly affect the measured BSE intensity and the
Si wafer can serve as a robust reference sample for the
normalisation of the measured BSE intensities.

2.4 | Applications

2.41 | Composition analysis of a
ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system

The first test sample to demonstrate the feasibility of the
proposed quantitative BSE method is a multilayer system
consisting of 100 nm thick layers of ZnS, Zn(Og4S¢),
Zn(0g 5Sy5), Zn(0g 7Sy 3) and ZnO deposited on a Si sub-
strate, as shown in a cross-section scheme in Figure 4A.
More details about the sample fabrication are discussed
in a publication by Jin et al.?’ This particular sample was
chosen because the rather small composition variations
between the layers probe the sensitivity limits of the sug-
gested quantitative BSE method. Moreover, the material
parameters of ZnO and ZnS are well known and yield accu-
rate MC-simulated data. The material parameters of the
individual layers are summarised in Table 2. The average
atomic numbers and average atomic masses were cal-
culated using formulas shown in Table 2, where c; are

concentrations of the particular element in the compound
in at.%. The material densities for ZnO? (5.61 g/cm?)
and for ZnS* (4.09 g/cm?®) are known and the material
densities for Zn(0,S,_,) were interpolated.

Before the measurement, MC simulations were used
to optimise the imaging parameters to achieve the
best possible contrast and distinguish the layers in the
ZnS/Zn(0,S;_,)/ZnO/Si-multilayer system in BSE-SEM
images. The MC simulations for the materials present in
the ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system were per-
formed using the Bishop screening parameter®® and the
BSE-detector collection angles corresponding to WD =
8 mm (see Table 1). The justification for using the Bishop
screening parameter will be given below. Figure 4 com-
pares the MC-simulated BSE intensities for the different
materials as a function of the specimen thickness at differ-
ent primary electron energies. At 2 and 5 keV (Figure 4B
and C, respectively), the simulated intensities are simi-
lar and do not predict any significant contrast between
the different layers. At 15 keV (Figure 4D) in the bulk
region (¢t > 400 nm), the curves are also almost identical
and, therefore, no contrast is expected. However, at smaller
sample thicknesses (highlighted in Figure 4D), MC simula-
tions predict weak contrast between the layers. Despite its
lower average atomic number, we note that ZnO appears
brighter than ZnS with its low material density. Analysing
the specimen at E, > 15keV is not convenient because
data normalisation using the Si substrate is not possible,
because the Si-bulk intensity is not reached at these elec-
tron energies for the analysed lamella with a maximum
thickness of 1.5 um. Figure 4D also contains not only sim-
ulated (black curve) but also experimental (red curve) data
for Si. Good agreement is observed if the MC simulations
are performed with the Bishop screening parameter. Only
a small discrepancy is observed at sample thicknesses,
where the BSE intensity starts to saturate. The origin of this
discrepancy and the acquisition of the experimental Si data
is described in context with Figure 5.

The contrast between the layers is determined by the
different n of the materials with contributions of electron-
beam spreading. For small electron energies and not-too-
small specimen thicknesses, the size of interaction volume
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FIGURE 4 MC simulations of the ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system. (a) Cross-section scheme of the
ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system with layer thicknesses of 100 nm and the respective chemical compositions. MC-simulated BSE

intensity versus sample-thickness curves for the individual layers (colour-coded) are simulated at (B) 2 keV, (C) 5 keV and (D) 15 keV. In (D)
the measured (red) and MC-simulated (black) BSE intensity versus thickness curves for Si are additionally displayed

is relevant because it will be completely contained in the
specimen. For a layer system, the size of the interaction
volume needs to be considered with respect to the layer
thickness of only 100 nm. For comparatively large elec-
tron energies and not-too-large specimen thicknesses, the
interaction volume is only partially contained in the spec-
imen. In this case, it is more appropriate to consider beam
broadening. For a layer system, the maximum specimen
thickness depends on the layer thickness and the used
(high) electron energy. The size of the interaction vol-
ume increases with increasing electron energy and can be
estimated using Equation (5),*! where E, is the primary
electron energy in keV and p is mass density in g/cm?.

175
R= 40°T (nm). (5)

With respect to the layer thicknesses of 100 nm in the
ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system, it is important
to note that the interaction volumes of ZnS and ZnO are
164 and 119 nm, respectively, already at a small electron
energy of 5 keV. Only negligible contrast is predicted at
5 keV and below (Figure 4B and C) and it is indeed rea-

sonable to perform the analysis at 15 keV at small sample
thicknesses as suggested by Figure 4D. Since the size of the
interaction volume at 15 keV is much larger than the sam-
ple thickness (Rz,5 = 1120nm and Rz,o = 815nm), beam
broadening must be considered here. The beam broaden-
ing can be estimated by Equation (6),>* where Z is the
average atomic number of the sample with thickness ¢ in
units of cm and average atomic weight A in g/mol.

b= 625]550 %t3/2 (cm). 6)
The experimental data in the following (Figures 5
and 6) were acquired at a specimen thickness of 110 nm,
where sufficient contrast is expected. Beam broadening
for 15 keV and 110 nm specimen thickness is 105 nm for
ZnS and 124 nm for ZnO, which is only slightly above
the layer thicknesses of 100 nm. Larger specimen thick-
ness will increase the effect of beam broadening leading
to broadened intensity transition between the layers.
Based on MC simulations (Figure 4), the layers in the
7ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system can be best dis-
tinguished for 15 keV electron energy and small sample
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(A)

15 keV BSE image

(B)

FIGURE 5 BSE-SEM imaging of the
ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system. (A) 5 keV top-view
secondary-electron SEM image of the FIB-milled wedge, from
which the wedge angle was measured. (B) 15 keV BSE-SEM
cross-section image of the wedge, which was acquired by using all
segments of the CBS detector at 8 mm WD. The thickness increases
from left to right and the ZnS/Zn(0,S,_,)/ZnO-multilayer system is
between the Pt-protection layer and the Si substrate as indicated by
the scheme

thicknesses. We note that changing the collection-angle
range of the CBS detector (by adjusting the WD) does not
improve the contrast between the layers.

Experimental BSE-SEM images were acquired
using a FIB-prepared wedge specimen of the ZnS/Zn
(0,S,_)/Zn0O/Si-multilayer system that was prepared
according to the procedure described above. A top-view
secondary-electron SEM image of the wedge (Figure 5A)
enables the determination of the wedge angle, which is
a = 25°. A cross-section view is obtained by tilting the
sample by 90° from the top-view orientation. Figure 5B
shows a 15 keV BSE-SEM cross-section image acquired
with the CBS detector at 8 mm WD. The top layer with
bright contrast represents the Pt-protection layer, under-
neath is the ZnS/Zn(O,S,_,)/ZnO-multilayer system,
and at the bottom is the Si substrate with dark contrast.
The wedge thickness increases from left to right and the
vacuum region to the left displays black contrast. The BSE
intensity as a function of the specimen thickness for Si (see

il
f —— measurement t= 110 nm
— — MC simulation
0.8 1
Zn0O Pt
Zn0q ;503
0.6 1 2100355 Zn0osSos  ZnS

0.4

0.2 4

BSE intensity / bulk Si intensity

0.0

0 100 200 300 400 500 600 700
line scan distance (nm)

FIGURE 6
normalised BSE intensities for the
ZnS/Zn(0,S,_,)/Zn0O/Si-multilayer system. The black curve
represents the measured 15 keV BSE intensity-line profile
perpendicular to the ZnS/Zn(0,S,_,)/ZnO/Si-multilayer system

Comparison of measured and simulated

from Figure 5B at 110 nm wedge thickness. The red-dashed curve
shows the MC-simulated data using the Bishop screening parameter

Figure 4D) is obtained by performing a 20 pixel-wide line
scan along the red-dashed line in Figure 5B. Normalising
the BSE intensities to the Sibulk intensity according to
Equation (4) enables the comparison with MC simulations
(Figure 4D). A small discrepancy between experimental
and simulated BSE intensities is observed at sample
thicknesses, where the BSE intensity starts to saturate.
The origin of the discrepancy could be related to the
imprecisely determined wedge angle of the wedge sample.
The wedge angle is determined from a top-view secondary-
electron SEM image where only the Pt-protection layer is
visible. The wedge angle for the multilayer system below
could slightly differ from the wedge angle measured for
the Pt-protection layer due to different sputtering rates for
the different materials. Accordingly, the calculated sample
thicknesses for the line scan in the Si substrate could be
slightly different.

The individual layers of the ZnS/Zn(O,S,_,)/ZnO-
multilayer system can be distinguished in the 15 keV BSE
image in Figure 5B with weak contrast as suggested by
the MC simulations in Figure 4D. To minimise the effect
of beam broadening, an intensity-line scan perpendicular
to the ZnS/Zn(0,S;_,)/ZnO-multilayer system was per-
formed in the thinnest region of the wedge sample along
the white dashed line in Figure 5B. The measured BSE
intensities (Figure 6, black line) are normalised accord-
ing to Equation (4). For comparison with MC simulations,
the precise wedge thickness at the position of the line
scan must be known and can be determined from the
Si intensity by comparison with MC simulations. The
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normalised BSE intensity at the beginning of the line scan
(black curve in Figure 6) corresponds to Si and has a value
of 0.13. According to Figure 4D, the normalised inten-
sity of 0.13 corresponds to the BSE intensity of Si with a
thickness of 110 + 10 nm. The uncertainty represents the
discrepancy between the measured and simulated data in
Figure 4D. The main error for the experimental data in
Figure 6 originates from the acquisition of the line scans.
The line scan should be oriented exactly perpendicular to
the wedge thickness gradient. In practice, this is challeng-
ing, and therefore an error bar is given for the measured
data obtained by performing five line scans at the same
sample thickness and calculating the standard deviation
for the average value. In Figure 6, the MC-simulated BSE
intensities with the Bishop screening parameter are plot-
ted for a specimen thickness of 110 nm by a dashed-red
line. The error of the simulated data is estimated from the
Poisson noise in the MC simulations.

Apart from ZnS, the contrast of the experimental data
agrees well with the MC simulations. The different lay-
ers in the ZnS/Zn(0,S,_,)/ZnO-multilayer system can be
clearly distinguished with the exception of the Zn(O 5S s)
and Zn(Oy 4S, ¢) layers, where the chemical composition is
too similar. The measured intensity is in general slightly
higher than the MC-simulated data. This small discrep-
ancy could originate from Ga*t implantation. Even though
measures to minimise Ga®™ implantation were applied,
implantation of some Ga' is inevitable. In general, the
presence of Ga't ions would increase the measured BSE
intensity of the ZnS/Zn(O,S,_,)/ZnO-multilayer system
and thus can cause the small discrepancy in Figure 6.
For the ZnS layer, the simulations and measured data do
not agree well. The discrepancy can be explained by con-
sidering beam broadening in the experimental data. The
ZnS layer is located next to the Pt-protection layer on
right in the line scan in Figure 6. Beam broadening for
ZnS is 105 nm at 110 nm specimen thickness according
to Equation (6), which leads to a significant contribution
of BSEs from the strongly scattering Pt-protection layer.
The influence of the beam broadening is also visible in the
measured data for ZnO, where the ZnO intensity decreases
towards the intensity of Si and is reduced compared to the
simulated BSE intensity of ZnO.

Figure 6 reveals that the proposed approach for quan-
titative BSE analyses is adequate. By analysing a wedge-
shaped specimen, the determination of the O and S
contents in ZnS/Zn(0,S;_,)/ZnO-multilayer system is pos-
sible in thin sample regions. This material system is
particularly challenging because, in addition to small
composition differences, the small layer thicknesses of
100 nm impose further constraints on contrast optimisa-
tion because the size of the interaction volume and beam
broadening must be considered. The MC-simulated BSE

intensity versus thickness curves, calculated by using the
Bishop screening parameter, describe the measured data
well and can be applied for reliable optimisation of the
imaging parameters. Moreover, the ZnS/Zn(0,S,;_,)/ZnO-
multilayer system provides information on the limits of the
BSE analysis. It has been shown that materials varying only
slightly in chemical composition, for example, Zn(Og 7S¢ 3)
and Zn(Oy 5Sy 5), can be distinguished in a BSE-SEM image
if the interaction volume is not relevant at small sample
thicknesses. However, materials with chemical composi-
tions as close as Zn(Og 5Sy5) and Zn(Og 4Sy ) cannot be
distinguished because the scattering properties of the two
materials are almost identical.

2.4.2 | PTB7/PC,BM-multilayer system

A PTB7 (C4H53F0,4S,) / PCBM (Cg,Hy40,) multilayer
system was analysed as 2nd test sample because it repre-
sents weakly scattering materials with similar scattering
properties. The PTB7/PC5;BM multilayer system consists
of alternating layers of pure PTB7 and pure PC,;BM with
thicknesses between 160 and 320 nm stacked on a Si sub-
strate. The Si substrate was used to normalise the measured
BSE intensities of PTB7 and PC,;BM. Information on the
sample fabrication can be found in a publication by Li et
al.*3 From the bulk sample, a wedge-shaped lamella with
awedge angle of 25° was prepared by FIB milling using the
procedure described above.

The layer structure of the PTB7/PC;BM test sam-
ple is schematically shown in Figure 7A. In Figure 7B,
a cross-section high-angle annular dark-field scanning
transmission electron microscopy (HAADF-STEM) image
of the FIB-prepared PTB7/PC;BM wedge is shown that
was acquired at 30 keV and 0.4 nA electron beam cur-
rent with the STEM detector implemented in the Helios
microscope, which covers a detection-angle range from 65
to 272 mrad. HAADF-STEM imaging was used to verify the
arrangement of the PTB7 and PC,;BM layers in the sample
because the HAADF-STEM contrast of PTB7 and PC;;BM
is already well understood.* In Figure 7B, the wedge
thickness increases from left to right. In the thin sam-
ple regions, PC,;BM shows brighter contrast compared to
PTB7. At a thickness ¢ ~ 475 nm, a contrast inversion occurs
(marked by a white dashed line) and for larger thicknesses,
PTB7 shows brighter contrast than PC;BM. From the
HAADF-STEM image in Figure 7B, the PTB7 and PC,;BM
layer thicknesses can be measured. Moreover, Figure 7B
shows several bright few-nm thick lines within the
PTB7/PC, BM-multilayer system, marked by red arrows in
Figure 7B (red lines in Figure 7A). These bright lines cor-
respond to thin PEDOT(C¢H,0,S):PSS(C3gHgO5S) layers,
which are remnants from sample fabrication.*
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HAADF STEM image

FIGURE 7

BSE-SEM image

Scheme, HAADF-STEM and BSE-SEM images of the PTB7/PC,; BM-multilayer system. (A) The scheme of the

PTB7/PC,; BM-multilayer system in a cross-section perspective shows the arrangement of the layers. (B) 30 keV HAADF-STEM image of the
FIB-prepared wedge-shaped specimen with the same layer sequence as in (A). The typical contrast inversion between the PTB7 and PC,,BM

layers with increasing specimen thickness is marked by the white dashed line. Additional thin PEDOT:PSS layers are present, marked by red

arrows in (B) and by red lines in (A), which are an artefact from the fabrication process. (C) 5 keV BSE-SEM image of the

PTB7/PC,;BM-multilayer system wedge specimen

TABLE 3 Material parameters of the PTB7/PC71BM-multilayer system
Average atomic Average atomic n'lass
T Density p A= Zl‘, c;A; (atomic mass
Material Chemical formula z=_[% ¢z} (g/cm?) units)
i
PTB7¥ C4HyFO,S, 5.26 117 2.73
PC,,BM* Ce,H,,0, 5.62 1.63 3.24
PEDOT:PSS*-38 (CsH,0,S): (CsH0,S) 6.39 118 9.82

Table 3 lists the material parameters of the PTB7/
PC;; BM-multilayer system that were used in the MC sim-
ulations. The small differences in the average atomic num-
bers, the material densities and the average atomic masses
indicate that the contrast will be weak. Hence, MC simula-
tions were carried out to determine the best imaging con-
ditions to obtain the best contrast between the PTB7 and
PC,BM. It was found that the Bishop screening param-
eter (well suited for the ZnS/Zn(0,S,_,)/ZnO-multilayer
system) does not adequately describe the experimental
BSE-SEM intensities of the PTB7/PC, BM-multilayer sys-
tem. The best agreement between the measured and MC-
simulated data was obtained for the NISTelaFit screening
parameter’® (data not shown here), which is also imple-
mented in the NISTMonte software. Hence, only MC
simulations using the NISTelaFit screening parameter are
displayed in the following. MC simulations were per-
formed for the isolated materials and, in addition, at
electron-beam positions 1 and 2 (see Figure 7A) taking the
complete structure of the PTB7/PC,; BM-multilayer system
including the Pt-protection layer into account.

MC-simulated BSE intensity versus thickness curves
for WD = 8 mm at different electron energies are dis-

played in Figure 8. The dashed curves correspond to the
MC-simulated data for PTB7 at position 1 (black-dashed
lines) and for PC;BM at position 2 (red-dashed lines).
Additionally, BSE intensity versus thickness curves calcu-
lated for isolated PTB7 (full black lines) and PC;BM (full
red lines) are displayed. By comparing the colour-coded
dashed and full lines in Figure 8, the contribution of the
surrounding layers can be recognised due to the influence
of beam broadening and interaction volumes. At 2 keV
(Figure 8A), the full and dashed lines coincide indicating
that the interaction volume does not exceed the thickness
of the PTB7 (or PC;;BM) layer and that the surrounding
layers of the PTB7/PC; BM-multilayer system do not con-
tribute to the simulated PTB7 (or PC;;BM) BSE intensity.
This is consistent with the calculated size of the interac-
tion volume (according to Equation 5) for PC;;BM (42 nm)
and PTB7 (58 nm). At 5, 10 and 15 keV electron energies
(Figure 8B-D), the adjacent layers contribute to the sim-
ulated BSE intensity leading to an increasing discrepancy
between the full and dashed lines at increasing specimen
thicknesses.

The contrast between the PTB7 and PC;BM layers is
given by the difference between the red and black curves.
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FIGURE 8 MC simulations for the PTB7/PC,; BM-multilayer system. MC-simulated BSE intensity versus thickness curves for isolated

PTB?7 (full black lines) and PC;; BM (full red lines). The corresponding dashed colour-coded PTB7 and PC,;B curves represent the BSE
intensities for the incident electron beam positioned on the PTB7 and PC,,B layers in the PTB7/PC,; BM-multilayer system. The curves are
compared at (A) 2 keV, (B) 5 keV, (C) 10 keV and (D) 15 keV primary electron energies

According to the MC-simulated data in Figure 8, the high-
est contrast is expected for the bulk region and therefore
we will focus only on the bulk case. We note, that PTB7
shows brighter contrast than PC,;BM at all studied elec-
tron energies for isolated materials (full lines in Figure 8).
Considering the contribution of the surrounding layers
to the simulated BSE intensity (dashed lines) the situa-
tion is more complex. At 5 keV (Figure 8B) the red and
black-dashed lines coincide, and no contrast is expected.
At 5 keV, the interaction volume (Equation 5) is already
significantly larger than the layer thicknesses and leads
to the reduction of the PTB7 bulk intensity by the con-
tribution of the surrounding PC,BM layers. In analogy,
the PC,;BM bulk intensity is increased by the surrounding
PTB7 layers. This effect is even more pronounced at 10 and
15 keV with even larger contributions from the neighbour-
ing layers. Besides the influence of the interaction volume,
the escape probability of the scattered electrons from the
different materials in the PTB7/PC,; BM-multilayer influ-
ences the simulated/measured BSE intensity. As a result,
weakly scattering materials (PTB7 and PC,;BM) contribute
more to the simulated/measured BSE intensity than Pt,
because the escape probability for these materials is higher
compared to Pt.! By considering the large interaction vol-
ume and the BSE escape probability, the contrast inversion

between the PTB7 and PC;; BM at 10 and 15 keV (Figure 8C
and D) can be understood. Moreover, PTB7 (black-dashed
lines in Figure 8C and D) shows an even lower bulk inten-
sity compared to the bulk intensity for the isolated PC,;BM
(full red curves in Figure 8C and D). This indicates that,
in addition to the effects of the neighbouring layers, a
significant number of electrons are scattered into the Pt-
protection layer. These electrons are absorbed due to the
low escape probability and therefore do not contribute to
the simulated PTB7 intensity. This effect is particularly
pronounced for the PTB7 layer (position 1 in Figure 7A)
with the Pt-protection layer in the vicinity.

Based on the insight into the contrast formation in the
PTB7/ PC; BM-multilayer system by MC simulations, the
most suitable electron energy is 2 keV. At this electron
energy, the interaction volume does not exceed the PTB7
and PC,;BM layer thicknesses and the interpretation of the
image contrast is straightforward. At higher electron ener-
gies (5, 10 and 15 keV), the interaction volume exceeds the
PTB7 (or PC5;BM) layer thickness and significantly influ-
ences the BSE intensities leading to a complex situation
that is less suitable for quantitative BSE analysis.

To obtain experimental BSE intensity versus thickness
curves, a wedge-shaped specimen was prepared by FIB
milling according to the procedure described above. An
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FIGURE 9

Comparison of measured and MC-simulated BSE intensities as a function of the specimen thickness. Comparison of

measured and MC-simulated BSE intensities normalised to the Si-bulk intensity as a function of the specimen thickness (WD = 8 mm) for (A)
2keV, (B) 5 keV, (C) 10 keV and (D) 15 keV with measured/simulated data for PTB7 (full/dashed green lines) and measured/simulated data for
PC;BM (full/dashed orange line). The MC simulations were performed using the NISTelaFit screening parameter

example of a BSE-SEM image of the prepared PTB7/
PC;;BM wedge is presented in Figure 7C. The image was
acquired with the typical detection-angle range (2.07 to
2.79 rad), corresponding to all segments of the CBS detec-
tor and WD = 8 mm. In the BSE image, the PEDOT:PSS
layers are visible with bright contrast (mainly in the
PC;BM layers). Performing 20-pixel-wide intensity-line
scans along the white dashed lines in the direction of
the arrows in Figure 7C in the PTB7 and PC;BM lay-
ers yields the BSE intensity as a function of the sample
thickness. The intensity-line scans were performed in the
middle of the PTB7 and PC,BM layers to minimise the
effect of the neighbouring layers. Each line scan was per-
formed 5 times (at slightly different positions), and the
average intensities and the errors were calculated. The BSE
intensities normalised with the bulk intensity of the Si
substrate are shown in Figure 9.

Figure 9 compares the measured and simulated (consid-
ering the surrounding layers) BSE intensities at (A) 2 keV,
(B) 5keV, (C) 10 keV and (D) 15 keV as a function of the
specimen thickness for PTB7 (full and dashed green lines)
and PC;BM (full and dashed orange lines). We will focus
on the bulk case, where the contrast is more pronounced

than at small specimen thicknesses. Figure 9 reveals that
the measured PTB7 bulk intensity (green curves) is higher
than the PC,;;BM bulk intensity (orange curves) at all elec-
tron energies. In contrast, the situation for MC-simulated
data is more complex, as already discussed in Figure 8. At
2 keV (Figures 9A), the MC-simulated curve for PC; BM
(dashed orange curve) agrees with the measured PC; BM
curve (full orange curve) within the error bars, while the
MC-simulated bulk intensity of PTB7 is 25% lower than
the measurement. At 15 keV (Figure 9D), the agreement
between the measured and simulated BSE intensities is
rather good but the contrast is small. At 10 keV (Figure 9C),
the measured and simulated PTB7 curves agree reason-
ably well, whereas the discrepancy is large for PC; BM.
Moreover, the bulk intensity for both measured curves is
not constant but decreases slightly with increasing sample
thickness.

It can be concluded from Figures 8 and 9 that the
most suitable electron energy for reliable quantitative BSE
analysis of the PTB7/PC5; BM-multilayer system (with the
given layer thicknesses) is 2 keV, where the contribution
of the surrounding layers is minimised due to the small
interaction volume and the distinct contrast between the

8518017 SUOWILOD BARRID 3|qedl|dde aus Aq peusenob ae il YO ‘@SN 4O Sa|n1 10} A%eiq)T8UIIUO /8|1 UO (SUOIPUCO-PLE-SLUIBY W00 A8 1M Aed | Bul|Uo//SANY) SUORIPUOD PUe SWie | 38U} 88S *[2202/TT/7T] uo Ariqiauluo A8|im ‘e1Bojouyse | “H 1sul Jaunsies Aq 8yTET  IWI/TTTT 0T/I0p/woo A8 | Aleiq 1 pUIIUO//SdNY WOl4 papeo|umoq ‘0 ‘8T8ZSIET



CALKOVSKY ET AL.

Journal of

Microscopy s

(A) pt

2 keV BSE image

300 nm

—_

BSE intensity / Si bulk intensity g

~

—— 2keV measured
- - —2keV MC simulations

o
1

o
@
1

=
o
1

e
IS
1

FIGURE 10 BSE-SEM intensity-line scans perpendicular to the PTB7/PC,; BM-multilayer system. (A) 2 keV BSE image showing the
position of the BSE-intensity line scan across the PTB7/PC, BM-multilayer system. (B) Normalised BSE-intensity line scan (black curve) from
(A) and corresponding MC-simulated bulk intensities (dashed-red line). The green arrows indicate PEDOT:PSS layers in (A) and (B)

materials. For the higher electron energies, the situation
is more complex because the interaction volume increases
strongly and contributions from the whole layer system
are expected. Especially contributions from the strongly
scattering Pt-protection layer and the Si substrate may not
have been properly calculated in the MC simulations of
the whole layer system because the NISTelaFIT screening
parameter was used for all materials. The (dis)agreement
between simulations and measurements may also depend
very much on the specific sample region that was analysed.
Further reasons are discussed in context with Figure 10.

In Figure 10A, a 2 keV BSE image of the PTB7/PC, BM-
multilayer system is presented. Performing a 20-pixel-wide
line scan in the bulk region perpendicular to the layer sys-
tem (along the white line in the bulk region) yields the
BSE-intensity profile shown in Figure 10B. The BSE inten-
sities in Figure 10B are normalised by the bulk intensity
of the Si substrate. Figure 10B clearly shows the ability
of BSE-SEM imaging to distinguish PTB7 and PC,;BM.
Figure 10B also presents the MC-simulated BSE-bulk
intensities by a red-dashed line. The bright PTB7 and dark
PC,BM contrastis in qualitative agreement with the simu-
lations. However, the simulated intensities are lower than
the experimental data as already observed in Figure 9A.
The discrepancy for PC;BM is within the error bars in
contrast to PTB7, where the discrepancy is larger. The grad-
ual intensity transitions between the layers are due to the
finite size of the interaction volume, which leads to the
contribution of the neighbouring layers in the vicinity of
the interfaces.

The origin of the discrepancy between the measured
and simulated data for PTB7 in Figure 10B is not obvi-
ous. Possible reasons could be Ga® implantation as a
wedge-preparation artefact during FIB milling, surface
contamination, or the MC simulations due to incorrect
material parameters. The latter could apply in particular

to the polymer PTB7, while the fullerene-based PC,;BM is
less likely to show deviations from the literature values.

During the FIB milling of the wedge, measures to min-
imise the Ga™ implantation were applied (5 keV final
polishing and grazing incidence angles), which substan-
tially reduce the amount of implanted Ga*.’* Despite
the final low-energy polishing, some Ga' is inevitably
implanted and can increase the measured BSE inten-
sity of the PTB7. The influence of the Ga* implantation
on the BSE intensity can be examined by comparison
of the measured and simulated BSE intensities for Si.
In Figure 4D, the measured (red) and simulated (black)
Si curves are compared. We note that the data shown
in Figure 4D were derived from a different wedge sam-
ple but the wedge-preparation procedure was the same.
The Ga* implantation should increase the slope of the
measured curve compared to the simulations at small
sample thicknesses. However, the measured and simu-
lated curves agree very well in the small sample-thickness
region in Figure 4D, indicating that the Gat implanta-
tion is not severe and the influence on the measured
BSE intensity is not significant. For the BSE intensities
of the weakly scattering PTB7 and PC;BM, the influence
of the Ga™ implantation is more pronounced and could
explain the small discrepancy between the measured and
simulated data for PC5;BM (Figure 10B). However, the dis-
crepancy for PTB7 is too large to be assigned only to Ga*
implantation.

The next possible source for the discrepancy could be
surface contamination on the examined wedge specimen.
However, this is unlikely because the wedge was FIB
milled and the BSE images were acquired directly after-
ward without exposing the sample to ambient conditions.
Moreover, the contamination induced by the electron
beam was examined by comparing the measured BSE
intensities of the first and last BSE image within the
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measurement session, which showed only marginal differ-
ences. Hence, it can be concluded that the dependence of
the measured BSE intensity on the surface contamination
is insignificant.

Another reason for the discrepancy could be the mate-
rial parameters for PTB7 (Table 3) that were used in the MC
simulations. By varying the PTB7 material density between
1.12 and 1.8 g/cm?® in the MC simulations, it was found
that the MC-simulated BSE-bulk intensity has the same
value in this density range at 2 keV. This can be explained
in analogy to BSE-intensity dependence on the sample
thickness. The BSE intensity increases with increasing
sample thickness because a larger part of the interaction
volume is contained in the specimen, and more elec-
trons are backscattered. With the further increase of the
sample thickness, the BSE intensity saturates because the
penetration depth does not further increase and reaches
its maximum value. By increasing the material density,
the mean penetration depth decreases and tends to sat-
uration at smaller sample thicknesses with bulk BSE
intensities remaining the same for a given electron energy.
In addition, the dependence of the PTB7 bulk inten-
sity on the chemical composition (atomic number) was
studied. In the MC simulations, two additional sulphur
atoms (C49Hs;FO,Ss) were added to the nominal chem-
ical composition of the PTB7 molecule (C49Hs;FO,4S,).
At 2 keV, the simulated BSE-bulk intensity normalised
to the Si-bulk intensity yields 0.5 for C49Hs;FO4S4. Com-
paring this value with the measured intensity of 0.55
and MC-simulated intensity of 0.4 for the nominal PTB7
composition shows an improved agreement between the
measurements and simulations at 2 keV. Therefore, it is
likely that differences between the nominal and real chem-
ical composition of PTB7 contribute to the discrepancy
between the measured and MC-simulated BSE intensi-
ties in Figures 10B and 9. The difference between the
nominal and real chemical composition of PTB7 could
be caused by electron/ion-beam-induced damage. Shrink-
age and mass loss caused by electron-beam irradiation
was indeed reported for PTB7.>>3° PC71BM was found to
be more stable under electron-beam irradiation,® which
agrees with our findings because the agreement between
measured and MC-simulated data is much better than for
PTB7 not only in Figure 10B but also in Figure 9.

3 | SUMMARY

In this work, we have presented a new method for the
quantitative analysis of the BSE contrast in SEM. The pro-
posed method is based on the comparison of MC-simulated
and measured BSE intensities acquired on wedge-shaped
electron-transparent specimens. The known thickness

profile of the wedge specimens provides an additional
parameter for quantitative comparison. To enable the com-
parison of measured and MC-simulated BSE intensities,
we propose normalisation of the BSE intensities with
respect to the Si-bulk BSE intensity. Moreover, the detec-
tor properties must be accurately known and taken into
account in the MC simulations to achieve agreement with
the measurements.

The feasibility of the proposed BSE method was demon-
strated by the analysis of two multilayer samples. The
ZnS/Zn(0,S;_,)/Zn0O/Si-multilayer system tested the sen-
sitivity of the BSE analysis. It was demonstrated that mate-
rials with as similar chemical composition as Zn(OgsSy 5)
and Zn(0g ;Sy3) can be distinguished in a BSE image, as
suggested by the MC simulations. As second test sample,
a PTB7/PC, BM-multilayer system was used as a represen-
tative for weakly scattering materials. Based on MC simu-
lations, the most suitable imaging conditions for obtaining
the highest contrast between the PTB7 and PC,;BM lay-
ers were derived. The comparison of the measured and
simulated data reveals that the measured PC;BM inten-
sities can be reliably simulated, whereas in the case of
the PTB7, significant discrepancies were observed. The
most probable origin of the discrepancy is the deviation
of the nominal and real chemical composition of PTB?7,
which may have been modified by electron-beam-induced
damage.

Finally, we point out that the screening parameter in the
differential Rutherford scattering cross-sections, that are
used in the MC simulations, strongly influence the simu-
lated BSE intensities. For quantification of experiment BSE
intensities, the most suitable screening parameter must be
determined for the materials of interest.
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