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Abstract

Interactions between membrane proteins or peptides play a central role in many biochem-

ical processes such as signal reception, enzyme inhibition, transport of various solutes

across the membrane, and protein activation by signal transduction. The purpose of

the present study was to examine the structural, physical, and atomistic properties of

biomolecules embedded in phospholipid bilayers with the aid of computer-based simula-

tions.

The first part of this work aims to provide mechanistic details about water transfer

and proton transfer reactions in the tetrameric charge zipper TisB assembly of peptides

embedded in a bilayer. The formation of persister cells are among the most important

strategies employed by a bacterial population to get rid of antibiotic treatment and external

stress. E. coli overproduces the amphiphilic 𝛼-helical peptide TisB (toxic protein) into

the inner membrane, which further leads to the formation of biofilms. Consequently,

the electrochemical gradient on the membrane of the bacterial cell is obstructed. We

have performed a long all-atom simulation of selected structures and employed enhanced

sampling simulation to study the water transfer facilitated by the polar interface of the

TisB assembly. Further, we have employed QM/MM simulations to study the detailed

molecular mechanism and energetics of the transport of protons.

The second part of this work focuses on the structural analysis of the tetrameric and

hexameric E5-PDGFR𝛽 complex. Through highly specific interactions between the trans-

membrane helices, the platelet-derived growth factor receptor PDGFR𝛽 is activated by the

oncoprotein E5. We performed 2 𝜇s long classical MD simulation with three different sets

of protocols. Our MD simulation results were complimented by experimental findings from

the group of Prof. Dr. Anne S. Ulrich from KIT. The proposed tetrameric and hexameric

models were suggested to form E5-PDGFR𝛽 heterocomplexes, through specific interaction

of Thr513-Gln17 and Lys499-Asp33, which is also supported by our MD simulation. Our

simulation results match perfectly with the experimental observation.

The third part of this work focuses on the aquaporins derived from the Tonoplast

Intrinsic Proteins family (TIP). These proteins are proposed to be responsible for facilitating

the permeation of water and ammonia across the vacuolar membrane of plants. The

experiment suggests a lower permeability of water and ammonia across gel phase lipid

through aquaporin AtTip2;1 as compared with liquid phase lipid. We have performed 3 𝜇s

long classical MD simulation in two phases of lipid. Each phase of lipid consists of three

batches of simulations: (1) pure water system, (2) system containing 1000 NH3, and (3)

system containing 1000 NH
+
4
. This was also supported by our MD simulation, which was

consistent with what we saw in the experimental data, showing a lower permeability of
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NH3 and H2O in gel phase lipid. The permeability of NH3 across AtTIP2;1 in gel phase

lipid is substantially blocked in our simulation, which is also in line with the experiments.

Though NH
+
4
ions did not pass through the AtTIP2;1 our simulation shows a decrease in

the permeability of the water by half in comparison to the permeability of water in the

pure water system in the liquid phase, which is further supported by experiments.
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Zusammenfassung

Wechselwirkungen zwischen Membranproteinen oder -peptiden spielen eine zentrale Rolle

bei einer Vielzahl von biochemischen Prozessen wie Signalempfang, Enzyminhibition,

dem Transport verschiedener gelöster Stoffe durch die Membran und der Aktivierung von

Proteinen durch Signaltransduktion. Ziel der vorliegenden Studie war es, die strukturellen,

physikalischen und atomistischen Eigenschaften von Biomolekülen, die in Phospholipid-

Doppelschichten eingebettet sind, mit Hilfe von computergestützten Simulationen zu

untersuchen.

Der erste Teil dieser Arbeit zielt darauf ab, mechanistische Details über Wassertransfer-

und Protonentransferreaktionen in der tetrameren Ladungszipper-TisB-Assemblierung

von Peptiden, die in eine Doppelschicht eingebettet sind, zu liefern. Die Bildung von

Persister-Zellen gehört zu den wichtigsten Strategien von Bakterienpopulationen, um

sich einer Antibiotikabehandlung und äußerem Stress zu entziehen. E. coli überproduziert
das amphiphile 𝛼-helicale Peptid TisB (toxisches Protein) in die innere Membran, was

wiederum zur Bildung von Biofilmen führt. Folglich wird der elektrochemische Gradient an

der Membran der Bakterienzelle gestört. Wir haben eine lange All-Atom Simulation ausge-

wählter Strukturen durchgeführt und eine Enhanced Sampling Simulation eingesetzt, um

denWassertransfer zu untersuchen, der durch die polare Schnittstelle der TisB-Anordnung

erleichtert wird. Außerdem haben wir QM/MM-Simulationen eingesetzt, um den detaillier-

ten molekularen Mechanismus und die Energetik des Protonentransports zu untersuchen.

Der zweite Teil dieser Arbeit konzentriert sich auf die Strukturanalyse des tetrameren

und hexameren E5-PDGFR𝛽-Komplexes. Durch hochspezifische Wechselwirkungen zwi-

schen den Transmembran-Helices wird der Platelet-Derived Growth Factor-Rezeptor

PDGFR𝛽 durch das Onkoprotein E5 aktiviert. Wir haben 2 𝜇s lange klassische MD-

Simulationen mit drei verschiedenen Protokollen durchgeführt. Unsere MD-Simulation

sergebnisse wurden durch experimentelle Ergebnisse aus der Gruppe von Prof. Dr. Anne S.

Ulrich vom KIT ergänzt. Die vorgeschlagenen tetrameren und hexameren Modelle bilden

E5-PDGFR𝛽-Heterokomplexe durch spezifische Wechselwirkung von Thr513-Gln17 und

Lys499-Asp33, was auch durch unsere MD-Simulation bestätigt wird. Unsere Simulations-

ergebnisse stimmen perfekt mit den experimentellen Beobachtungen überein.

Der dritte Teil dieser Arbeit befasst sich mit den Aquaporinen aus der Familie der Tono-

plast Intrinsic Proteins (TIP). Diese Proteine sollen für eine erleichterte Permeation von

Wasser und Ammoniak durch die Vakuolenmembran von Pflanzen verantwortlich sein. Das

Experiment deuten darauf hin, dass die Durchlässigkeit von Wasser und Ammoniak durch

Aquaporin AtTip2;1 in der Gelphase geringer ist als in der Flüssigphase. Wir haben 3 𝜇s

lange klassische MD-Simulationen in zwei Lipidphasen durchgeführt. Zu jeder Lipidphase
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wurden drei Sätze von Simulationen durchgeführt: (1) reines Wassersystem, (2) System mit

1000 NH3 und (3) System mit 1000 NH
+
4
. Im Gegensatz zu den experimentellen Beobachtun-

gen zeigt unsere MD-Simulation auch eine geringere Durchlässigkeit von NH3 und H2O

in der Gelphase des Lipids. Die Permeabilität von NH3 durch AtTIP2;1 in der Gelphase

des Lipids ist in unserer Simulation erheblich blockiert, was ebenfalls mit experimentellen

Daten übereinstimmt. Obwohl NH
+
4
-Ionen das AtTIP2;1 nicht durchdringen, zeigt unsere

Simulation eine Verringerung der Permeabilität des Wassers um die Hälfte im Vergleich

zum reinenWassersystem in der Flüssigphase, was auch durch Experimenten gestützt wird.
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1. Introduction

1.1. Background

Cell membranes, also known as plasma membranes, are thin membranes that surround

every living cell and form a barrier between the cell and its environment. There are two

functions performed by the cell membrane. The first is to be a barrier that keeps the

components of the cell inside and unwanted substances outside, and the second is to

be a gate to allow the transport of essential nutrients into the cell and the removal of

waste products from within the cell. Proteins and lipids, which are composed primarily

of fatty acids, are the major components of the membranes of cells. Membrane lipids

primarily consist of two types: phospholipids and sterols (generally cholesterol). The

biomembranes also consist of glycolipids and glycoproteins, which contain carbohydrates.

The carbohydrate component is external to the cell and plays an important role in cell

identification. As one of the defining characteristics of phospholipids, the molecules are

easily dissolved in organic solvents, but they also have a region by which they are attracted

to and soluble in water, a characteristic that is common to both types.

Aqueous solutes cannot pass through the membrane because of the hydrophobic barrier

created by lipids. In a semipermeable membrane, there can be a presence of proteins that

allows the movement of aqueous solutes across the membrane. In addition to transport

functions, membrane proteins have roles as receptors, enzymes, and structural components.

Membrane proteins have a surface that is amphiphilic, meaning that they can interact

with both the polar exteriors of membranes, as well as the internal nonpolar surfaces of

membranes. Because membrane proteins need to maintain an amphiphilic structure, the

process of purifying and handling them is much more difficult. In general, there are two

types of membrane proteins. One type of protein referred to as extrinsic protein or periph-

eral protein, is loosely attached to the phosphoryl surface of the bilayer by ionic bonds

or calcium bridges, making it possible to form electrical connections. Extrinsic proteins

(also known as peripheral membrane proteins) can be washed off without disrupting the

membrane. The second type of protein is called intrinsic protein [1]. It is evident from

their names that intrinsic proteins are embedded firmly within the phospholipid bilayer.

Integral membrane proteins interact extensively with membrane lipids and cannot be

purified without disrupting the membrane using detergents or mechanical rupture. There

is a higher proportion of proteins in membranes that are actively involved in metabolism

compared to membranes that are not.

A number of crucial functions are performed by integral membrane proteins in all

types of cells, making them of great importance. Their function is to transport polar and
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1. Introduction

non-polar solutes, metabolites and larger molecules, such as proteins and RNA, across the

membrane. Furthermore, membrane proteins play a crucial role in sending and receiving

chemical signals, propagating electrical impulses, attaching cells together, and anchoring

other proteins to specific locations within the cell. In addition, they act as a signalling

receptor for intracellular vesicular transport, regulate the composition of lipids in the

membrane, and organise and maintain the shape of organelles and structures within the

cell [1].

1.2. Categories of Membrane Proteins

Integral membrane proteins (see fig. 1.1) are capable of adapting to a variety of envi-

ronments that differ from the cytosol in viscosity, dielectric constant as well as isotropy

conditions, while also enduring gradients in pH, redox potential, and pressure. The inte-

gral proteins are sometimes regarded and described as transmembrane segments (TMSs).

Further, two types of integral membrane proteins have been identified as 𝛼-helical and

𝛽-barrels. One of the most abundant and well-studied integral proteins is the 𝛼-helical

membrane protein, which contains one or several 𝛼-helices.

Figure 1.1.: Schematic representation of a membrane protein.

1.2.1. 𝛼-Helix

Most integral membrane proteins are composed of an 𝛼-helix of twenty or more predom-

inantly nonpolar residues along with some polar or charged residues. It is common for

charged amino acids to be positioned for functional purposes, to form electrostatic ion

pairs, or to exist in their uncharged states. Alternatively, the charge or polar groups of

charged or polar side chains can be orientated beyond the nonpolar core of the bilayer
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by folding towards the membrane interface. Snorkeling (burying themselves with their

aliphatic part facing the hydrophobic region of the lipid bilayer, while positioning the

charged amino group in the more polar interface of the protein or solvent) is another

phenomenon that is observed with lysine [2] and residues such as arginine, tyrosine,

aspartate, glutamate, asparagine and glutamine. Additionally, polar side chains near the

TMS ends form hydrogen bonds with other peptides to cap the ends of the helices [3]. Due

to their electrostatic interactions with the hydrocarbon core, tryptophans and tyrosines

are found at the interface of polar and nonpolar domains.

The firstmembrane protein observed to consist of an𝛼-helical corewas bacteriorhodopsin

(bR), a light-driven proton pump from Halobacteria. BR consists of seven roughly paral-

lel transmembrane membranes (TM) helices coupled to the retinal cofactor by covalent

bonds [4]. Another example is aquaporin which is composed of a bundle of six transmem-

brane 𝛼-helices. Bacteriorhodopsin is quite regular and oriented fairly perpendicular to

the bilayer, whereas, it is most common to find that 𝛼-helical bundle membrane proteins

contain some tilted 𝛼-helices as well as TM helices with distortions due to kinks and bulges.

In this work, I have studied three such 𝛼-helix transmembrane proteins, which perform

different functions for the cells. In my first research project, I worked on the tetrameric

charge zipper TisB peptide, which is suggested to be involved in the proton transfer across

the membrane, which I have covered in greater detail in chapter 7. My second project

focused on the association of E5-PDGFR with peptides in membranes. The E5 protein

plays a role in the activation of platelet-derived growth factor receptor (PDGFR𝛽) in a

ligand-independent manner by transmembrane helix-helix interactions. This part has been

discussed in detail in chapter 8. In my third project, I worked on the water and ammonia

selectivity through aquaporin AtTIP2;1 in the liquid phase and gel phase lipid bilayer,

which I have covered in great detail in chapter 9.

1.2.2. 𝛽-Barrels

Membrane-spanning barrels are found in outer membranes of bacteria and mitochondria

as well as chloroplasts, within which they perform several functions such as transporters,

phage binding structures, catalytic agents, and adhesion molecules. In spite of the wide

variety of morphologies of monomers and oligomers as well as an open barrel to the tight

packing of their interiors, most of them form pores that enable ions to disperse across their

surfaces. 𝛽-barrels typically consist of 8 to 26 amphiphilic 𝛽-strands crossing the bilayer at

∼ 45
◦
and adjacent 𝛽-sheet are hydrogen bonded to each other. Each barrel consists of 9

to 11 residues hydrogen-bonded to adjacent strands. There can be an exception including

a VDAC (voltage-dependent anion channel), a mitochondrial 𝛽-barrel, which has an odd

number of strands [5]. It’s been found that porins, a family of trimers with three open

pores, vary in their selectivity towards ions and solutes due to the structural characteristics

of their pores [6]. Larger barrels facilitate diffusion of specific large solutes containing an

internal plug domain.
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1.3. Function of Transmembrane Proteins

Numerous genetic, biochemical, and biophysical studies of membrane proteins have

shed light on their molecular functions as seen in fig. 1.2. It is the architecture and the

gating mechanisms of channels that illuminate the specificity of the integral proteins.

Transporters from widely varying families share fundamental transport mechanisms.

Mechanisms of membrane enzymes can be uncovered by capturing intermediates in their

reaction cycles.

1.3.1. Transporters

In essence, membrane transport proteins are proteins that are involved with the move-

ment of ions, small molecules, and macromolecules, for example another protein, across a

biological membrane. There are two routes by which proteins may assist in the movement

of substances, either through passive or active transport. There is a major difference

between a channel protein and a carrier protein. In the case of carrier protein, both the

extracellular and intracellular environments are not accessible simultaneously. Either

the inner gate or the outer gate is open. A channel, on the other hand, can be open

simultaneously to both environments, allowing molecules to diffuse unrestricted. In gen-

eral, carrier proteins have binding sites, whereas channel proteins do not have binding sites.

Figure 1.2.: Schematic representation of functions performed by integral proteins.

1.3.2. Ion Channels

Ion channels are proteins that construct pores in membranes and are responsible for

allowing ions (such as 𝐶𝑎2+, 𝑁𝑎1+ ) to pass through the channels. By regulating ion flow
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across the membrane and controlling the flow of ions across secretory and epithelial

cells, they establish a resting membrane potential and shape action potentials and other

electrical signals. Ion channels differ from other types of ion transporters in two main

ways [7]:

1. The rate of ion transport through the channel is very high.

2. Ions pass through channels down their electrochemical gradient.

These ion channels are often described as narrow water-filled tunnels that allow only

selective ions to pass through. This characteristic is called selective permeability.

1.3.3. Receptors

There is a variety of chemical structures, consisting of protein molecules, that are involved

in receiving and converting signals that may be integrated into biological systems through

receptors [8]. As the name suggests, these signals are typically chemical messengers,

which bind to a receptor. This triggers a response in a cell or tissue, such as an increase in

its electrical activity, which leads to an increase in its metabolic activity. The action of

the receptor can be classified into three main categories based on the manner in which it

transmits signals, amplifies signals, and integrates signals.
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2. Computational Chemistry

Computational chemistry has a direct impact on advancing our understanding of chemistry

as a manifestation of the behaviour of atoms and molecules, as well as seeing these entities

as real entities rather than mere convenient models of human behaviour.

2.1. Introduction

The term computational chemistry (or molecular modelling; the two terms are basically

the same) describes a collection of techniques that can be applied to the analysis and

investigation of chemical problems using computers. With the help of computational

chemistry, biochemical processes can be investigated at an atomistic level. A theoretical

chemistry method is implemented into efficient computer programs to predict the structure

and calculate a wide range of properties of small molecules or complex systems such as

proteins and enzymes. These are some of the questions that are commonly investigated

using computational methods:

• An understanding of molecular geometry involves understanding the shapes of

molecules – bond lengths, angles, and dihedral angles.

• We can determine the equilibrium isomer by calculating the energies of the molecules

and their transition states, as well as how fast the reaction will proceed (based on

the energy of the transition state and the reactant energies).

• A comprehensive understanding of chemical reactivity, for instance, enables us

to predict where various kinds of reagents will attack a molecule depending on

where electrons are concentrating (nucleophilic sites) and where they desire to go

(electrophilic sites).

• It is possible to design better drugs by observing how a molecule interacts with an

enzyme’s active site.

• Physical properties of substances are determined by the properties of individual

molecules as well as how the molecules interact in the bulk materials. An example

would be how well molecules fit together and how strong the forces between them

are by determining the strength and melting point of a polymer (for example, a

plastic).
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2.2. Tools of Computational Chemistry

A wide range of methods is available that computational chemists can employ in studying

these questions in order to gain a greater understanding of them. There are five broad

categories of tools available:

1. Ab initio: Typically, ab initio calculations (ab initio is the Latin term that means

"from the beginning", i.e. "from the first principle") are based on Schrödinger’s

equation. Modern physics relies heavily on this equation to explain, among other

things, how electrons behave in molecules. We can calculate the energy and wave

function (often written as wavefunction) of a molecule using the ab initio method by

solving the Schrödinger equation. Electron distribution can be calculated using the

wavefunction, a mathematical function. As a result of the electron distribution, we

are able to determine for example the polarity of a molecule and the regions of the

molecule that are likely to be attacked by nucleophiles and electrophiles [9].

2. Semiemperical methods (SE): In the same way as ab initio methods, semiempiri-

cal methods rely on Schrödinger’s equation. The semiempirical method, however,

uses more approximate solutions and does not evaluate the very complex integrals

required for the ab initio method. In order to do this, the program uses a library of

integrals which is searched for the best fit of some calculation entity like geometry or

energy (such as heat of formation) to the experimental values in order to determine

the best integrals. A semiempirical method is based on a combination of theory and

experiment: the Schrödinger equation is used but parameterised according to experi-

mental data (empirical means experimental). The process of plugging experimental

values into a mathematical method in order to obtain the most accurate values is

called parameterisation [10].

3. Density functional theory (DFT): Similarly to ab initio and semiempirical calcula-

tions, density functional calculations are also based on the Schrödinger equation,

which is of course a fundamental component. There is one important difference

between DFT and the other two methods – it does not utilise a conventional wave-

function but instead uses an electron density. This reduces the cost of computational

calculations. Functionals are mathematical entities that relate to functions. Calcula-

tions based on density functionals are typically faster than ab initio calculations, but
slower than those based on semiempirical methods. DFT usually scales with N

3
, so

larger systems can be calculated over longer periods of time [11].

4. Molecular mechanics (MM): It is a theory based on the idea that molecules are

composed of a collection of balls (atoms) connected by springs (bonds). In order to

calculate the energy of any given collection of balls and springs, we need to know

the spring lengths and angles between those, as well as the amount of energy used

to stretch and bend these springs. It is not possible to simulate chemical reactions in

which bonds are broken or formed, using molecular mechanics. By using molecular

mechanics, potential functions are generated that are not absolute but rather can be

used as a comparison tool between different configurations of molecules. As a result

12
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of the efficiency of molecular mechanics, a fairly large molecule, such as a steroid,

protein, or enzyme, can be optimised in seconds by a good personal computer.

5. Molecular dynamics (MD): The laws of motion are applied to molecules in molecu-

lar dynamics calculations. It is possible to simulate very large systems for several 𝜇s

using force field methods because the computational effort is low. However, this

comes at the expense of accuracy. The application of this method allows one to sim-

ulate the motion of an enzyme as it changes shape when binding to the substrate or

the motion of water molecules surrounding a solute if it changes its shape. Molecular

dynamics can also be used for simulating actual chemical reactions by combination

with quantum mechanical principles [12].

2.3. Combining all the Information

In order to investigate the structure and behaviour of very large biological molecules,

molecular mechanics is often employed, since other methods (quantum mechanical meth-

ods based on the Schrödinger equation) would take a long time. New molecules with

unusual structures are preferably calculated with ab initio or DFT calculations due to

the parameterisation inherent in MM or semiempirical methods, as it is difficult when

dealing with molecules with very different structures compared to those used in the

parameterisation. A separate parameterisation can be run under such situations.

A number of methods are available for calculating the energies of molecules, including

MM, SE, ab initio, and DFT. Methods are selected based on the nature of the problem being

addressed. Quantum mechanical methods are usually used to study reactivity, which is

largely determined by electron distribution (SE, ab initio, or DFT). In order to calculate IR

spectra accurately, ab initio or DFT methods are the most reliable, although SE spectra

can be calculated in a useful manner with some MM programs. It is beneficial to use com-

putational chemistry in order to investigate the properties of materials, i.e. in materials

science. Computational chemistry has been utilised to investigate semiconductors, super-

conductors, plastics, and ceramics. A solid-state physics background and some specialised

knowledge are usually necessary for such studies.

Computational chemistry is often used to see how a molecule fits into an enzyme’s

active site. The substrate can be docked using a mouse and a feedback device so that

the forces acting on the molecule being docked can be felt. Automated docking is now

standard practice. These docking experiments serve as a basis for the design of better

drugs, small molecules that will interact more effectively with the target enzymes that are

desired but will be ignored by other enzymes.

In fig. 2.1, there is a summary of the feasible system sizes and simulation times of the

described methods. In chapter 3, a more detailed explanation of ab initio methods, DFT,

and semiempirical DFTB methods will be provided. Chapter 4 describes in detail how

the force field methods based on all atoms and molecular dynamics can be used. It is

possible to accelerate rare events using enhanced sampling techniques when a process or

13



2. Computational Chemistry

Figure 2.1.: Hierarchy of various computational chemistry methods based on system size

and time scale.

mechanism exceeds the timescale of the available method.
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3. Quantum Chemistry

Background

The concept of molecular mechanics is not always adequate to describe molecular systems

in their proper context. It is necessary to use quantum mechanic calculations in order to

simulate chemical reactions, e.g. bond breaking and bond formation, proton transfer, and

many other biochemical processes. Through the use of computational methods, we are able

to study biochemical processes at the atomic level. Biological processes involve a variety of

spatial and temporal scales. From the absorption of light at femtoseconds, to the catalysis

of an enzyme at seconds. Multiscale methods have been developed to link these scales, and

thus provide a more accurate description of these processes. Biological processes require

the use of a wide range of time scales to understand since from the absorption of light

at femtoseconds to the catalysis of an enzyme at seconds, multiscale methods should be

used for this purpose. To accurately describe biochemical reactions occurring in biological

systems, ab initio methods are needed. Because of the high computational cost, ab initio
methods are limited by the number of atoms (100-200). As a result, semiempirical methods

are required when handling larger systems and when analysing structures that have been

sampled.

Molecular dynamic (MD) simulations have been used over the years as a way to elucidate

the structures and thermodynamic properties of proteins by sampling them based on force

field methods, which have many benefits. There is a big advantage in using classical MD

simulations in describing biological systems, a strength that comes from the fact that the

computational effort involved is much lower than it is in ab initio simulations, which is

particularly useful for large molecules. For example, a simulation of a system consisting

of up to 100 000 atoms can be carried out for a period of several milliseconds. Several

coarse-grained methods are available for the description of even larger systems or for

longer periods of time. A range of methods, including ab initio, semiempirical, and MD

simulations, will be discussed in this thesis.

3.1. Schrödinger Equation

Schrödinger’s equation corresponds to Newton’s second law of classical mechanics in

quantum mechanics. In quantum mechanics, the Schrödinger equation allows us to predict

the evolution over time of a wave function, which is a characterisation of an isolated

physical system based on its quantum mechanical properties. For obtaining quantum

mechanical information of stationary states, such as the total energy of a molecule, the

non-relativistic time-independent Schrödinger equation is usually used.
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3. Quantum Chemistry

𝐻̂ (r)Ψ(r) = 𝐸 (r)Ψ(r) (3.1)

𝐻̂ (r) = 𝑇 +𝑉 (r) (3.2)

Here, 𝐻̂ is a Hamiltonian operator consisting of the kinetic energy operator (𝑇 ) and the

potential energy operator (𝑉 ). Their evolution in time is described by the time-dependent

Schrödinger equation:

𝐻̂ (r, 𝑡)Ψ(r, 𝑡) = 𝜄ℏ𝜕𝜓 (r, 𝑡)
𝜕𝑡

(3.3)

𝐻̂ (r, 𝑡) = 𝑇 +𝑉 (r, 𝑡) (3.4)

All the terms have the usual meaning as described previously. ℏ is the reduced Planck

constant and𝜓 (r, 𝑡) is a wave function, a function that assigns a complex number to each

point r at each time t. 𝑉 (r, 𝑡) is the potential that represents the environment in which

the particle exists and 𝜄 is the imaginary unit. It is possible to describe the system as a

function of time by solving the Schrödinger equation, which produces the wave function.

Probability density functions are defined as the product of the square of the absolute value

of the wave function at each point of the wave function.

P(r, 𝑡) = |Ψ(r, 𝑡) |2 (3.5)

For a system of 𝑁 nuclei and 𝑛 electrons, the molecular Hamilton operator 𝐻̂ consists

of five contributions:

𝐻̂ =−
𝑁∑︁
𝐴

ℏ2

2𝑀𝐴

∇2

𝐴︸           ︷︷           ︸
𝑇𝑁

−
𝑛∑︁
𝑖

ℏ2

2𝑚𝑒

∇2

𝑖︸         ︷︷         ︸
𝑇𝑒

+
𝑁∑︁
𝐴

𝑁∑︁
𝐵>𝐴

𝑍𝐴𝑍𝐵𝑒
2

4𝜋𝜖0r𝐴𝐵︸                 ︷︷                 ︸
𝑉𝑁𝑁

−
𝑁∑︁
𝐴

𝑛∑︁
𝑖

𝑍𝐴𝑒
2

4𝜋𝜖0r𝐴𝑖︸                ︷︷                ︸
𝑉𝑁𝑒

+
𝑛∑︁
𝑖

𝑛∑︁
𝑗>𝑖

𝑒2

4𝜋𝜖0r𝑖 𝑗︸               ︷︷               ︸
𝑉𝑒𝑒

(3.6)

𝑍 is the atomic number and𝑀 the mass of the nuclei, and 𝑟 is the respective distance

between particles. The first two terms 𝑇𝑁 and 𝑇𝑒 are the kinetic energy operators of the

nuclei and electrons, 𝑉𝑁𝑁 the potential energy operator for repulsive nucleus-nucleus

interactions, 𝑉𝑁𝑒 the potential energy operator for attractive interactions between nuclei

and electrons and𝑉𝑒𝑒 the potential energy operator for repulsive electron-electron interac-

tions.
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3.2. Born-Oppenheimer Approximation

3.2. Born-Oppenheimer Approximation

It can be said that Born-Oppenheimer approximation is one of the most fundamental

principles that underlies the description of quantum states of molecules in general. As a

result of this approximation, the motions of the nuclei and the electrons can be separated

from one another.

Using the Born-Oppenheimer approximation, the motions of electrons in a molecule

are taken into account, while the motion of the atomic nuclei is neglected. The Born-

Oppenheimer approximation has its physical basis in the fact that the mass of an atomic

nucleus in a molecule is several thousand times larger than the mass of an electron. As a

result, the nuclei move much more slowly than the electrons. Due to their opposite charges,

the nucleus of an atom and an electron are also attracted to each other by a mutually

attractive force as shown in equation 3.6. Both particles are accelerated because of the force

between them. In general, the acceleration is inversely proportional to the mass of the parti-

cle (𝑎 ∝ 1

𝑚
), therefore the electron acceleration is much larger than the nuclear acceleration.

So in order to describe the electronic states of a molecule reasonably, it would be helpful

to assume that the nuclei are stationary. In essence, electrons react almost instantly to

changes in nuclear positions and are therefore considered to be moving in a field of fixed

nuclei. This is known as the Born-Oppenheimer approximation. Because of the fixed

positions of the nuclei, the kinetic energy of the nuclei is zero and the strength of the

nucleus-nucleus repulsion for a given geometry is constant. In the case of a diatomic

molecule, for example, the Hamiltonian operator is made up of three terms:

𝐻̂ (r, 𝑅) = 𝑇𝑛𝑢𝑐 (𝑅) +
𝑒2

4𝜋𝜖0

𝑍𝐴𝑍𝐵

𝑅
+ 𝐻̂𝑒𝑙𝑒𝑐 (r, 𝑅) (3.7)

𝑇𝑛𝑢𝑐 (𝑅) = − ℏ2

2𝑚𝐴

∇2

𝐴 − ℏ2

2𝑚𝐵

∇2

𝐵 (3.8)

𝐻̂𝑒𝑙𝑒𝑐 (r, 𝑅) =
−ℏ2
2𝑚

∑︁
𝑖

∇2

𝑖 +
𝑒2

4𝜋𝜖0

(
−

∑︁
𝑖

𝑍𝐴

𝑟𝐴𝑖
−

∑︁
𝑖

𝑍𝐵

𝑟𝐵𝑖
+ 1

2

∑︁
𝑖

∑︁
𝑗≠𝑖

1

r𝑖 𝑗

)
(3.9)

An electron is approximately 2000 times lighter than a proton. Using the Born-Oppenheimer

approximation, nuclear contributions can be ignored when calculating the electronic wave

function and energy. Consequently the electronic wave function𝜓 (r, 𝑅) is found as the

electronic Schrödinger equation.

𝐻̂𝑒𝑙𝑒𝑐Ψ𝑒𝑙𝑒𝑐 = 𝐸𝑒𝑙𝑒𝑐Ψ𝑒𝑙𝑒𝑐 (3.10)

The total energy of the two-particle system can be calculated as follows:

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑒𝑙𝑒𝑐 +
𝑒2

4𝜋𝜖0

𝑍𝐴𝑍𝐵

𝑅
(3.11)
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Although the Born-Oppenheimer approximation does not consider nuclear kinetic

energy terms, the resulting electronic wavefunction is also influenced by variations in the

positions of the nuclei 𝑅 when determining the electronic energy.

3.3. Variational Principle

Unlike the Schrödinger equation for one-electron systems, such as 𝐻+
2
, the electronic

Schrödinger equation cannot be solved analytically for systems with many electrons.

Using the variational principle, the many-body wave function Ψ is approximated best

for systems with many electrons. This variational principle explains that depending on a

wave function and a Hamiltonian operator, the expectation value for the binding energy

of a system is always to be higher than or equal to the actual binding energy of the system,

assuming an approximate wave function and an exact Hamiltonian operator are used. By

adjusting one or more parameters in a wavefunction, we can find the best approximate

wavefunction, also known as the trial wave function Ψ𝑡𝑟𝑖𝑎𝑙 .

⟨𝐸𝑡𝑟𝑖𝑎𝑙⟩ ≥ 𝐸𝑡𝑟𝑢𝑒 (3.12)

⟨𝐸𝑡𝑟𝑖𝑎𝑙⟩ =
∫
Ψ∗
𝑡𝑟𝑖𝑎𝑙

𝐻̂Ψ𝑡𝑟𝑖𝑎𝑙𝑑𝜏∫
Ψ∗
𝑡𝑟𝑖𝑎𝑙

Ψ𝑡𝑟𝑖𝑎𝑙𝑑𝜏
(3.13)

Usually, expectation values and normalisation integrals can be calculated analytically.

3.4. Hartree-Fock Theory

An electronic wave function, Ψ, is a combination of one-electron wave functions Φ, also
known as orbitals, and is made up of total electronic waves. It is necessary for the wave

function to be antisymmetric with respect to the interchange of two electrons in order

to comply with the Pauli principle, which states that two electrons differ in at least one

quantum number.

The electronic wavefunction Ψ is constructed as a product of one-electron wave-

functions Φ𝑖 (𝑖) (i=1,...,N) to consider a many-electron system, which is known as Hartree

product.

Ψ(r1, r2, ..., r𝑁 ) = Φ1(1)Φ2(2)...Φ𝑁 (𝑁 ) (3.14)

Hartree’s product, however, is not in accordance with the antisymmetry principle. In

order to achieve the antisymmetry, linear combinations of Hartree products are first

calculated with the help of Slater determinants:
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Φ𝑆𝐷 =
1

√
𝑁 !

���������
𝜙1(1) 𝜙2(1) . . . 𝜙𝑁 (1)
𝜙1(2) 𝜙2(2) . . . 𝜙𝑁 (2)
...

...
. . .

...

𝜙1(𝑁 ) 𝜙2(𝑁 ) . . . 𝜙𝑁 (𝑁 )

��������� (3.15)

1√
𝑁 !

is a normalisation factor. A Slater determinant can be used to describe the electrons

through an antisymmetrised product. Using a trial wavefunction consisting of a single

Slater determinant equates to the assumption that each electron moves independently

except that it feels the Coulomb repulsion because of all other electrons. It is for that

reason also known as the independent particle model or a mean-field theory. For the

one-electron wave-functions, coordinates of electrons along the rows and columns follow

orthonormality (⟨Φ𝑖 |Φ 𝑗 ⟩ = 𝛿𝑖 𝑗 ).

3.4.1. Hamiltonian

The energy of the Slater determinant is obtained by splitting the molecular Hamiltonian

𝐻̂ operator in the one-electron operator
ˆℎ𝑖 and the two-electron operator 𝑣𝑖 𝑗 .

𝐻̂ = 𝑇𝑒 +𝑉𝑁𝑒 +𝑉𝑒𝑒 +𝑉𝑁𝑁

=

𝑁∑︁
𝑖

ˆℎ𝑖 +
𝑁∑︁
𝑖> 𝑗

𝑣𝑖 𝑗 +
𝑁∑︁
𝐴>𝐵

𝑍𝐴𝑍𝐵

𝑟𝐴𝐵
(3.16)

The one-electron operator
ˆℎ𝑖 and the two-electron operator 𝑣𝑖 𝑗 are given by:

ˆℎ𝑖 = −1
2

▽2𝑖 −
∑︁
𝐴

𝑍𝐴

r𝑖𝐴
(3.17)

𝑣𝑖 𝑗 =
1

r𝑖 𝑗
(3.18)

𝐻̂𝑒𝑙𝑒𝑐 =
∑︁
𝑖

ˆℎ𝑖 +
∑︁
𝑖> 𝑗

𝑣𝑖 𝑗 +𝑉𝑁𝑁 (3.19)

Since 𝑉𝑁𝑁 is constant, we can ignore it for now.

3.4.2. Energy Expression

By definition, the best possible one-electron wavefunctions will give the lowest possible

total energy for a many-electron system when combined into a Slater determinant. This

method can be used to calculate the expectation value of the total energy for a system

when used with the complete Hamiltonian. This wavefunction of the system is called the

Hartree-Fock wavefunction, and the total energy is the Hartree-Fock energy. Using the

variational principle to minimise the total energy of a system, we can obtain the following

set of Schrödinger-like equations that are called Hartree-Fock equations.
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3. Quantum Chemistry

𝐹𝑖Φ𝑖 = 𝜖𝑖Φ𝑖 (3.20)

𝐹 is the Fock operator. A Hartree-Fock equation can be solved using the Fock operator,

which is a one-electron operator and gives the energy for a single electron and the Hartree-

Fock orbital attached to the electron. A fundamental feature of the Fock operator is,

that it allows us to understand how Hartree-Fock (HF) or Self-Consistent Field (SCF)

theory accounts for electron-electron interactions between atoms and molecules, while

preserving the concept of atomic and molecular orbitals. It is necessary to write the full

antisymmetrised wavefunction as a Slater determinant of spin orbitals in order to obtain

the form of the Fock operator.

𝐹 = 𝐻̂ 0 +
𝑁∑︁
𝑗=1

(𝐽 𝑗 − 𝐾̂ 𝑗 ) = − ℏ2

2𝑚
∇2 − 𝑍𝑒2

4𝜋𝜖0r
+

𝑁∑︁
𝑗=1

(𝐽 𝑗 − 𝐾̂ 𝑗 ) (3.21)

There are two terms in this equation that account for the kinetic energy of an electron

and the potential energy of that electron when it interacts with the nucleus. The second

term in the equation 3.21 represents the potential energy of one electron in an average

field created by all the other electrons. In a many-electron system, the operators 𝐽 and 𝐾̂

come from electron-electron repulsion terms. The operator 𝐽 𝑗 is known as the Coulomb

operator, whereas the operator 𝐾 𝑗 is known as the exchange operator.

𝐽 𝑗 (𝑖) |Φ𝑖 (𝑖)⟩ = ⟨Φ 𝑗 ( 𝑗) |
1

r𝑖 𝑗
|Φ 𝑗 ( 𝑗)⟩|Φ𝑖 (𝑖)⟩ (3.22)

𝐾̂ 𝑗 (𝑖) |Φ𝑖 (𝑖)⟩ = ⟨Φ 𝑗 ( 𝑗) |
1

r𝑖 𝑗
|Φ𝑖 ( 𝑗)⟩|Φ 𝑗 (𝑖)⟩ (3.23)

Generally, the Coulomb operator 𝐽 𝑗 is defined as the classical electron-electron repul-

sion (Coulomb repulsion), while the exchange operator 𝐾̂ 𝑗 takes into account the spin,

which is based on quantum mechanics due to the antisymmetry of the Slater determinant.

Increasing the flexibility of wavefunctions by adding additional parameters to the guess

orbitals used in Hartree-Fock calculations is expected to result in better and better energies.

3.4.3. Basis Set Approximation

Due to the dependence of the HF equation on the MOs, the HF equation is solved by the

self-consistent field (SCF) procedure, where the MOs are constructed from an initial guess

and adjusted in each iteration until a convergence criterion of the total energy is met.

Therefore, the molecular orbitals can be written as Linear Combination of Atomic Orbitals

(LCAO) in order to solve it numerically.

|Φ𝑖⟩ =
𝑀𝑏𝑎𝑠𝑖𝑠∑︁
𝛼=1

𝑐𝑖𝛼 |𝜒𝛼⟩ (3.24)

where 𝑐𝑖𝛼 refers to the expansion coefficients and 𝜒𝛼 refers to the atomic spatial orbitals

(AO). The set of AOs is called a basis set, which contains a Slater-type orbital (STO) or a
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3.5. Density Based Methods

Gaussian-type orbital (GTO). The Hartree-Fock equations in the atomic orbital basis of

the Roothan-Hall equation.

𝐹𝐶 = 𝑆𝐶𝐸 (3.25)

Specifically, F represents the Fock matrix elements, S represents the overlap elements

between the basis functions, and C is the N x N matrix that contains the coefficients

of the expansion and E represents N × N which contains the orbital energies. In order

to determine unknown MO coefficients, the Fock matrix is diagonalised. Rothan-Hall

equations are iteratively solved starting with an estimation of the coefficients until the

obtained set of coefficients is self-consistent within a certain threshold.

3.4.4. Electron Correlation

HF’s main disadvantage is, that it fails to take into account electron correlation due to its

mean-field approximation, which ignores the direct interaction between electrons. As the

basis set size increases, the accuracy of the HF method improves. However, even with

very large basis sets the HF method can not attain 100% accuracy due to the mean field

approximation. In the mean-field approximation, each electron is treated independently,

that is, it moves under the influence of the average electrostatic field created by the other

electrons in the system. As a result, electron correlation is ignored, which is vital for

describing chemical phenomena.

The correlation energy (𝐸𝑐𝑜𝑟𝑟 ) is given by

𝐸corr = 𝐸exact − 𝐸HF (3.26)

Coulomb correlations are between electrons with opposite spins, while Fermi correla-

tions are between electronswith the same spin. A linear combination of Slater determinants

can be used for electron correlations.

There are various techniques developed for post-Hartree-Fock methods, that can im-

prove the HF results by using wave functions containing more than one Slater determinant,

i.e. coupled cluster or Møller–Plesset perturbation theory.

3.5. Density Based Methods

3.5.1. Density Functional Theory (DFT)

DFT is a computational method, that determines the properties of molecules by determining

the electron density of the molecules. It is important to note that electron density is a

physical characteristic of all molecules, in contrast to wavefunction, which is not a physical

reality, but a mathematical construct. An electron density is an interpretation of𝜓 that

it is equal to the square of the wavefunction. This system can be fully described by the

electron density of the system since the integral of the electron density defines the electron

number of the system, the cusps within the electron density define the position of nuclei

in the system, and the heights of these cusps define the nuclear charges:
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𝑁 =

∫
𝜌 (r)𝑑r (3.27)

3.5.2. The Hohenberg-Kohn Theorems

The core spirit of DFT is to substitute the complicated and thus hard-to-compute many-

electron wavefunction, which contains 3𝑁 (𝑁 is the number of electrons) variables of

electron density. The two Hohenberg-Kohn theorems establish a connection between 𝜌(r)
and the electronic molecular ground state. The theorems are as follows:

1. The first theorem provides a one-to-one mapping between the exact electron density

𝜌 (r) and the exact external potential 𝑉ext(r), therefore there cannot be two different

𝑉ext, that yield the same ground state electron density 𝜌 (r). The exact external

potential𝑉ext(r) determines the exact ground state wavefunction and thus, the exact

wavefunction is a functional of the ground electron density 𝜌0(𝑟 ).

𝐸0 [𝜌0(r)] = 𝑇 [𝜌0(r)] + 𝐸ee [𝜌0(r)] + 𝐸Ne [𝜌0(r)] (3.28)

In the case of molecules and solids, 𝑉ext(r) is the electrostatic potential of the nuclei.
The ground state energy consists of the kinetic energy of the electrons, which

is represented by 𝑇 [𝜌0], the energy of the electron-electron interaction, which is

represented by 𝐸ee [𝜌0], and the electron-nuclei attraction, which is presented by

𝐸Ne [𝜌0].

2. The second Hohenberg-Kohn theorem says that a trial electron density results in

higher or equal energy than an exact electron density, which is also analogous to

the Raleigh-Ritz principle for wave functions, according to which the ground state

wavefunction minimises the energy expectation value.

𝐸 [𝜌] ≥ 𝐸0 (3.29)

Thus, the variational principle can be used to approximate the ground state electron

density 𝜌0(r).

3.5.3. The Kohn-Sham Approach

However, Hohenberg-Kohn based density calculation usually lacks accuracy due to the

poor representation of the kinetic energy. To overcome this limitation, Kohn and Sham (KS)

proposed splitting the functional parts of kinetic energy. The concept of a non-interacting

reference system is introduced by Kohn and Sham in the form of an orbital-based system,

where non-interacting electrons are placed in an effective potential of 𝑉eff. It is possible to

calculate a large part of the total energy using this approach. Furthermore, an approximated

functional will be used to treat the non-classical contribution to the electron-electron

repulsion. Thus equation 3.28 can be re-written as:

𝐸 [𝜌] = 𝑇S [𝜌] + 𝐽 [𝜌] + 𝐸XC [𝜌] + 𝐸Ne [𝜌] (3.30)
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𝐸XC [𝜌] ≡ 𝑇 [𝜌] −𝑇S [𝜌] + 𝐸ee [𝜌] − 𝐽 [𝜌] (3.31)

In equation 3.30, 𝐽 [𝜌] refers to the classical Coulomb interaction between electrons and

𝑇S refers to the kinetic energy of the non-interacting reference system, which is thus not

equal to the exact kinetic energy of an interacting system (𝑇s ≠ 𝑇 ). The remaining part of

the kinetic energy and of the potential energy, the electron exchange, is transferred to the

so-called exchange-correlation functional 𝐸XC [𝜌]. Further expanding the equation 3.30:

𝐸 [𝜌 (r)] = −1
2

𝑁∑︁
𝑖=1

⟨𝜑𝑖 | ▽2 |𝜑𝑖⟩ +
1

2

∫
𝜌 (r)𝜌 (r′)
|r − r′| drdr′ + 𝐸XC [𝜌] +

∫
𝑉Ne𝜌 (r)dr (3.32)

The electron density can be obtained from the Kohn-Sham orbitals:

𝜌 (r) =
𝑁∑︁
𝑖=1

| 𝜑𝑖 (r) |2 (3.33)

At this point, the effective potential 𝑉eff as well as the orbitals have to be determined.

𝑉eff(r) = 𝑉 (r) + 1

2

∫
𝜌 (r′)
|r − r′|dr

′ +𝑉XC(r) (3.34)

The effective potential 𝑉eff contains the potential 𝑉 (r) of the nuclei, the Coulomb interac-

tion between electrons and the mean-field created by all other electrons, and finally the

so-far unknown potential 𝑉XC(r). 𝐸XC represents the exchange-correlation energy, which

is defined as the functional derivative of 𝐸XC.

Finally, the one particle Kohn-Sham equation can be given by:[
−1
2

▽2 +𝑉eff(r)
]

︸               ︷︷               ︸
𝐻̂KS

𝜑𝑖 = 𝜖𝑖𝜑𝑖 (3.35)

Similar to HF equations, the Kohn-Sham equations need to be solved iteratively to

obtain orbitals and ground state energies, since 𝑉eff(r1) depends on the density due to the

Coulomb part.

The𝑉𝑋𝐶 is defined as the functional derivative of 𝐸𝑋𝐶 , with respect o the electron density,

which is given by

𝑉𝑋𝐶 (𝑟1) =
𝜕𝐸𝑋𝐶

𝜕𝜌 (r) . (3.36)

Since both of the exchange-correlation terms are unknown, and thus have to be approx-

imated, this is the main challenge to the DFT. Various approximations can be used in DFT

to calculate the electron correlation by using the exchange-correlation functional, which

is briefly explained in the next section.
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3. Quantum Chemistry

3.5.4. Local Density Approximation

In DFT, local density approximations (LDA) depend solely upon the value of a point’s

electronic density at each point in space to approximate the exchange-correlation energy

functional. LDA is the simplest method, which is based on the model of the uniform

electron gas or homogeneous electron gas. The 𝐸XC using LDA is given by

𝐸LDA
XC

[𝜌] =
∫

𝜌 (r)𝜖xc(𝜌 (r))dr (3.37)

𝜖𝑋𝐶 [𝜌 (r)] = 𝜖𝑋 [𝜌 (r)] + 𝜖𝐶 [𝜌 (r)] (3.38)

𝜖𝑥𝑐 is split up as a sum of the exchange contribution and the correlation contribution.

Using the free electron gasmodel, the exchange part can be calculated, while the correlation

part can be determined using quantum Monte Carlo simulations. The exchange 𝜖𝑋 is given

by:

𝜖x(𝜌) = −3
4

(
3

𝜋

)
1/3
𝜌 (r)1/3 (3.39)

Geometries can be reproduced well by LDA, however, it fails when it comes to bond

energies because of its tendency to overbind. LDA cannot adequately describe molecules

due to their homogeneous electron density.

3.5.5. Generalised Gradient Approximation

LDA is best used for solids rather than molecules because it requires slowly varying

densities in order to directly adopt the uniform electron gas. It is for this reason, that

corrections have been developed that take into account fluctuations in density. The

generalised gradient approximation (GGA) extends the LDA approach by introducing the

concept of gradient of the density ▽𝜌 (r) to account for non-homogeneity of the electron

density [13].

𝐸GGA
XC

[𝜌] =
∫

𝜌 (r)𝜀xc(𝜌 (r), ▽𝜌 (r))dr (3.40)

A number of gradient-corrected functionals were developed, most of which added a cor-

rection term to the LDA functional. In order to calculate the gradient expansion, several

coefficients must be determined. Consequently, some functionals are created by fitting

parameters to reference data. Some popular GGA parameters are B88 (by Becke) [14], LYP

(by Lee, Yang and Parr) [15], and Perdew-Burke-Ernzerhof (PBE) functional [16].

Moreover, GGA functional works better than the LDA functional, but at the same time,

it underestimates the energy barrier. Both GGA and LDA show a limitation due to self-

interaction error. Thus, several other approximations were developed, such as hybrid

functionals and long-range corrected functionals.
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3.6. Density-Functional Tight-Binding

3.6. Density-Functional Tight-Binding

The DFT can treat systems up to 100 atoms, however, if the number of atoms increases,

the computation cost also increases. In spite of the fact, that DFT is already an extremely

efficient computational method compared to most wavefunction-based electronic structure

methods, there are still many problems, that can be addressed using quantum mechanics at

a lower cost. A typical example would be the simulation of large nanostructures or protein

enzyme complexes with thousands of atoms each. As the relevant time scales can be in the

order of nanoseconds, it is necessary to perform millions of quantum calculations, which

are well beyond the capabilities of direct quantum computation. Various semiempirical and

approximate methods are available for such applications, that are computationally less ex-

pensive but at the cost of some level of accuracy. Furthermore, it is important to note, that

many of those methods are heavily dependent on fitting reference data parameters to them.

In many respects, Density-Functional Tight-Binding (DFTB) can be considered robust,

because it is derived and parameterised from DFT. As the underlying assumptions of the

model are usually satisfied, it tends to perform particularly well, when it comes to organic

molecules, as it provides a kind of reliable foundation, that many empirical methods lack.

In the first version of DFTB’s use of a reference density equal to a fixed density, the

procedure was non-self-consistent, resulting in the simplification of matrix elements and

a reduction in computation time. Although this assumption works for non-polar systems,

it fails for polarised systems, such as molecules with different electronegativities. The

reference density 𝜌0 is obtained from a superposition of pseudo-atomic electron densities

previously determined with DFT calculations. Due to the tight-binding assumption, it is

possible only to consider the valence electrons in calculations since the repulsive energy

already includes the contributions of the core electrons. It is for the same reason, that

the reference density 𝜌0 is extended with the density fluctuation 𝛿𝜌 around it, while the

reference density 𝜌0 is expressed as the sum of neutral atomic densities.

The starting point of DFTB is the DFT total energy, which is expanded in a Taylor series

around a chosen density 𝜌(r).

𝜌 (r) ≡ 𝜌 = 𝜌0 + 𝛿𝜌 =
∑︁
𝑎

𝜌0𝑎 + 𝛿𝜌 (3.41)

A Taylor series is then used to expand the exchange-correlation functional around the

reference density:

𝐸XC [𝜌0 + 𝛿𝜌] = 𝐸XC [𝜌0] +
∫

𝜕𝐸XC [𝜌]
𝜕𝜌

����
𝜌0

𝛿𝜌dr

+ 1

2

∬
𝜕2𝐸XC [𝜌]
𝜕𝜌𝜕𝜌′

����
𝜌0,𝜌0′

𝛿𝜌𝛿𝜌′drdr′

+ 1

6

∭
𝜕3𝐸XC [𝜌]
𝜕𝜌𝜕𝜌′𝜕𝜌′′

����
𝜌0,𝜌0′,𝜌0′′

𝛿𝜌𝛿𝜌′𝛿𝜌′′drdr′dr′′ + ...

(3.42)
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Rearranging equation 3.42, the total energy of the system can be rewritten as:

𝐸DFTB =

occ∑︁
𝑖

⟨𝜑𝑖 | −
▽2

2

+𝑉ext +
∫

𝜌0′

| r − r′ |dr
′ +𝑉XC [𝜌0]︸                                              ︷︷                                              ︸

𝐻̂ 0

|𝜑𝑖⟩

− 1

2

∬
𝜌0𝜌0′

| r − r′ |dr𝑑r
′ −

∫
𝑉XC [𝜌0]𝜌0dr + 𝐸XC [𝜌0] + 𝐸NN

+ 1

2

∬ (
1

| r − r′ | +
𝜕2𝐸XC [𝜌]
𝜕𝜌𝜕𝜌′

����
𝜌0𝜌0′

)
𝛿𝜌𝛿𝜌′drdr′

+ 1

6

∭
𝜕3𝐸XC [𝜌]
𝜕𝜌𝜕𝜌′𝜕𝜌′′

����
𝜌0𝜌0′𝜌0′′

𝛿𝜌𝛿𝜌′𝛿𝜌′′drdr′dr′′ + ...

= 𝐸0 [𝜌0] + 𝐸1 [𝜌0, 𝜕𝜌] + 𝐸2 [𝜌0, (𝜕𝜌)2] + 𝐸3 [𝜌0, (𝜕𝜌)3] + ...

(3.43)

Different methods of DFTB correspond to different truncations of the Taylor series. It

is the original DFTB method, that results from the truncation after the first-order term

[17, 18]. Second-order terms are included in DFTB2 [19], whereas third-order terms are

included in DFTB3 [20, 21].

3.6.1. DFTB1

If only the zero-order and first-order terms are considered from equation 3.43, the standard

(non-self-consistent) DFTB1 method is obtained. In this DFTB scheme, the superposed

density of the atoms is taken as starting point of 𝜌0 [22]. It is important to note that only

the valence electrons are explicitly considered in the DFTB formalism, and the KS orbitals

are expanded in a minimal manner:

𝜌0(r) =
∑︁
𝐴

𝜌𝐴 (r) (3.44)

Based on a minimal basis set of Slater-type for the KS orbitals, the first term of equation

3.43 represents the Hamiltonian matrix elements as follows:

𝐸 (1) =
occ∑︁
𝑖

⟨𝜑𝑖 |𝐻̂0 |𝜑𝑖⟩ =
occ∑︁
𝑖

∑︁
𝜇

∑︁
𝜈

𝑐
𝜇

𝑖
𝑐𝜈𝑖 𝐻

0

𝜇𝜈 (3.45)

The diagonal Hamiltonianmatrix𝐻 0

𝜇𝜇 element leads to the approximation of KS eigenvalues,

which are calculated by an atomic DFT calculation using the PBE exchange-correlation

functional. For off-diagonal elements, 𝐻 0

𝜇𝜈 , a two-centre approximation is applied and

the matrix elements are listed in tables by calculating different internucleic distances.

Collecting the terms, that only depend on 𝜌0 and thus the repulsive energy contribution, is

summarised as a sum of two-body potentials. The repulsive energy contribution is given

by:
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3.6. Density-Functional Tight-Binding

𝐸rep =
1

2

∑︁
𝐴

∑︁
𝐵

𝑉
rep

𝐴𝐵
[𝜌0𝐴, 𝜌

0

𝐵, r𝐴𝐵] (𝐴 ≠ 𝐵), (3.46)

where 𝐴 and 𝐵 are two atoms. It performs well with systems, in which there is no

charge transfer or a complete charge transfer. It is necessary to include higher-order terms

in systems, that are sensitive to charge fluctuations.

3.6.2. DFTB2

The inclusion of the second-order term in DFTB1 will lead to the self-consistent charge

(SCC) DFTB method, which is also known as DFTB2 [23]. The total energy contribution is

given by:

𝐸DFTB2 =
∑︁
𝑖𝐴𝐵

∑︁
𝜇∈𝐴

∑︁
𝜈∈𝐵

𝑛𝑖𝑐𝜇𝑖𝑐𝜈𝑖𝐻
0

𝜇𝜈︸                      ︷︷                      ︸
𝐸H0

+ 1

2

∑︁
𝐴𝐵

Δ𝑞𝐴Δ𝑞𝐵𝛾𝐴𝐵︸                ︷︷                ︸
𝐸𝛾

+ 1

2

∑︁
𝐴𝐵

𝑉
rep

𝐴𝐵︸      ︷︷      ︸
𝐸rep

(3.47)

This equation consists of three terms: the first term 𝐸H0 contains the DFTB matrix

elements, the second is an approximation of the second order term of the DFT Taylor

series expansion, and the third represents the DFTB repulsive potential. Due to the fact

that DFTB2 does not differentiate between the chemical hardness of anions, cations, and

neutral atoms, highly charged systems can have some limitations. A further characteristic

of atoms is, that their shape is fixed, as it is defined by the initial reference density.

3.6.3. DFTB3

Further extension of the DFTB2 method by the inclusion of third-order terms will lead to

the DFTB3 formalism [21]. By introducing 𝐸Γ , these restrictions were removed as the Γ𝐴𝐵
function contains the derivative of the Hubbard parameter, which takes into account the

chemical hardness. As a result, charged systems can also exhibit the expected behaviour

using DFTB3 formalism.

𝐸DFTB3 =
∑︁
𝑖𝐴𝐵

∑︁
𝜇∈𝐴

∑︁
𝜈∈𝐵

𝑛𝑖𝑐𝜇𝑖𝑐𝜈𝑖𝐻
0

𝜇𝜈︸                      ︷︷                      ︸
𝐸H0

+ 1

2

∑︁
𝑎𝑏

Δ𝑞𝐴Δ𝑞𝐵𝛾𝐴𝐵︸                ︷︷                ︸
𝐸𝛾

+ 1

3

∑︁
𝐴𝐵

Δ𝑞2𝐴Δ𝑞𝐵Γ𝐴𝐵︸                ︷︷                ︸
𝐸Γ

+ 1

2

∑︁
𝐴𝐵

𝑉
rep

𝐴𝐵︸      ︷︷      ︸
𝐸rep

.

(3.48)

DFTB3 parameters should also be refined to improve the accuracy of this semiempirical

method. DFTB3 parametrisation 3OBwas developed by optimising electronic and repulsive

parameters [24].
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The DFTB method is about 2 to 3 orders of magnitude faster than a DFT calculation, as

it is based on a large number of readily available parameters, which do not have to be

determined during the simulation. However, it maintains a reasonable level of accuracy.
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Dynamics Simulations

The fundamental concept of molecular mechanics (MM) is based on the uses of classical

mechanics to model molecular systems. Molecular potential energy can be expressed

through bonding and nonbonding interactions. In order to formulate force fields, one must

give explicit mathematical forms to these terms, and in order to parameterise the field, one

must give actual numbers to the constants in the force fields. MM has a lot of potential

applications, but one of the most important ones is providing a powerful computational

tool for the investigation of biomolecules in order to use in pharmaceutical industries and

drug design. MM is used in molecular dynamics to simulate the motion of molecules by

computing forces acting on them.

4.1. Perspective

It can be said that molecular mechanics (MM) [25, 26, 27, 28] is the application of mathe-

matical techniques to the representation of molecules as a collection of balls (representing

the atoms) held together by springs (corresponding with the bonds). This model proposes

that the energy of a molecule is affected by the relationship between geometry and its

shape, because neither springs easily stretch or bent away from some "natural" length or

angle, nor balls can be pushed together too tightly. The mathematical model is therefore

conceptually very close to the intuitive feeling one has when dealing with molecular

models and trying to describe molecular energetics conceptually. In space-filling models,

atoms cannot be pushed too close together due to the model’s ability to resist distortions

from the "natural" geometry.

According to the principle of MM, the energy of a molecule is estimated by the resistance

of its bonds to stretching, bending, and crowding. By applying the energy equation to the

minimum-energy geometry, the corresponding bond lengths, angles, and dihedrals are

found. A force field is composed of the mathematical expression for the potential energy,

and the parameters contained in that expression. It is referred to as force field methods

when applied to molecular mechanics. According to this definition, force is the amount of

force exerted on a particle with respect to displacement along spatial coordinates. It is a

result of the negative of the first derivative of the potential energy. In order to determine

the force on each atom, we can differentiate 𝐸 (𝑥,𝑦, 𝑧), 𝑥 , 𝑦, 𝑧 being coordinates of atoms.

As the method does not take electrons into account, it cannot provide information

about electronic properties such as charge distributions or nucleophilic and electrophilic
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behaviour. Due to the fact that MM implicitly uses the Born-Oppenheimer approxima-

tion, only the nuclei experience a static attraction from electrons and/or springs. MM

emphasises bonding as a fundamental concept, but it is not essential – though often useful

– when calculating electronic structures. Atoms and bonds are considered the defining

characteristics of a molecule by MM, where the bonds are viewed as springs connecting

atoms.

Molecular mechanics evolved from an attempt to provide quantitative information

about chemical reactions at a time when performing quantum mechanical calculations

on systems much larger than the hydrogen molecule seemed very unlikely. Westheimer

and Meyer [29] and Hill [30, 31] formulated the principles of MM as a potentially general

method for examining how the energy and geometry of molecular systems are affected by

the configuration or geometry in 1946. It is important to note that all of these papers deal

with the conformations of organic molecules. According to Westheimer and Mayer, steric

repulsion can be described by exponential terms. It was clearly demonstrated through

approximate calculations thatMM can be helpful when solving organic chemistry problems,

but further extensive computations and parameters are required to achieve greater accuracy.

The choice of parameters for MM calculations was challenging. Nevertheless, it was

clear that they were not only useful tools for rationalising experimental observations,

reproducing, and predicting the structure and energy characteristics of organic molecules

of medium size with experimental accuracy but also for the development of synthesis

pathways. Force field emerged as a transformation of various mathematical expressions

and parameters into ready-to-use computer programs, i.e. complete and verified sets of

formulas and constants. The paper by Allinger and Sprague [32] resulted in MM1, as one

of the first force fields and programs to be developed, followed by MM2 [27], MM3, and

MM4, which are force fields for organic molecules. Until last year, new terms of energy

and atom types were included, as well as parameter refinement.

4.2. Principles of Molecular Mechanics

The energy function, in general, consists of two terms describing two kinds of interactions:

bonded interactions between atoms and non-bonded interactions. Both are based on the

distance between the interacting atoms.

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 + 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 (4.1)

Three forms of bonded interaction are involved in chemical bonds: stretching the bonds

between atoms, bending the angles (where three atoms are involved), and dihedral angles

(when four atoms are involved). Interactions between non-bonded molecules are pairwise

and are dependent on distance. The non-bonded interaction consists of two types of

Lennard-Jones interactions, short-range repulsion, and long-range attraction of dispersion.

Coulomb interactions are used to describe particles with charge or partial charge. Thus

the potential energy of a molecule can be written as
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𝐸 =
∑︁
𝑏𝑜𝑛𝑑𝑠

𝐸𝑠𝑡𝑟𝑒𝑐ℎ +
∑︁
𝑎𝑛𝑔𝑙𝑒𝑠

𝐸𝑏𝑒𝑛𝑑 +
∑︁

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛︸                                                ︷︷                                                ︸
𝐸𝑏𝑜𝑛𝑑𝑒𝑑

+
∑︁
𝑝𝑎𝑖𝑟𝑠

𝐸𝐿𝐽 +
∑︁
𝑝𝑎𝑖𝑟𝑠

𝐸𝑐𝑜𝑢𝑙𝑜𝑚𝑏︸                       ︷︷                       ︸
𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑

(4.2)

where E𝑠𝑡𝑟𝑒𝑡𝑐ℎ, E𝑏𝑒𝑛𝑑 , E𝑡𝑜𝑟𝑠𝑖𝑜𝑛 , E𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 are energy contributions from bond stretching,

angle bending, torsional motion (rotation) around single bonds, and interactions between

atoms or groups that are not directly bonded (non-bonded) respectively. The contributions

are demonstrated in fig. 4.1. These terms constitute a particular force field based on their

mathematical form and parameters.

Figure 4.1.: Illustration of various contributions of force field parameters.

4.2.1. Bonding Interaction

4.2.1.1. The Bond Stretching Term

The Morse potential can describe the dissociation of a bond, which is given by

𝐸 (𝑟 ) = 𝐷𝑒 (1 − exp[−𝛼 (r − r0)])2 (4.3)

Here, 𝐷𝑒 is the dissociation energy needed to break the bond, r0 is the equilibrium

nucleus-nucleus distance (lowest potential energy), r the displacement from r0 and 𝑘 the

spring constant of the bond, 𝛼 is the width of the potential determined by

𝛼 =

√︄
𝑘

(2𝐷𝑒)
(4.4)
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But, this potential describes a chemical bond well. Due to the harmonic approximation,

bonds cannot be broken or formed with molecular mechanics. A Taylor series expansion

up to the second order is performed and a harmonic approximation for the Morse potential

is obtained. By truncating after the quadratic term, the result is what is known as the

harmonic approximation in force fields.

𝐸𝑠𝑡𝑟𝑒𝑡𝑐ℎ =
∑︁
𝑏𝑜𝑛𝑑𝑠

1

2

· 𝑘𝑠𝑡𝑟𝑒𝑡𝑐ℎ · (r − r0)2 (4.5)

Here, 𝑘𝑠𝑡𝑟𝑒𝑡𝑐ℎ is the force constant. The larger the value of 𝑘𝑠𝑡𝑟𝑒𝑡𝑐ℎ is, the stiffer the bond

and the more it resists being stretched.

4.2.1.2. The Angle Bending Term

Also, a harmonic approximation for the angle deformation is performed. The analogous

equation is given by:

𝐸𝑏𝑒𝑛𝑑 =
∑︁
𝑎𝑛𝑔𝑙𝑒𝑠

1

2

· 𝑘𝑏𝑒𝑛𝑑 · (𝜃 − 𝜃0)2 (4.6)

Here, 𝑘𝑏𝑒𝑛𝑑 is the force constant, and 𝜃 is the angle when it is distorted from the

equilibrium angle, that is 𝜃0.

4.2.1.3. The Torsional Term

The dihedral angle or torsional angle of the system is the angle between the A–B bond

and the C–D bond as viewed along the B-C bond, for a system of four atoms bonded

sequentially as A–B–C–D. It is evident that the energy function exhibits a rotational barrier

and that there must be a periodicity in angle 𝜔 , which must remain the same after a 360
◦

rotation. The torsional potential energy curve is more complicated, but a combination of

sine or cosine functions will sufficiently reproduce the curve:

𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 =
∑︁

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

𝑉𝑛 · 𝑐𝑜𝑠 (𝑛 · 𝜔) (4.7)

where 𝑉𝑛 is the barrier for rotation, 𝑛 is the rotation periodicity, and 𝜔 is the torsional

angle.

4.2.2. Non-bonding Interaction

4.2.2.1. Lennard-Jones Potential

Essentially, the Lennard-Jones potential is a way to express the repulsion and attraction

of particles that are not directly bonded with each other but in close proximity. For

large distances, the potential is zero, for short and intermediate distances there is a slight

interaction (because of electron correlation). The Lennard-Jones potential combines the

none charge Pauli repulsion (𝑟−12) and attraction (𝑟−6) derived from the London dispersion.
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𝐸𝐿𝐽 =
∑︁
𝑝𝑎𝑖𝑟𝑠

{
4𝜖𝑖 𝑗

((𝜎𝑖 𝑗
r

)
12

−
(𝜎𝑖 𝑗
r

)
6

)}
(4.8)

where 𝜖𝑖 𝑗 is the depth of the potential well and 𝜎𝑖 𝑗 is the atomic distance and r is the

distance.

4.2.2.2. Coulomb Potential, Charged Interactions

The Coulomb potential is applied to charged atoms and partially charged atoms. As

electrons are redistributed within the molecule, partial charges are introduced in parts of

the molecule:

𝐸𝑐𝑜𝑢𝑙𝑜𝑚𝑏 =
∑︁
𝑝𝑎𝑖𝑟𝑠

1

4𝜋𝜖0

𝑞𝑖𝑞 𝑗

r𝑖 𝑗
(4.9)

The Coulomb potential describes the electrostatic interactions of point charges 𝑞𝑖 and

𝑞 𝑗 divided by the distance 𝑟𝑖 𝑗 , which is the distance between these two charged particles.

𝜖0 is the vacuum dielectric constant. It is important to note that non-bonded interactions

are calculated only between atom pairs that are separated by at least three covalent bonds.

Interactions between neighbouring atoms and atoms that are separated by two and three

bonds are already covered by the bonded energy terms.

We can now consider putting actual numbers, all the force constants for a bond, angle,

torsion angle, equilibrium positions for distances, and angles, to give expressions that we

can actually use. The process of finding these numbers is called parameterising the force

field. In short, these values are often empirically derived from experiments or calculated

with quantum chemical methods.

4.2.3. Complete Force Field Equation

The total potential energy is obtained by combining all the bonding and non-bonding

energy functions described previously.

𝐸𝑡𝑜𝑡𝑎𝑙 =
∑︁
𝑏𝑜𝑛𝑑𝑠

1

2

· 𝑘𝑠𝑡𝑟𝑒𝑡𝑐ℎ · (r − r0)2 +
∑︁
𝑎𝑛𝑔𝑙𝑒𝑠

1

2

· 𝑘𝑏𝑒𝑛𝑑 · (𝜃 − 𝜃0)2 +
∑︁

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

𝑉𝑛 · 𝑐𝑜𝑠 (𝑛 · 𝜔)︸                                                                                                 ︷︷                                                                                                 ︸
𝐸𝑏𝑜𝑛𝑑𝑒𝑑

+

∑︁
𝑝𝑎𝑖𝑟𝑠

{
4𝜖𝑖 𝑗

((𝜎𝑖 𝑗
r

)
12

−
(𝜎𝑖 𝑗
r

)
6

)}
+

∑︁
𝑝𝑎𝑖𝑟𝑠

1

4𝜋𝜖0

𝑞𝑖𝑞 𝑗

r𝑖 𝑗︸                                                        ︷︷                                                        ︸
𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑

(4.10)
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4.3. Propagation of a System

To a good extent, nuclei are heavy enough to behave as classical particles to a good extent,

and therefore the dynamics of the nucleus can be modelled by solving Newton’s second

equation, 𝐹 =𝑚𝑎, which offers a good approximation. It can be written as:

− 𝜕𝑉

𝜕r
=𝑚

𝜕2r
𝜕𝑡2

(4.11)

Here, 𝑉 is the potential energy at position r. The vector r consists of all the coordinates
for all the particles (in Cartesian coordinates, it is a vector of length 3𝑁𝑎𝑡𝑜𝑚). Negative

potential energy gradients are also called forces (𝐹 ) on particles. By integrating the

equations of motion, a trajectory is obtained that provides information about particle

positions, velocities, and accelerations over time.

The problem cannot be solved analytically, so it must be solved numerically. Taylor

expansions are used to find the positions of particles at small time steps Δt later for a set
of particles with positions 𝑟𝑖 .

r(𝑡 + Δ𝑡) = r(𝑡) + 𝑣 (𝑡) · Δ𝑡 + 1

2

𝑎(𝑡) · Δ𝑡2 (4.12)

𝑣 (𝑡 + Δ𝑡) = 𝑣 (𝑡) + 1

2

(𝑎(𝑡) + 𝑎(𝑡 + Δ𝑡)) · Δ𝑡 (4.13)

𝑎(𝑡 + Δ𝑡) = 𝑎(𝑡) + 𝑏 (𝑡) · Δ𝑡 (4.14)

where r is the position, 𝑣 is the velocity which is the first derivative of coordinates with

respect to time and 𝑎 is acceleration which is the second derivative of coordinates with

respect to time. The period of the fastest motion is used as the lower boundary of the

integration step in order to keep the integration step as large as possible. For biomolecular

simulations, the X-H bond vibration has a period of 10 fs. In view of this, the time step

has been set to 1 fs, which is stable with numerical integration. It was necessary to design

several constraints for bond lengths so that the time step could be increased from 1 to 2 fs.

For molecular dynamics simulation and in this study, the most frequently used constraints

are LINCS (Linear Constraint Solver for Small Molecules) [33], SHAKE (bond geometry

restraint for large molecules) [34] and SETTLE (to constrain rigid water) [35].

4.3.1. Verlet Integration Method

The Verlet algorithm uses position and acceleration at time 𝑡 and time t – Δt to calculate

the new position 𝑡 + Δ𝑡 . An expansion of the Taylor series is used here to derive the result.

Velocities were not used in the calculation, but they can be calculated from t – Δt and
𝑡 + Δ𝑡 . But, the velocities at time 𝑡 + Δ𝑡 must be calculated before the velocities at time 𝑡 .

r(𝑡 + Δ𝑡) = r(𝑡) + 𝑣 (𝑡) · Δ𝑡 + 1

2

𝑎(𝑡) · Δ𝑡2 (4.15)

r(𝑡 − Δ𝑡) = r(𝑡) − 𝑣 (𝑡) · Δ𝑡 + 1

2

𝑎(𝑡) · Δ𝑡2 (4.16)
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The sum of these two equations is given by

r(𝑡 + Δ𝑡) = 2r(𝑡) + r(𝑡 − Δ𝑡) + 𝑎(𝑡) + Δ𝑡2 (4.17)

This is the Verlet algorithm for solving Newton’s equation numerically [36]. A trajectory

is generated by propagating atomic positions in time and evaluating acceleration from

the forces at each time step. With decreasing step size Δ𝑡 , the trajectory becomes closer

and closer to the "true" trajectory, until finite numerical problems arise. A small time step,

however, implies that a greater number of steps is required to propagate the system in a

given amount of time, which means that the computational effort increases in an inverse

proportion to the size of the time step. As a result of the truncation problem and the lack

of explicit velocities, the Verlet algorithm has a numerical disadvantage in the context of

generating ensembles with constant temperatures.

4.3.2. Leap Frog Integration Method

Leap frog can deal with the numerical aspect and the lack of explicit velocities in the

Verlet algorithm [37]. The velocities, in this case, were first calculated at time 𝑡 + 1/2Δ𝑡 .
Based on these data, positions r were calculated at time 𝑡 + Δ𝑡 . Afterwards, velocities leap
over positions, then positions leap over velocities, and so on will be calculated. Within

this approach, velocities are explicitly calculated, but not at the same time as the position.

However, they can be approximated for a particular time 𝑡 :

r(𝑡 + Δ𝑡) = r(𝑡) + 𝑣 (𝑡 + 1

2

Δ𝑡) · Δ𝑡 (4.18)

𝑣 (𝑡 + 1

2

Δ𝑡) = 𝑣 (𝑡 − 1

2

) · 𝑎(𝑡) · Δ𝑡 (4.19)

The theoretical accuracy of this algorithm is also of the third order, same as the Verlet’s,

but the numerical accuracy is better. A further benefit is the direct display of the velocities,

which facilitates coupling to an external heat bath. A disadvantage of this method is that

positions and velocities are not known simultaneously. They are always out of phase by

half a time step.

4.3.3. Velocity Verlet Integration Method

The velocity Verlet algorithm [38] can eliminate the latter abnormality by propagating

atoms using the following equations:

r(𝑡 + Δ𝑡) = r(𝑡) + 𝑣 (𝑡) · Δ𝑡 + 1

2

· 𝑎(𝑡) · Δ𝑡2 (4.20)

𝑣 (𝑡 + Δ𝑡) = 𝑣 (𝑡) + 1

2

· [𝑎(𝑡) + 𝑎(𝑡 + Δ𝑡)] · Δ𝑡 (4.21)
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4.4. Periodic Boundary Conditions

For systems with around 10
6
atoms, the modelled boundary surface has a large effect on

the system properties, which requires huge computing time. It is necessary to keep the

molecular dynamics simulation system as small as possible in order to save computing

resources. Meanwhile, a bulk solvent should be used instead of a surface to simulate the

molecule. In order to replicate the box around the molecule and its solvent across all

spatial directions, periodic boundary conditions, which are schematically represented in

fig. 4.2, must be introduced.

Figure 4.2.: Schematic representation of the periodic boundary conditions to minimise

the error due to abrupt environmental changes at the boundary. Whenever a

particle moves out of the main cell, a particle moves in from the neighbouring

box.

In biomolecular simulations, water plays a very important role. A very high number of

water molecules are present relative to the number of atoms in the molecule of interest.

This results in a high computational burden since many calculations involve only solvent

molecules. For this reason, it is necessary to use a simple yet accurate model to describe

water. It is crucial to choose the right box size based on the size of the studied system and

the proposed behaviour. It is more computationally efficient to use rigid water models like

TIP3P because bond lengths and angles cannot vary.
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4.5. Temperature and Pressure Control

4.5.1. Thermostat

It is well known that the natural time evolution of a classical system that has 𝑁 particles

within a distinct volume has a constant of motion, which is the energy 𝐸. As time averages

are equivalent to ensemble averages (ergodic theorem), it is possible to describe the system

as a microcanonical ensemble NVE. In a microcanonical ensemble or NVE ensemble, the

total number of atoms 𝑁 is constant as well as the temperature𝑇 and the total energy 𝐸 of

the system. Compared to experimental data, simulation results are more easily compared

to other ensembles such as NPT or NVT. It is common for experiments to be conducted at

constant pressures or temperatures. Therefore, the isothermal-isobaric ensemble NPT or

canonical ensemble NVT is the goal. The thermostat algorithm can be used to generate a

canonical NVT ensemble that conserves temperature.

The Berendsen Thermostat introduces an external heat bath with a particular reference

temperature 𝑇0, which is coupled to the molecular system. In the Berendsen approach,

the atomic velocities are rescaled, and the system is weakly coupled to the heat bath with

the desired temperature 𝑇0 In this way, the system adapts slowly to its surroundings, thus

forming an NVT ensemble (constant number of particles, constant volume, and constant

temperature). The scaling factor 𝜆 is introduced:

𝜆 =

√√√
1 + 𝛿𝑡

𝜏𝑇
·
(
𝑇0

𝑇
− 1

)
(4.22)

where 𝛿𝑡 is the integration time step and the coupling strength is described by 𝜏𝑇 . The

large temperature differences are removed, but there is a reduction in kinetic energy

fluctuations. Most simulations require a canonical ensemble, which is not generated by

this thermostat. Therefore, in order to obtain a correct Maxwell-Boltzmann distribution of

velocities using the Velocity-rescaling temperature method or the Nosé-Hoover thermostat,

it is usually necessary to add a stochastic term to the Nosé-Hoover thermostat in order to

solve the kinetic energy distribution problem.

4.5.2. Barostat

Similarly, an external pressure bath can be coupled to the system for temperature. As the

simulation progresses, each time step adjusts the size of the simulation box. Similar to a

thermostat, an additional term is added to the equation of motion to control the pressure:

𝑑𝑃

𝑑𝑡
=
𝑃𝑑 − 𝑃
𝑡𝑃

(4.23)

Where 𝑃𝑑 represents the desired pressure and 𝑡𝑃 represents the exchange time. The volume

(coordinates and box vector) of the box is rescaled every time step by the factor:

𝜒 = 1 − 𝛽𝑡 ·
𝛿𝑡

𝑡𝑃
(𝑃𝑑 − 𝑃) (4.24)
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A simulation timestep is represented by 𝛿𝑡 , and 𝛽𝑡 represents the isothermal compress

ability. In this way, we can generate an isothermal-isobaric NPT ensemble. There may be a

problem, particularly for small systems, where the fluctuations in pressure or volume are

significant (for example in order to calculate thermodynamic properties), that the exact

ensemble for the weak-coupling scheme is not well defined and it does not accurately

simulate the true NPT ensemble, especially when the fluctuations in pressure or volume

are important. In such situations, the Parrinello-Rahman pressure coupling can be used to

get the true NPT canonical ensembles.

4.6. Intermolecular Interactions

For a system with 𝑁 atoms, evaluating non-bonded interactions of 𝑁 2
atoms pair is the

most computationally expensive part. As with biological systems with a system size of 10
6

atoms, comparing all of the pair atoms should be avoided in biological systems. Cut-off

distances can be used to restrict long-range interactions. Lennard-Jones potentials with

fast decaying 𝑟−6 functions are well approximated by this method, but Coulomb potentials

with slow decaying 𝑟−1 functions are approximated with a certain amount of error.

The Ewald summation method is one of the most popular approaches to overcome

the problems associated with cutting off the coulomb potential by PME only. A periodic

boundary condition is applied to Coulomb interactions. All charged particles in the main

cell are added together to form the energy for the main cell.

𝑈 =
𝑓

2

∑︁
𝑛𝑥

∑︁
𝑛𝑦

∑︁
𝑛𝑧∗

𝑁∑︁
𝑖

𝑁∑︁
𝑗

𝑞𝑖𝑞 𝑗

r𝑖 𝑗,𝑛
. (4.25)

where 𝑁 is the number of charged particles, (𝑛𝑥 , 𝑛𝑦, 𝑛𝑧) are box index vectors, and the

star indicates that terms with 𝑖 = 𝑗 should be omitted when (𝑛𝑥 , 𝑛𝑦, 𝑛𝑧) = (0, 0, 0). In other

words, r𝑖 𝑗,𝑛 describes the actual distance between the charges, not the minimum image.

This sum is conditionally convergent but very slow. Originally, the Ewald summation

method was introduced as a way of calculating the long-range interactions between peri-

odic patterns located in crystals. In this method, the slow-converging sum is converted

into two rapidly-converging terms and one constant term.

So the Ewald formula is summarised as

𝑈 = 𝑈direct +𝑈reciprocal +𝑈𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 (4.26)

𝑈direct =
𝑓

2

𝑁∑︁
𝑖, 𝑗

∑︁
𝑛𝑥

∑︁
𝑛𝑦

∑︁
𝑛𝑧∗

𝑞𝑖𝑞 𝑗
erfc(𝛼r𝑖 𝑗,𝑛)

r𝑖 𝑗,𝑛
(4.27)
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𝑈reciprocal =
𝑓

2𝜋𝑉𝑏𝑜𝑥

𝑁∑︁
𝑖, 𝑗

𝑞𝑖𝑞 𝑗

∑︁
𝑚𝑥

∑︁
𝑚𝑦

∑︁
𝑚𝑧∗

exp

(
−(𝜋𝑚/𝛼)2 + 2𝜋𝑖𝑚 · (r𝑖 − r 𝑗 )

)
𝑚2

(4.28)

𝑈𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 = − 𝑓 𝛼√
𝜋

𝑁∑︁
𝑖

𝑞2𝑖 (4.29)

Where𝑉𝑏𝑜𝑥 is the volume of a unit cell and 𝛼 is the Ewald splitting parameter that deter-

mines the relative contributions to the direct and reciprocal sums,𝑚𝑥 ,𝑚𝑦,𝑚𝑧 . Please refer

to the source for a complete explanation of complex mathematics [39]. Unfortunately, the

computational cost of the reciprocal part of the sum increases as 𝑁
3

2 and it is therefore not

realistic for use in large systems. PME interpolates charges rather than directly summing

wave vectors. The PME algorithm scales as 𝑁 · log(𝑁 ) and is substantially faster than

ordinary Ewald summation on medium to large systems. In order to perform the Ewald

summation, a neutral simulation box will be necessary (assuming that 𝑁 equals 0). In

the Verlet cut-off scheme, a constant is shifted from the direct space potential of the PME

to zero so that the cut-off potential of the PME is zero. Due to the small amount of shift

and the close proximity of the net system charge to zero, the total shift is very small in

comparison to the Lennard-Jones potential where all shifts contribute to the total shift.

It does notmatter how the shift is applied, as long as the potential equals the force’s integral.

Net charge leads to artefacts where a background change occurs. This is mainly impor-

tant for simulations with different dielectric constants. For example, proteins with lipid

membrane simulation will result in strong artefacts. Therefore, it is recommended to use

counter-ions to neutralise the system.

4.7. Hybrid QM/MM Simulations

There are many complicated calculations that need to be performed in order to be able

to describe chemical reactions such as the breaking of bonds, the formation of bonds,

or an electron transfer reaction. Whenever there is a large system whose atoms are in

an excessive number and cannot be explained by quantum mechanics directly due to

its size, a hybrid approach is the method of choice. As a result, a molecular mechanical

force field may be combined with quantum mechanics methods of electronic structure in

one simulation in order to achieve the following result. In hybrid QM/MM schemes, the

reaction occurs in a part of the system that is described with QM (for example the substrate

and active site in an enzyme) and the rest of the system is described using MM (for example,

the surrounding tissue). Molecular active sites are calculated based on semiempirical, ab
initio, or density functional methods, while the remaining larger part of the molecule can

be interacted with through non-covalent interactions as well.

In order to calculate the Hamiltonian of a system, the Hamiltonians of both MM and

QM regions as well as their interactions are added up together (additive scheme):
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𝐻̂𝑡𝑜𝑡𝑎𝑙 = 𝐻̂𝑄𝑀 + 𝐻̂𝑀𝑀 + 𝐻̂𝑄𝑀/𝑀𝑀 (4.30)

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑄𝑀 + 𝐸𝑀𝑀 + 𝐸𝑄𝑀/𝑀𝑀 (4.31)

In my work, the active site for the proton transfer (chapter 7) was described with QM

methods, the rest of the protein, the POPC membrane and the solvent with MM methods.

The calculation of the QM region and the MM rest is performed in a standard manner, but

to describe the coupling between the QM and MM regions, further description is required.

A link atom scheme will be used when the border between the QM and MM regions

intersects covalent bonds. Generally, only sidechains are described with QM in proteins,

and a link atom is placed at a fixed distance along the𝐶𝛼 and𝐶𝛽 bonds. 𝐶𝛽 is saturated with

a link atom that is often a hydrogen-like atom and the bond between 𝐶𝛽 . It is described as

part of the QM region, rather than the MM region because the linker hydrogen atom is

described as part of the QM region. To prevent over-polarisation of the QM region, it is

important that the charges associated with 𝐶𝛼 and its hydrogen bond are distributed to

the remaining MM atoms (N, NH, C and O) so the polarisation of the QM region is not

too great. If two out of three atoms belong to the QM region, or if three out of four atoms

belong to the QM region, the force field does not calculate bending and torsional energies.

A force field is used to calculate van der Waals interactions between QM and MM atoms

by using a Lennard-Jones potential under standard force field conditions. Any impor-

tant residue must be included in a QM region, but its number cannot exceed a certain value.

In order to calculate the electrostatic interaction between MM and QM atoms, several

schemes have been proposed such as mechanical, electrostatic and polarisation embedding.

4.7.1. Mechanical embedding

Mechanical embedding involves calculating the electrostatic energy at the force field level.

A QM region is evaluated based on point charges associated with the atoms. Consequently,

the QM atoms are not polarised by the MM system.

𝐸𝑄𝑀/𝑀𝑀 =

𝑄𝑀∑︁
𝑖

𝑀𝑀∑︁
𝑚

(
𝑞𝑖 · 𝑞𝑚
r𝑖𝑚

+ 4𝜖𝑖𝑚

((
𝜎𝑖𝑚

r𝑖𝑚

)
12

−
(
𝜎𝑖𝑚

r𝑖𝑚

)
6

))
(4.32)

For the QM-atoms, the Lennard-Jones parameters are assigned and the charges associ-

ated with them are taken into account as well. The electron density in the QM region is

unaffected by the MM charges, which can lead to problems describing QM regions with

polar surroundings.

4.7.2. Electrostatic embedding

The electronic embedding approach is an alternative to the mechanical embedding ap-

proach where the QM region interacts with the atomic charges of the MM in a precise way.

40



4.7. Hybrid QM/MM Simulations

MM point charges are included in the Hamiltonian of the QM region, while interactions

between the QM nuclei remain in the QM/MM term of the Hamiltonian.

𝐻̂
′
𝑄𝑀 =𝐻̂𝑄𝑀 −

𝑄𝑀 𝑒𝑙𝑒𝑐∑︁
𝑗

𝑀𝑀 𝑎𝑡𝑜𝑚𝑠∑︁
𝑚

(
𝑞𝑚

r 𝑗𝑚

)
(4.33)

𝐸𝑄𝑀/𝑀𝑀 =

𝑄𝑀∑︁
𝑖

𝑀𝑀∑︁
𝑚

(
𝑍𝑖 · 𝑞𝑚
r𝑖𝑚

+ 4𝜖𝑖𝑚

((
𝜎𝑖𝑚

r𝑖𝑚

)
12

−
(
𝜎𝑖𝑚

r𝑖𝑚

)
6

))
(4.34)

As part of this study, we have also used an electrostatic embedding scheme which

includes the effects of polarisation. With DFTB as the QM method, all of the collective

electrostatic potentials induced by all MM atoms enter the Hamiltonian matrix elements

of the DFTB3 and affect the QM distribution of charges.

4.7.3. Polarisation embedding

Using polarisation embedding, both subsystems of the system are polarised at the same

time. In order to do this, however, a polarisable force field has to be created. This is a

computationally expensive process and, therefore, is not used very often.
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5. Enhanced Sampling Techniques in
Molecular Dynamics

5.1. Introduction

There has been a rapid growth in the use of computer simulations of biomolecular systems

over the past few decades, having progressed from simulating very small proteins in a

vacuum all the way to simulating large protein complexes in solvated environments. In the

past decade, all-atom molecular dynamics (MD) simulations, utilising classical mechanics,

successfully assisted in the study of a broad variety of biological systems, ranging from

small molecules such as small peptides to very large proteins [40, 41] and to proteins

embedded within membranes [4, 42]. Molecular dynamics simulations using a hybrid

QM/MM approach allowed enzymatic activation [43] or polarisable molecules to be studied

in biological membranes. While MD simulations have been successful, they are still limited

in two critical respects, namely the lack of accuracy of the force fields as well as their high

computational cost.

For the past few years, molecular dynamics simulations have been one of the standard

methods to study the conformational changes of biomolecules using general sampling

methods. There are many local minima in biological molecules, separated by high energy

barriers, indicating rough energy landscapes. It is possible, in most traditional simulations,

to get stuck in a non-functional state if the energy height impedes a barrier crossing. A

number of free energy minima are capable of trapping molecules for a long period of time,

which in a sense slows down the process of sampling and results in a poor characteri-

sation of a protein’s dynamic behaviour [44, 45]. For proteins to be active in biological

systems, large conformational changes are often critical to their activity. Catalysis, for

instance, involves large movements of high amplitudes that are extremely important

for substrate binding. Gating substrates require motions and changing mechanisms in

channels and transporters when transported through membranes. Due to their complex-

ity and time-consuming nature, these processes far exceed the capabilities of simple MD

simulations, and improved sampling algorithms are often required to obtain reliable results.

In accordance with the ergodic hypothesis, a trajectory will ultimately exploit all the

microstates of a system that are accessible, such as all those states that are compatible

with the conservation of energy of the system. In equilibrium, the average time that a

trajectory spends in a given region of the state space is proportional to the number of

states that are accessible in that region. Time averages equal ensemble averages if the

ergodic hypothesis is true and equipartition appears to be a valid assumption when time
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averages equal ensemble averages.

Ergodicity refers to the fact that in a system consisting of multiple particles (atoms,

proteins), over time each particle will sample the same states as one would see if one were

to sample multiple particles at the same time. Accordingly, if one follows a single particle

long enough, one should end up with the same result as by examining the data of a group

of particles at a single point; i.e. the time average equals the ensemble average.

⟨𝐴⟩𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 = ⟨𝐴⟩𝑡𝑖𝑚𝑒 (5.1)

With a simulation, all the possible states are usually not determined at a single point in

time, but a single particle is often tracked over an extended period of time. It is possible

to derive meaningful information from a simulation if it is ergodic and performed long

enough to visit all of the system’s energetically relevant states. The Boltzmann probability

function can be calculated by sampling the full 6𝑁 -dimensional phase space:

𝑃 (r, p) ∝ 𝑒𝑥𝑝
(
−𝐸 (r, p)
𝑘𝐵𝑇

)
(5.2)

According to Boltzmann probability theory, the Boltzmann probability function expo-

nentially varies with the system energy 𝐸 (r, p), 𝑘𝐵 is Boltzmann’s constant and 𝑇 is the

absolute temperature of the system. Thermodynamic properties can also be calculated

from the Boltzmann distribution function such as the Helmholtz free energy 𝐹 , enthalpy,

entropy, etc.

𝐹 = −𝛽−1𝑙𝑛
∫

∑ 𝑒−𝛽𝑈 (𝑥)𝑑𝑥 (5.3)

where integration is done over a subset of

∑
of the configurational space correspond-

ing to the macrostate. 𝐹 is thus a function of 𝛽 = 1

𝑘𝐵𝑇
which is the absolute temperature,

𝑈 (𝑥) which represents the potential energy function and∑
which is configurational space.

There is however a problem with standard MD simulations, since the system is limited

to configurations that are available at the given temperature and, as a result, it fluctuates

around its equilibrium state. If one supposes two configurations that are separated by a

barrier height of more than a 𝑘𝐵𝑇 at room temperature, the time required for the transi-

tion can be as much as milliseconds, which is beyond the scope of standardMD simulations.

In the past few decades, several enhanced sampling techniques have been developed

in order to deal with this condition. For example, replica exchange molecular dynamics

(REMD), metadynamics, umbrella sampling (US), and simulated annealing have been

developed for this purpose. The methods can be classified into two categories: (i) collective

variables-based methods and (ii) collective variables-free methods. I present a short

summary of some of the techniques which are frequently used and that I have used in my

work.
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5.2. Collective Variable

The concept of collective variables (CVs) describes the reaction pathway by predefined

reaction coordinates. It is possible to define them as a function of atomic coordinates

𝜉(x), such as distance between two atoms, angles between three atoms, or dihedral angles

between four atoms, depending on the function. A function 𝜉 is mapping the full 𝑛-

dimensional configurations x to a lower-dimensional representation z.

z = 𝜉 (x) (5.4)

5.3. Potential of Mean Force

An analysis of the free energy profile along a preferred reaction coordinate is referred

to as the potential of mean force (PMF) as seen in fig. 5.1. A free energy profile provides

a description of the force that is applied to particles of interest as a result of averaging

the force for all possible configurations of a given system (the ensemble average of the

force). The free energy difference Δ𝐹 between two states 𝜉𝐴 and 𝜉𝐵 can be obtained from

the given equation,

Δ𝐹 = −𝑘𝐵𝑇 ln

(
𝑃 (𝜉𝐵)
𝑃 (𝜉𝐴)

)
(5.5)

where 𝑃 (𝜉𝐴) is the probability of finding the system in state 𝜉𝐴 and 𝑃 (𝜉𝐵) in the state

𝜉𝐵 , respectively. A trajectory from an MD simulation can be analysed using histogram

analysis to calculate the potential of mean force. PMF force along the reaction coordinate

is calculated if the correct probabilities for finding the system in a given state are known.

Figure 5.1.: The potential of mean force is shown as a graphical illustration with two

minima separated by an energy barrier. It is possible for the system to overcome

the energy barrier when sampled for a sufficient period of time. PMF can be

calculated using the obtained probabilities of finding the system at a certain

reaction coordinate value.
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For instance, let us suppose there are two minima separated by a low energy barrier in

a system under investigation. There is a fluctuation around the equilibrium in the system

when it starts in the left minimum. The system can possibly cross the energy barrier

if the MD simulation is performed long enough and/or if the energy barrier is not too

high. By sampling the second minimum as well, the PMF can be determined based on the

obtained probabilities. A simulation that is too short or the barrier too high will result in

an inaccurate PMF.

5.4. Umbrella Sampling

The umbrella sampling (US) method as represented in fig. 5.2 was developed by Torrie and

Valleau in 1977 [46]. In umbrella sampling, conformational transitions are modelled by

dividing a CV into several independent windows. For each window, a simple harmonic

potential 𝑉 (𝜉) is added to the Hamiltonian, whose strength is determined by the force

constant 𝜅 , which depends on the potential energy at the relevant reference points 𝑆𝑖 along

the CVs.

Figure 5.2.: Graphical illustration of umbrella sampling along the reaction coordinate 𝜉 .

The energy surface is divided into several windows, which is further restrained

to a harmonic potential 𝜉0. Free energy can be obtained using biased probability

if the windows are sufficiently overlapped.

The biasing potential depends only on the reaction coordinate and usually takes the

form of a harmonic potential:

𝑉 (𝜉) = 1

2

𝜅 (𝜉 − 𝜉0)2 (5.6)
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where 𝜅 is the applied force constant and 𝜉0 is the value of CV at which the potential is

centred. MD simulations are performed for each window to obtain the biased probability

P𝑖 (𝜉). For each window, the unbiased free energy 𝐹𝑖 (𝜉) is obtained as follows:

𝐹𝑖 (𝜉) = −𝑘𝐵𝑇 lnP𝑖 (𝜉) −𝑉𝑖 (𝜉) +𝐶𝑖 (5.7)

where 𝑖 is the window number, 𝐶𝑖 is an unknown constant. Hence, 𝐹i(𝜉) and 𝐹(i+1) (𝜉)
are shifted by Ci+1 - Ci. Through an umbrella integration, unbiased free energy could be

recovered following simulations using the weighted histogram analysis method (WHAM).

This can, however, only lead to meaningful results if the biased probability distributions

for each of the windows overlap sufficiently with those of the neighbouring windows.

5.5. Metadynamics

The Parrinello group proposed a new sampling algorithm referred to as metadynamics,

which inserts memory into the sampling process [47]. The first methods to insert the

memory into an enhanced sampling for biomolecules were local elevation [48] and confor-

mational flooding [49]. Metadynamics discourages the resampling of previously visited

states, which allows computational resources to be directed towards a broader exploration

of the free energy landscape. In metadynamics, the Hamiltonian of a system is enhanced

with a history-dependent bias potential based on CVs. It can be modelled as a sum of

Gaussians deposited along the trajectory of the system within CVs space so that the system

does not revisit configurations that have already been sampled.

5.5.1. Standard Metadynamics

In the standard metadynamics (METAD), a biased potential is added along the trajectory

to the collective variable (CVs) [47] during the simulation as seen in fig. 5.3a. The added

biasing potential forces the system to leave the local minimum and hence sampling of

rarely visited states of chemical importance is possible. The evolution of the system is

biased by the history-dependent potential, which is constructed as Gaussian functions.

The collective variable as a function of atom coordinates is 𝑠 = 𝑠 (𝑞), and since the atom

coordinates vary in time, it is 𝑠 = 𝑠 (𝑞(𝑡)). The biasing potential 𝑉 is added in regular

intervals 𝜏 .

𝑉 (𝑠, 𝑡) =
∑︁
𝑘𝜏

𝑊 (𝑘𝜏) · exp
[
− (𝑠 − 𝑠 (𝑞(𝑘𝜏)))2

2𝜎2

]
(5.8)

where 𝜏 is the Gaussian deposition stride, 𝜎 is the width of the Gaussian for the i
th
CV,

and𝑊 (𝑘𝜏) is the height of the Gaussian. Standard metadynamics has a constant height

of𝑊 . In the long term, the biasing potential converges as the negative free energy as a

function of the CV.
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𝑉 (𝑠, 𝑡 → ∞) = −𝐹 (®𝑠) +𝐶. (5.9)

(a) (b)

Figure 5.3.: Fig (a) shows the representation of the deposition of Gaussian potentials along

the collective variable (CVs). Fig (b) shows the comparison of the shape of the

Gaussian deposition rate between standard METAD (red line) andWT-METAD

(green line).

5.5.2. Well-Tempered Metadynamics

In metadynamics, one of the challenges is being able to determine when to end a simula-

tion. The FES does not converge in one run, making it difficult to determine when to stop

the simulation. A rather interesting phenomenon is to observe that the result oscillates

around the correct result, resulting in an average error proportional to the square root

of the deposition rate. Metadynamics simulations can also cause the system to assume

physical conformations that are irrelevant to its function if performed for a long period

of time. Unlike standard metadynamics, Well-Tempered metadynamics (WT-METAD)

[50] is inspired by the self-healing umbrella sampling method, which estimates the free

energy surface (FES) that converges to the exact result in a long time limit while ensuring

a relatively small error. It offers the possibility of controlling the regions of the FES which

are relevant to chemical explorations. Well-Tempered metadynamics can resolve these

problems due to the fact that it does not use constant-height Gaussian functions, but

instead progressively decreases the bias heights over time.

The height of the Gaussian is decreased with the simulation time according to:

𝑊 (𝑘𝜏) =𝑊0 · exp
[
−𝑉 (𝑠 (𝑞(𝑘𝜏)), 𝑘𝜏)

𝑘BΔ𝑇

]
(5.10)

where𝑊0 is an initial Gaussian height, Δ𝑇 is an input parameter with the dimension of

a temperature, and 𝑘𝐵 is the Boltzmann constant.
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In this way, the FES converges to

𝑉 (𝑆, 𝑡 → ∞) = Δ𝑇

𝑇 + Δ𝑇
𝐹 (𝑆) + const. (5.11)

The bias factor 𝛾 must be chosen carefully in order to permit efficient crossing of the

relevant free-energy barriers in the time scale of the simulation.

𝛾 =
𝑇 + Δ𝑇

𝑇
(5.12)

where, 𝑇 is room temperature, 𝑇 + Δ𝑇 is the temperature of the CVs, and an additive

constant 𝐶 . The parameter Δ𝑇 determines how fast the bias decreases over time and is

regulated by the bias factor 𝛾 as seen in fig. 5.3b. A bias factor 𝛾 = 1 (Δ𝑇 = 0) corresponds

to an unbiased MD simulation whereas a bias factor 𝛾 → ∞ is equal to standard metady-

namics.

5.5.3. Multiple-Walker Metadynamics

In order to reduce wall-clock time, one method that is often used is parallelising several

metadynamics simulations (so-called walkers) in order to reconstruct the same FES at

the same time. The multiple-walker metadynamics [50] approach is characterised by

each walker sampling the FES independently, whereas the interactions between them are

mediated only by their biasing potentials, which are the sum of all the Gaussians of all

walkers. As a result, the metadynamics algorithm remains accurate and simulation time

can be decreased efficiently.
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6. Water and Proton Transport Across
Tetrameric Charge Zipper Protein

6.1. Introduction

in order to protect itself from environmental stresses, E. coli produces an excessive amount

of TisB. TisB is a twenty-nine residue amphiphilic 𝛼-helix that is located in the inner

membrane. It is a toxic component of the bacterial Toxin-Antitoxin (TA) system [51, 52]

where the TisB-IstR assembly plays a critical role in the stress response. The insertion of

TisB in the lipid bilayer helps break the Proton Motive Force (PMF) by equilibrating the

pH gradient across the membrane [53, 54]. This results in the temporary suppression of

metabolic activities and other cellular functions such as ATP inhibition and transcription,

which can lead to cell death. However, persister cells are in a state of dormancy, making

them resistant to external environmental stresses, for example, antibiotics [53]. This

promotes the formation of drug-tolerant persister cells due to the inactivity of the targets

in the cell.

With polymer-exclusion experiments, it was demonstrated that TisB forms small pores

in the lipid bilayer with a small aperture, which are anion-selective channels. They modu-

late the net charge of the protein and it has been proposed that the observed leakage of

protons can be facilitated by the transfer of hydroxyl anions [55].

In the previous work from our group, Schneider et al. [42] performed Coarse-Grained

(CG) followed by classical all-atom molecular dynamics (MD) simulations of a TisB dimer

and a TisB tetramer. Both, the dimer as well as the tetramer, have a charge zipper motif

[56] which is crucial for its stabilisation. Especially the tetrameric structure of TisB showed

extensive patterns of salt bridges and hydrogen bonding interactions within the dimer as

well as across the subdimer. Thus, the tetramer structure is very stable and it was observed

that water can pass along the continuous polar interface of the TisB assembly. Hence, they

proposed that a proton transfer might occur across the lipid bilayer.

6.1.1. Interaction between TisB Peptide

The tetrameric assembly of TisB peptide is formed by dimer-of-dimer, in which two tightly

bound subdimers cross over each other in an X-shape. Two peptides form a subdimer by

arranging themselves in anti-parallel fashion. As already stated before, each subdimers

are charge-zipped with four salt bridges and one hydrogen bond.

53



6. Water and Proton Transport Across Tetrameric Charge Zipper Protein

Figure 6.1.: Representation of the anti-parallel arrangements of the dimer formed by TisB.

The four salt bridges are formed between lysine (shown in light blue colour)

and aspartate (shown in red colour). The hydrogen bond is formed between

the two glutamines (shown in green colour) which are present in the middle

of the dimer assembly.

Water could be pulled into the hydrophobic bilayer core by the polar interface, which

might explain how biofilms are formed. Positions 5 and 22 of the aspartic acid can form salt

bridges with positions 12 and 26 of the lysine (D5–K26, K12–D22, D22–K12, and K26–D5).

An additional hydrogen bond is formed by the glutamines on position 19 (Q19–Q19). TisB’s

charge zipper structure may be based on this motif, see fig. 6.1.

In the case of the tetrameric assembly of TisB, there is also a possibility of the formation

of salt bridges across the subdimers, which provides extra stabilisation to the assembly.

When one subdimer runs over the other subdimer, the lysines (K12, K26) of dimer one (𝑑1)

can form a salt bridge with the aspartate (D5, D22) of dimer two (𝑑2). In a similar fashion,

glutamine has now more possibilities of forming hydrogen bonds, due to the presence of

four glutamines at the centre. Though, the cross-bridging is dynamic in nature and keeps

on forming and breaking, indicating the flexibility of these salt bridges and hydrogen

bonds. Salt bridges K12–D22 and D22–K12 can form cross bridging across the subdimers,

which gives extra stabilisation to the tetrameter. This stabilisation is also driven by the

different modes of hydrogen bonding interaction of centrally located Q19 residue.

It has also been suggested by classical MD simulations that the water molecules are

engaging in interactions with the charged and polar residue side chains along the polar

"tunnel" at the centre of the TisB assembly. The water density along the TisB assembly

decreases from both sides towards bilayer center. Even in the least hydrated part of the

TisB assembly which is the centre of the lipid bilayer, there is always a water molecule

penetrating into the centre of the TisB assembly. This indicates the hourglass-shaped

body of the water molecules, compare fig. 6.6. The density of water can be symmetrical

or asymmetrical, which depends upon the compactness of the tetramer assembly, from

both sides toward zero of the vertical coordinate. Previous studies from our group showed

that there is at least one water molecule per 0.3 nm from the centre of the tetramer TisB

assembly [42]. As the water molecules are present near the centre of the peptide, they are

capable of effectively forming water wires between the TisB peptide assemblies. Consider-

ing the fact that water penetrates the tetramer assembly to such a great extent, there are

several questions related to the passage or the permeability of water molecules through
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(a) (b)

Figure 6.2.: Snapshots of TisB: (a) shows it viewed from the side and (b) is another repre-

sentation of the TisB assembly, showing extended salt bridges and hydrogen

bonds in a charge zipper fashion forming an anionic channel.

the assembly. Though there is no experimental evidence for the passage of water, the

possibility of water transfer was never ruled out.

The main goal of this work is to study the energetics and mechanism of proton transfer

through the assembly of TisB peptide. Apart from the main goal, we are also looking

for the possibility of the passage of water through the assembly of TisB peptides and

conditions under which water can pass through the TisB assembly. Energetics of proton

transfer and passage of water are studied using QM/MM multiple walker metadynamics

simulations.

6.2. Methodology

6.2.1. Classical MD Simulation

In the early stages of my research, I performed several classical Molecular Dynamics

(MD) simulations to simulate the tetrameric assembly of the charge zipper TisB protein

embedded in the POPC bilayer. Two final structures from classical all-atom simulations

performed by Schneider et al. were taken as the starting structures for my simulations,

but with modifications on some parameters. The two initial structures are referred to as

structure 1 and structure 2, in this work. The entire system was enclosed in a rectangular

periodic box, consisting of the protein, the lipid, water, and ions. The TisB peptide as-

sembly was embedded in a lipid bilayer consisting of 278 POPC molecules, solvated with
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11494 water molecules and neutralised with 4 chloride molecules. Gromacs [57, 58, 59,

60, 61] patched with Plumed plugin 2.5 [62] was used for the energy minimisation and

equilibration.

Firstly, energy minimisation was performed using the steepest descent algorithm with

a maximum of 1000 steps, until a gradient threshold (1000.0 kJ/(mol · nm)) was reached.

Energy minimisation was followed by a constant-temperature (NVT) simulation at 300 K

for 10 ns using velocity rescaling [63] with a coupling constant of 0.5 ps. This was followed

by a constant-temperature-and-pressure (NPT) simulation of 300 K and 1 bar for 5 ns

using the Nosé–Hoover thermostat [64, 65] with coupling constants of 1.0 ps. Further,

production simulation of 0.5 𝜇s at 300 K and 1 bar was performed in an NPT ensemble using

the Nosé–Hoover thermostat [64, 65], with coupling constants of 1.0 ps. Pressure during

the simulation was kept constant using a semi-isotropic scheme such that the pressure in

the membrane can be controlled separately. Parrinello–Rahman barostat [66] was applied

with a reference pressure of 1 bar, a coupling constant of 10 ps, and compressibility of

4.5 × 10
−5

bar
−1
. The coordinates of atoms were saved every 10 ns.

Throughout all the above equilibration and production simulations, the backbone atoms

have been subjected to additional torsional angle restraints that were applied to all residues

except for the two residues located on the ends of the helices. The torsional restraint was

restrained at an angle of −105◦ with a force constant of 1641 kJ/(mol·nm2
). Along with

this, eight distance restraints were applied on the salt bridge between the four Asp5–Lys26

and the remaining four between Asp22–Lys12, within the subdimer. Distance restraints

were applied between Asp (C𝛾 ) and Lys (N𝜁 ) with a force constant of 1000 kJ/(mol·nm2
).

6.2.2. QM/MM Simulation

The final structures of the production simulations were taken as the initial structure for

the QM/MM simulations. The QM/MM simulations and the equilibrations were set up

for proton transfer in acidic as well as the basic medium. The QM region comprised the

amino acid side chains of all the D5, K12, D22, K26, Q19 from all C𝛽 atoms on, compare

fig. 6.3. Furthermore, the QM region also included fourteen water molecules located in the

proximity of these side chain residues, which are relevant for forming water wire along

the assembly and facilitating proton transfer. In total, the QM zone comprised 187 atoms

in an acidic medium which have one extra proton added to the QM region, which was

covalently bonded with aspartate. In an acidic medium, there are a total of 187 atoms

having an extra proton added to the system. This extra electron is covalently bonded

with donor aspartate. In the basic medium, the QM zone consists of 185 atoms where one

hydrogen is removed from one of the QM water. There is a charge of +1 in the acidic QM

region, whereas in the case there is a charge of −1 in the case of the basic medium. QM

atoms are treated using DFTB3 with the 3OB parameters and the remaining systems are

described by a classical AMBER force field.
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Figure 6.3.: Insight view of QM region, which consists of amino acid side chain residues of

four aspartates (red), lysines (blue), and glutamines (green) each.

The transition from the QM to the MM region was done using the link atom approach,

in which one hydrogen atom is placed between the C𝛼 and C𝛽 bond. A steepest de-

scend minimisation algorithm was used for the QM/MM optimisation with a threshold of

1000.0 kJ/(mol · nm). The leap frog algorithm was used to solve Newton’s equations of

motion with a time step of 0.5 fs. The Nosé–Hoover thermostat and the Parrinello–Rahman

barostat were used for temperature and pressure coupling, respectively. An NPT equili-

bration was conducted over 10 ps at 300 K and 1 bar followed by a production simulation

over 500 ps for both acidic and basic systems.

Moreover, to prevent the leakage of the QM-treated water molecules out of the QM

region harmonic position restraints were applied to the oxygen atoms of the fourteen

water molecules. Thereby, the oxygen atom of each of the water molecules was allowed to

move freely within 10 Å from the centre of mass of the alpha carbon of Q19. Whenever

the distance from the initial position increased beyond 10 Å, a harmonic restraint with a

spring constant of 1000 kJ/(mol·nm
2
) set in, pulling the water back within 10 Å. Additional

restraints were applied along the water wires, i.e., harmonic restraints were applied to the

distance between oxygens of neighbouring water molecules in order to keep the water

wire intact. The spring constant was set to 1000 kJ/(mol·nm
2
) which was activated when

the distance was greater than 3 Å. A very strong harmonic restraint with a spring constant

of 50000 kJ/(mol·nm
2
) was applied between hydrogens and oxygens of the QM water

molecules, which were not part of the QM proton transfer relay member. This is done to

make sure that the proton transfers along the water wire.
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In order to investigate the proton transfer in acidic and basic mediums, a long-range pro-

ton transfer coordinate was used based on the centre of excess charge (mCEC) introduced

by König et al. [67]:

𝜉 =

𝑁H∑︁
𝑖=1

r
H𝑖 −

𝑁X∑︁
𝑗=1

𝑤X𝑗
r
X𝑗 −

𝑁H∑︁
𝑖=1

𝑁X∑︁
𝑗=1

𝑓sw

(
𝑑H𝑖 ,X𝑗

) (
r
H𝑖 − r

X𝑗

)
(6.1)

The first term in equation 6.1 is a sum of all hydrogen coordinates r
H𝑖
, and the second

term is a weighted sum r
X𝑗

of the positions of the heavy atoms participating in the PT

process (with w
X𝑗

being the number of hydrogens coordinated to𝑋 𝑗 in the least protonated

configuration). The last term corresponds to a correction that runs over all distances

between hydrogens and heavy atoms and that decides which H𝑖 and X 𝑗 are connected by

bonds based on a switching function 𝑓sw
(
𝑑H𝑖 ,X𝑗

)
.

𝑓sw

(
𝑑H𝑖 ,X𝑗

)
=

1

1 + exp

[ (
𝑑H𝑖 ,X𝑗 − 𝑟sw

)
/𝑑sw

] (6.2)

The steepness and centring of the switching function are controlled by the parameters

𝑟𝑠𝑤 = 0.125 nm and 𝑑𝑠𝑤 = 0.006 nm, respectively. An excess proton being transferred in a

given location can be represented by the vector variable 𝜉 . In order to convert 𝜉 into a

scalar quantity 𝜁 , the distances between mCEC and the initial proton donor D and between

mCEC and the final proton acceptor A, are considered.

𝜁 =
𝑑𝜉,𝐷 − 𝑑𝜉,𝐴
𝑑𝜉,𝐷 + 𝑑𝜉,𝐴

(6.3)

For a proton that is located on the initial donor, 𝜁 = −1, while for a proton located on

the final acceptor, 𝜁 = 1. There were fourteen molecules of water from the QM/MM region

as well as oxygen atoms that were considered potential proton coordination sites during

the PT reaction from the initial donor to the final acceptor. The QM waters which form

waters wire are described by the mCEC coordinate.

6.2.3. Water Transfer – Classical Metadynamics

The final structures from the 500 ns production simulations (structure 1 and structure 2)

were taken to study the water passage. For this, the water molecule which was the closest

to the centre of the peptide assembly was selected and hills were deposited along the 𝑑𝑧
reaction coordinate, i.e., the 𝑧-distance between the oxygen of the water molecule and

the centre of mass (COM) of the four glutamine residues (Q19) in the centre of the pore,

compare fig. 6.4. The free energy profile was obtained with well-tempered metadynamics

using 𝑑𝑧 as the reaction coordinate. The bias factor was set to 15, the width of the gaussian

to 0.02 nm, and the initial height 0.5 kJ/mol. The Gaussians were deposited every 500 steps

along the reaction coordinate over a total simulation time of 100 ns. The simulations were

performed at 300 K and 1 bar.
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Figure 6.4.: Graphical representation of the distance (𝑑𝑧) of the nearest water molecule

along the bilayer normal in a collective variable through the tetramer assembly

of TisB. Glutamines are present at the centre of the tetramer assembly.

6.2.4. Proton Transfer – QM/MM Metadynamics

The proton transfer was simulated with multiple walker well-tempered metadynamics,

once in acidic and once in basic medium, compare fig. 6.5. The initial structures were

taken from NPT equilibrated QM/MM simulations of the TisB assembly in the respective

medium. Two batches of simulations were performed. For the first batch, the modified

centre of excess charge (mCEC) coordinates transformed to the scalar quantity 𝜁 were

used as the reaction coordinate. In the acidic medium, 𝐷22 −𝐶𝛾 (ASP22) with the extra

proton was considered as the initial donor and 𝐷99 −𝐶𝛾 (ASP99) on the other side of the

assembly as the final acceptor. In the basic medium, 𝐾109 − 𝑁𝜁 (LYS109) was defined as

the initial donor and 𝐾5 − 𝑁𝜁 (LYS5) is the final acceptor.

For the second batch, 𝜁 was also used as a reaction coordinate but only the z-component

of 𝜉 was considered. In this case, no definition of the final donor and acceptor was required.

In our simulation, we often saw lysine residues in the QM region, get protonated and

deprotonated. In order to avoid this, a very high harmonic restraint is applied on hydrogen

attached to nitrogen in lysine, with a spring constant of 100000 kJ/(mol·nm2
), if it is not

defined as the initial donor or final acceptor. In the case of an acidic medium, all four

lysines in the QM region are restrained with coordination restraints between 𝑁𝜁 and hy-
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(a) QM region in acidic medium (b) QM region in basic medium

Figure 6.5.: Snapshots of the QM region in (a) acidic medium, where the extra proton is

added manually into the QM region, which is shown in green colour, which

is covalently bonded initial donor aspartate. In the case of an acidic medium,

aspartate containing the extra proton acts as a donor, whereas the aspartate

on the other side acts (lower part) as a final acceptor. (b) is the QM region in

basic medium, a proton is manually removed from one of the water molecules,

making it OH
1−
, which is shown in green colour. In a basic medium, charged

lysine (lower part) is considered the initial donor and neutral lysine (above)

acts as the final acceptor.

drogen atom covalently bonded with it, in both 𝜁 as well as z-component of 𝜉 as a reaction

coordinate. Whereas in the case of basic medium, two lysine residues are restrained with

such a restraint when 𝜁 and z-component of 𝜉 reaction coordinate is used.

All simulations employed 24 walkers, with a bias factor of 60, a Gaussian height of

0.6 kJ/mol, a Gaussian width of 0.05 nm, and a deposition stride of 1 ps. The walkers

exchanged their deposited Gaussians every 1 ps.

6.3. Results and Discussion

6.3.1. Water Transport

The initial structures of the tetramer TisB assembly, obtained from classical MD simulation,

are well hydrated by water molecules. Thus, my simulations were able to reproduce the
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earlier findings from our group [68]. It was reported that the salt bridging pattern between

the residues aspartate and lysine plays a vital role in stabilising the tetrameric structure,

which is consistent with our MD simulation. The salt bridges within the subdimer are

more stable than the salt bridges across the subdimer. The distance of these slat bridges

within the subdimer is smaller than the distance across the subdimer. It was reported

that the tetrameric structure can allow the passage of water along the polar interface of

the assembly, which is consistent with our simulation. The water passage is additionally

influenced by the presence of glutamine at the centre of the TisB assembly. The different

ways of interaction between glutamines at the central core region of the tetrameric as-

sembly results in the opening and closing of the gate. The water density on both sides of

the lipid bilayer decreases towards the centre of the TisB assembly and approaches but

never reaches zero, compare fig. 6.6. Moreover, it is possible for extended salt bridges and

hydrogen bonding interactions within and across the subdimers to result in an asymmetric

or symmetric distribution of water along the vertical coordinate of the lipid bilayer.

(a) (b)

Figure 6.6.: (a) shows the hourglass-shaped of water molecule into the TisB assembly of

a peptide. (b) shows the backbone of the peptide along with the charged and

polar side chain solvated in the water molecule.

Previous studies suggested that is impossible for water to cross the TisB assembly as

shown in fig. 6.8a. We also find that interactions between charged residues (K12 and D22)

and interactions between the glutamine residues (Q19) in the centre of the assembly can

modulate the hydration level in the assembly. Through the dynamic exchange of the salt

bridges and hydrogen bonds between the residues, within and across the TisB assembly,

the two subdimers interact with each other in order to maintain a stable interaction and

in some configurations water may pass through the centre.
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(a)

(b)

Figure 6.7.: The graphical representations show the number of water molecules within

the TisB assembly counted in the bind width of 0.1 nm along the lipid bilayer

normal of (a) structure 1 and (b) structure 2.
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In this regard, the hydrogen bonding that occurs between the glutamine (Q19) residue

in the middle and the water molecules seems to regulate the water passage. In the present

study, it has been observed that if there are hydrogen bonding interactions between

glutamine (Q19) across subdimers, then there will not be the passage of water molecules,

compare fig. 6.8b. Whenever there is no hydrogen bonding interaction between glutamine

across (Q19) residues across the helix, one can observe a higher number of water molecules

at the centre of the TisB assembly. There is a greater probability that water can pass

through the tetrameric assembly of the peptide.

(a) (b)

Figure 6.8.: (a) shows the pictorial representation of hydrogen bonds within the subdimers

in the TisB assembly. The involvement of the glutamines (Q19) in hydrogen

bonds within the subdimers results in creating more space for the water to

enter. (b) shows the pictorial representation of the hydrogen bond between

glutamine (Q19) across the subdimers. It makes the space narrower and results

in blocking the water passage.

Symmetric or asymmetric distribution of water molecules along the lipid bilayer normal

can be attributed to the salt bridges between K12–D22, D5–K26, D22–K12, K26–D5 across

the dimer and the hydrogen bonds interaction Q19–Q19 across the subdimers. If the uni-

form salt bridges are formed across the subdimers along both sides of the TisB assembly,

the water density tends to be symmetrical along the bilayer normal from both sides of

the TisB assembly. Whereas, if the salt bridging is non-uniform, meaning unstable salt

bridges across the subdimer, there are more chances of getting unsymmetrical distribution

of water along TisB assembly.

It is even more clear from the graphical representation of water density distribution

along structure 1, where the salt bridges and hydrogen bonding interactions across the

subdimers are strong and uniform on both sides of the TisB assembly. As a result, the TisB

assembly develops a symmetrical density distribution of water along the vertical direction

63



6. Water and Proton Transport Across Tetrameric Charge Zipper Protein

(a) ΔG free energy of the structure 1

(b) ΔG free energy of the structure 2

Figure 6.9.: (a) and (b) show the Gibbs energy ΔG of water across the bilayer normal, depen-

dent on the collective variable 𝑑𝑧 for structure 1 and structure 2, respectively.

of the assembly, as shown in fig. 6.7a. Whereas in the case of structure 2 (fig. 6.7b), the

salt bridges and hydrogen bonding are not uniform from both sides of the TisB assembly.

On one side of the TisB assembly, the salt bridge across the lysine and aspartate has been

found to be stronger in comparison to the salt bridge across the lysine and aspartate on the
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other side. As a result, the water density distribution along the TisB assembly in structure

2 results in an asymmetric distribution of density along the TisB assembly.

My simulations and previous studies by Schneider et al. [68] showed that the water

density is never zero at the centre of the peptide assembly. Schneider et al. also suggested

that the charged interface of the tetrameric charge zipper protein can facilitate the water

passage across the assembly.

In order to get the underlying free energy landscape of the water passage, well-tempered

metadynamics was performed, comparing fig. 6.9. Though there is no experimental evi-

dence of the passage of water across the TisB assembly, our well-tempered metadynamics

simulation reveals a low energy barrier for the passage of water. In the case of structure 1

(fig. 6.9a), the minima are at −0.5 and 0.5 nm and the barrier height at 0 nm is ∼6.5 kcal/mol,

which is lower than expected. The high barrier at the centre of the peptide is caused by the

formation of hydrogen bonds between Q19–Q19 across the subdimer. The formation of hy-

drogen bonds obstructs the pathways for the passage of water and more energy is required

for the passage of water across the assembly of TisB peptide. In the case of structure 2

(fig. 6.9b), the minima are located at −0.9 and 0.9 nm. The energy curve shows a low energy

barrier of ∼ 3.5 kcal/mol, which is less than for structure 1. The smaller barrier can be

accounted to the fact that there is less or hardly any obstruction offered by the Q19 residues

at the centre of the peptide. In both cases, the energy barrier for the passage of water

is less than what one would expect considering the compact structure of the TisB assembly.

6.3.2. Proton Transfer or Proton Hole Transfer

The proton transfer is fundamental to the chemical processes that occur in solution and in

biological systems. The PT mechanism by which an ’excess’ proton diffuses through the

hydrogen bond network of water molecules is known as the Grotthuss mechanism. Here,

the proton from the initial donor hops in direction of the acceptor, via intermediate proton

acceptors such as water. The presence of an extra proton on the donor makes it acidic

in nature. An alternative to the Grotthuss mechanism involves protonating the acceptor

first, for example by a water molecule. This mechanism involves the transfer of "pro-

tons holes" from the acceptor to the donor, for example along a chain of water molecules.

In this work, such a hydroxyl ion transfer is referred to as a PT occurring in a basic medium.

6.3.2.1. Proton Transfer in Acidic Medium

The free energy profile of the PT in an acidic medium, i.e., an excess proton added to the

system, is shown in fig. 6.10. The 𝜁 values of −0.6 and 0.6 correspond to the protonated

carboxyl group of D22 (donor) and D109 (acceptor), respectively. The barrier to PT from

donor to acceptor is ∼ 16.0 kcal/mol, whereas the energy barrier for the backreaction

(acceptor to the donor) is ∼ 6.0 kcal/mol. Using the zeta coordinates, the minima obtained

by the free energy surface are not at equal depth, as one would expect. The unequal depth
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in the minima of two acceptors and donors can be explained by the presence of extensive

salt bridges between aspartate and lysine as well as a hydrogen bond between glutamine at

the centre of the QM region. These salt bridges and hydrogen bonds disrupt the formation

of water wire. Due to this disruption of the water wire, protons can no longer migrate on

one side system. Thus, the minima are so deep on the side which has an extra proton.

In the QM region, there are 14 water molecules but only 6–7 water molecules usually

participate in the formation of the water wire. Thus, there is a possibility of the proton

being taken up by which water molecules, which we have seen on multiple occasions in

our simulation. In this situation, the proton gets stuck with water which is not the part of

the water wire members. This can create deep minima on that side, preferably the proton

donor side. In our simulation, we have also seen the extra proton sometime migrate to

the glutamine and stuck there for the whole time. Which can also create deep minima in

some cases.

Figure 6.10.: Free energy diagram of proton transfer in the system where an extra proton

is present (acidic medium) using 𝜁 as the reaction coordinate.

Using the second batch of reaction coordinates (z-component of 𝜉), we observe two

minima more or less the same position for the donor and the acceptor as seen in fig. 6.11.

For the donor, the Δ𝐺 are observed around ∼ 0 kcal/mol and for the acceptor, it is observed

at ∼ 12.0 kcal/mol. The barrier for the PT using this reaction coordinate is ∼ 9.0 kcal/mol,

which is almost half the energy barrier obtained from 𝜁 reaction coordinates. Nevertheless,

these energy curves had not reached convergence, and simulations are still running to get

the converged energy curves, with changed settings in PT coordinates. The oxygen of the
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Figure 6.11.: Free energy diagram of proton transfer in the system where an extra proton

is present (acidic medium) using z-component of 𝜉 as the reaction coordinate.

water involved in the water wire is restrained using bias potential, making sure that an

extra portion goes into the water wire.

6.3.2.2. Proton Transfer in Basic Medium

The free energy profile of the PT in a basic medium, i.e., a proton is removed from the

system is shown in fig. 6.12. The 𝜁 value of -1 corresponds to the charged lysine which

has three hydrogens attached to N𝜁 of K12. The 𝜁 value of +1 corresponds to the neutral

lysine (K107) which has two hydrogens attached to the N𝜁 . PT in the basic medium using

𝜁 reaction did not yield a well-defined energy barrier height and the barrier height keeps

on increasing from donor to acceptor. Though a deep minimum is observed for the proton

donor lysine (K12) in this case.

Using the second batch of reaction coordinates using the z-component of 𝜉 , the free

energy profile of the PT is shown in fig. 6.13. In this case, there is no need to assign

an acceptor or donor atom. Two minima of unequal depth can be seen, which is not

expected. The Δ𝐺 for the donor is observed at 0 kcal/mol, whereas the Δ𝐺 for the acceptor

lysine is observed at ∼ 6.0 kcal/mol. The energy barrier for PT from donor to acceptor is

∼ 13.0 kcal/mol and the energy barrier for the backreaction is ∼ 7.0 kcal/mol.
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Figure 6.12.: Free energy diagram of proton transfer in the system where a proton is

removed (basic medium) using 𝜁 as the reaction coordinate.

Figure 6.13.: Free energy diagram of proton transfer in the system where a proton is

removed (basic medium) using z-component of 𝜉 as the reaction coordinate.
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As discussed, there were many problems encountered in PT in both mediums(acidic

and basic). These problems include the interference of MM water entering the QM region,

the uptake of a proton by the non-wire water molecules in the QM region, protonation of

the GLN19 residues as well as the disruption of water wire. In order to encounter these

difficult situations we have employed different strategies. We have restrained QM water

such that it remains in the QM region and thus the MM water entering into the WM

region is hindered. We have also restrained the water wire in the QM region such that the

water wire remains enacted through the PT. In a similar way, a harmonic restrain was also

applied to GLN such that it never gets protonated.

To conclude the proton transfer in acidic and basic medium, the energy barrier is found

to be an upper bound. The work is still in progress and looks good with the new settings.
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7. Structural Analysis of E5-PDGFR𝛽
Transmembrane Proteins

7.1. Introduction

A central role played by transmembrane receptor proteins in signal transduction is their

ability to transmit signals across cell membranes. Biological functions have led to the

classification of membrane proteins into many different families. Adhesion molecules,

such as integrins and selectins, are crucial to cell-to-cell communication [69]. Proteins

that transport molecules across membranes, including channel and carrier proteins, play a

critical role in the transfer of molecules. Another major class of transmembrane proteins

are transduction receptors, which transmit signals from the external environment to the

inside of the cell, thus resulting in specific cellular responses [70]. Examples are receptor

tyrosine kinases (RTK) and G-protein coupled receptors [71].

7.1.1. Tyrosine Kinases Receptor

A receptor tyrosine kinase is an important component of the signal transduction pathway,

which is involved in regulating cell growth, differentiation, migration, and apoptosis [72].

Platelet-derived growth factor receptors (PDGFR) 𝛽 are typical members of the RTK family.

The protein consists of three domains: an extracellular domain that binds PDGF, a single

transmembrane domain (TMD), and a cytoplasmic domain that operates as a tyrosine

kinase. Due to its pathological functions, particularly in tumour and cancer cells [73, 74,

75, 76], it has been the subject of intense research for several decades.

There are many growth factors that are associated with oncological diseases within the

RTK family, including insulin, skin growth factors, platelet-derived growth factors (PDGF),

fibroblast growth factors (FGF), vascular endothelial growth factors (HGF), and hepatocyte

growth factors (HGF). There is an abundance of them in all metazoans, including sponges

and humans [77]. A monomeric PDGFR𝛽 is present when it is inactive and can be activated

by the binding of PDGF, which results in the dimerisation of the receptor.

From Caenorhabditis elegans to humans [78], all RTKs have a similar molecular ar-

chitecture, as seen in fig. 7.1, that consists of a ligand-binding extracellular domain, a

transmembrane domain (TMD) and an intracellular domain. Extracellular regions of RTKs

can vary significantly in length and subdomain composition, which defines RTK subfami-

lies. An RTK from the extracellular region of the membrane is composed of a linear array

of domains such as immunoglobin receptors (Ig)-like domains, cysteine-rich domains,
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fibronectin-like domains, and epidermal growth factor (EGF)-like domains. In contrast,

intracellular domains are more uniformly organised. The intracellular domain consists

of a juxtamembrane domain (JMD), followed by a tyrosine kinase domain (TKD) and a

C-terminus [79, 80]. TKD lengths are relatively constant across RTK families, whereas

JMD and C-terminal lengths differ strongly among RTK families, depending on the specific

nature of intracellular signals [81]. Furthermore, the total amount of tyrosine found within

the intracellular region as well as its distribution is quite different. [82] It is important to

note that TMD are inserted into the cell membrane in order to connect the extracellular

and intracellular domains of all RTKs.

Figure 7.1.: Schematic representation of receptor tyrosine kinases (RTK). It consists of an

extracellular ligand-binding domain, a transmembrane domain (TMD) and

an intracellular region. The TMD connects the extracellular and intracellular

domains through a helical structure in the cell membrane.

Crystal structures of receptor tyrosine kinases have revealed a lot of information regard-

ing the mechanism of receptor activation [80, 79]. It is generally believed that receptor

oligomerisation, especially dimerisation, occurs in response to ligand binding to the extra-

cellular domain of RTK [78, 74]. There are however cases where a receptor can form a

dimer without any ligand, such as insulin and the EGF receptor [83]. The binding of the

ligand is necessary for the receptor to be activated regardless of whether the inactive state

is monomeric or oligomeric.

Several studies have shown the ligand dimerisation technique, where the monomeric

receptors form a disulfide bond with the dimeric ligand, such as PDGF or VEGF [84, 85].

Additionally, there is growing evidence that many receptors exist in the dimeric form be-

fore ligand binding, and activation of these receptors is not explained by the ligand-induced
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dimerisation hypothesis. An alternative mechanism referred to as the "rotation model" has

been proposed for this process, which has been demonstrated for a variety of receptors,

including Neu receptors and EGF receptors [86, 87, 88, 89, 90]. This dimeric receptor has a

rotationally flexible extracellular domain, and the binding of ligands results in conforma-

tional changes that allow rotation of TMD and rearrangement of the intracellular domain.

In addition to TMD rotation, the angles and distances between interhelical crossings are

altered. As a result, the activation of TKD is favoured. Monomeric receptors are dimerised

by noncovalently binding ligands to their extracellular portions. These dimeric receptors

undergo structural changes that facilitate the process of tyrosine autophosphorylation

between cytoplasmic domains.

In light of the fact that RTKs play a critical role in cell proliferation, it is not sur-

prising that a wide range of diseases are associated with RTKs. A number of cancers,

diabetes, inflammations, severe bone disorders, arteriosclerosis, and angiogenesis are

associated with the activation of RTK mutations. In addition, overexpression of RTKs is

frequently detected in animal and human tumours. The EGF receptor was the first receptor

to confirm that overexpression of receptors is associated with cancer [91, 92]. Further

structural and functional studies are required to gain a more comprehensive mechanistic

understanding of these receptor classes and open new avenues for diagnosis and treatment.

7.1.2. Oncoprotein E5

There are 44 amino acids in the protein E5 from the bovine papillomavirus, most of which

have a hydrophobic nature. This is the smallest oncoprotein known. In transformed cells, it

is primarily present in the Golgi and endoplasmic reticulum membranes [93, 94]. A highly

specific interaction between E5 and platelet-derived growth factor receptor (PDGFR𝛽)

leads to the activation of the signal cascade independent of the ligand, resulting in cancer

[94, 95, 96].

The structure of E5 itself is believed to form stable homodimers due to possible hy-

drophobic contacts in the transmembrane region as well as two disulfide bridges at the

C-terminus [97]. As a result, it has been shown that truncated transmembrane segments

of the E5 protein do not require the Cys37-Ser38-Cys39 motif for dimerisation, and the

hydrophobic helical portion of the protein can self-dimerise [96, 98, 99]. E5 homodimer

stability is predicted to be dependent on hydrogen bonds between Gln17 of the two helices

[96, 100]. Additionally, MD simulations also predicted two dimerisation interfaces in

addition to the Gln17-Gln17 interaction [97]. Two interfaces are referred to as cluster 1 and

cluster 2. Cluster 1 has interaction between Ala14, Leu18, Leu21, and Leu25. Cluster 2 has

interaction between Leu10, Ala14, Gln17, Leu21, and Leu24. As Gln17 lies within cluster 2,

it is preferred by membranes to the conformation mediated by cluster 2. In recent years,

Ulrich’s group has elucidated the membrane alignment of E5 alone, providing evidence for

the speculation above [101]. E5 is also found to self-associate into dimers even without the

interaction of these motifs. Thus, the truncated sequence from Met1 to Glu36 was used in
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Ulrich’s experiments as well as these computational studies.

7.1.3. PDGF-Receptor𝛽

It is also well known that the PDGF receptor has two subunits, PDGFR𝛼 and PDGFR𝛽 , both

belonging to the RTK family [102]. It is believed that both are induced by the growth factor,

PDGF, which plays an important role in regulating cell growth, mobility, and development

[102, 74]. It has been known for several decades that these receptors play an important role

in a variety of cellular processes through different signal transductions. Their pathological

functions, especially in tumours and cancer cells [76, 74, 73, 75], have made them the

subject of intensive research. Oncoprotein E5 activates PDGFR𝛽 via its transmembrane

domain (TMD) [103, 104]. Despite the close relationship between PDGFR𝛼 and PDGFR𝛽

[105], E5 does not bind or activate PDGFR𝛼 , implying that E5 is highly specific in its

recognition of PDGFR𝛽 .

PDGFR𝛽 is primarily monomeric when it is inactive and could be activated by binding

to PDGF, which induces receptor dimerisation. A liquid-state NMR study of detergent

micelles has found a stable left-handed dimer with a crossing angle of approximately 20°

[106]. In the same manner as E5, hydrophobic contacts across the interface play an integral

role in causing the interface to self-assemble.

It has therefore been proposed that dimerisation is mediated by a leucine zipper-like

motif consisting of Ala505, Ala508, Leu512, Ile515, Ile519, and Met522. As has been demon-

strated by solid-state
15
N NMR, this motif is incompatible with the membrane orientation

of the protein PDGFR𝛽 . It appears more likely, that dimerisation occurs through another

motif, which has been proposed to take part in PDGFR𝛽 oligomerisation, namely Val502,

Ala505, Leu509, Leu512, Ser516, and Ile519, as well as Leu523 [96].

7.1.4. E5-PDGFR Complex

A stable complex may form between E5 and PDGFR𝛽 in order to activate this receptor [107,

108, 104, 109]. The E5-PDGFR𝛽 complex is stabilised by two interactions, namely hydrogen

bonds between Gln17 from E5 and Thr513 from PDGFR𝛽 and a salt bridge between Asp33

from E5 and Lys499 from PDGFR𝛽 [110, 111, 112, 110]. Compared to other amino acids,

Gln17 and Asp33 are highly conserved in E5. Further, earlier mutational analyses of E5

and PDGFR𝛽 have identified several other residues that are involved with the interaction,

such as Leu10 and Leu24 in E5 and Ile506 and Leu509 in PDGFR𝛽 . There is, however, still

some uncertainty regarding the mechanism of this process.

Various models based on mutational experiments and molecular modelling have been

proposed as a result of the fact that the structure of the E5-PDGFR𝛽 complex has not yet

been determined. In accordance with the model most commonly used, E5 lies in an anti-

parallel orientation with respect to the PDGFR𝛽-TMD. This proposed model agrees with
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previous findings that PDGFR𝛽 must be activated by dimerised E5 to function effectively,

and that binding to E5 will result in dimerisation of the receptor [94, 95].

In a recent study, MD simulations were used to verify a new hexameric model con-

sisting of two E5 dimers and a dimer of PDGFR𝛽 TMD in the middle. As a result of

the development of a four-helix model, in which both the E5 dimer and PDGFR𝛽 dimer

adopt left-handed crossing angles, a six-helix model was developed. The backbone of the

PDGFR𝛽 dimer shows fewer fluctuations when the E5 dimer is added to the simulation,

and the overall complex shows better stability than the four-helix complex. Because of the

hydrogen bond between Gln17 and Thr513 and the salt bridge between Asp33 and Lys498,

the six-helix complex could be favoured [113].

Further, the structural characterisation of E5-PDGFR𝛽 lacks evidence of interaction

patterns. A tetrameric complex and hexameric complex models (as shown in fig. 7.2)

were developed using solid-state 2D
15
N NMR, where these specific helix orientations and

electrostatic interactions were considered. A dimer of E5 is surrounded by two single

strands of PDGFR𝛽 proteins in tetrameric models. The change in orientation allows

hydrogen bonds to form between Gln17 of E5 and Thr513 of PDGFR𝛽 as well as a salt

bridge between Asp33 and Lys499 of PDGFR𝛽 . Interestingly, the proposed hexameric

model that is used in this study differs from what was previously suggested using MD

simulations [113].

Our experimental collaborator has proposed a new model in which the PDGFR𝛽 dimer

is composed of two right-handed dimers. In contrast, in the model proposed earlier, this

dimer is composed of two left-handed dimers. However, two dimers of E5 still interact

with one dimer of PDGFR𝛽 in this new model 7.2. The E5 dimers stabilise a PDGFR𝛽

molecule by interacting with Gln17 of one E5 and Asp33 of the other because Thr513 and

Lys499 in PDGFR𝛽 are simultaneously interacting with Gln17 and Asp33 of the two E5

dimers. Moreover, these models provide a better understanding of the mechanism through

which E5 activates PDGFR𝛽 .

In this work, I have used these proposed tetrameric and hexameric models for all-atom

simulations using state-of-art computer simulation. In the next section, I have explained

in detail the steps followed for setting up the free and restrained simulations.

7.2. Methodology

Four idealised 𝛼-helical peptide chains were assembled manually to roughly form a

tetrameric complex corresponding to the experimentally observed contacts. This structural

model of the tetrameric E5-PDGFR complex was embedded in a C20:1(11c) di-gondoic

acid (DGPC) lipid bilayer in a rectangular box sized 7.53 × 7.53 × 10.66 nm
3
using the

CHARMM-GUI membrane builder [114]. The CHARMM36 force field was used to describe

the entire system constituting protein, lipid, water and ions. The peptide–membrane

complex was solvated with 10582 CHARMM-TIP3P water molecules and was neutralised
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(a)

(b)

Figure 7.2.: Models for E5-PDGFR𝛽 complex. Based on orientation measurements, a model

for the E5-PDGFR𝛽 complex has been proposed as (a) a tetrameric and (b) a

hexameric form. The residues participating in intermolecular interactions are

highlighted in both images.

with 2 chloride ions. The entire molecular system consists of 150 amino acid residues, 149

DGPC lipids, 10582 TIP3P waters, and two chloride counter ions. Gromacs version 5.0 [57,

58, 59, 60, 61] patched with Plumed plugin 2.1.1 [62] was used for the energy minimisation
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and equilibration.

Energy minimisation was performed using the steepest descent minimisation algorithm

with a maximum force threshold of 1000 kJ/(mol·nm). Various restraints were applied

during minimisation and NVT equilibration: position restraints of 4000 kJ/(mol·nm2
) on

the backbone atoms and of 2000 kJ/(mol·nm2
) on the side chain heavy atoms of the peptide.

Position restrains were also applied between nitrogen (N) and phosphorus (P) of the lipid

head groups, with a force constant of 1000 kJ/(mol·nm2
) and three dihedral restraints in

each of the lipid molecules (C1–C3–C2–O21, C210–C211–C212–C213, and C310–C311–

C312–C313) with a force constant of 1000 kJ/(mol·rad2). The minimised structure was

equilibrated employing a series of six NVT MD simulations employing the Berendsen

thermostat, during which the restraints were relaxed gradually. Different force constants

for position and dihedral restraints were applied throughout the equilibration, which are

shown in table 7.1.

Equil. step Time Backbone Side Chain Lipid Dihedral

1 125 4000 2000 1000 1000

2 125 2000 1000 400 400

3 125 1000 500 400 200

4 500 500 200 200 200

5 500 200 50 40 100

6 500 50 0 0 0

Table 7.1.: Lengths of simulations and force constants of position and dihedral restraints

applied during each of the NVT equilibration step; lengths in ps, values for posi-

tion restraints in kJ/(mol·nm
2
) and those for dihedral restraints in kJ/(mol·rad

2
).

For the equilibrations and production simulation, the leap frog integrator was applied

with a time step of 2 fs. All covalent bonds were constrained to their respective equilibrium

lengths using the LINCS algorithm [33]. All equilibrations were performed in the NPT

ensemble, and the temperature was kept constant at 310 K using the Berendsen thermostat,

with a coupling constant of 1.0 ps. The pressure during equilibrations was maintained

constant with a semi-isotropic scheme. The Berendsen barostat was applied with a refer-

ence pressure of 1.0 bar and compressibility of 4.5× 10
−5

bar
−1
. The productive simulation

of 2 µs was performed in the NPT ensemble, and the temperature of the entire system

was kept constant at 310 K using the Nosé–Hoover thermostat [64, 65], with coupling

constants of 1.0 ps. The pressure was maintained constant with a semi-isotropic scheme

so that the pressure in the membrane plane was controlled separately from the pressure

in the membrane’s normal direction. The Parrinello–Rahman barostat [66] was applied

with a reference pressure of 1 bar, a coupling constant of 5 ps, and compressibility of

4.5 × 10
−5

bar
−1
. The coordinates of atoms were saved every 10 ns.

All of the equilibrations and production simulations involved four additional distance

restraints (“upper walls” of Plumed). These restraints were applied on the two salt bridges
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between Asp33 & Lys499 and two hydrogen bridges between Gln17 & Thr513. In the case

of the tetramer, distance restraints were applied between Asp33(C𝛾 ) of E5 (chain A) and

Lys499(N𝜁 ) of PDGFR (chain C) with a force constant of 500 kJ/(mol·nm2
). The same pair

of distance restraints were applied between chain B and chain D. Also, distance restraints

were applied between Gln17(N𝜖2) of E5 (chain A) and Thr513(O𝛾 ) of PDGFR (chain D)

with a force constant of 1000 kJ/(mol·nm2
). The same pair of distance restraints were

applied between chain B and chain C. All of these distance restraints set in whenever the

distance exceeds 3.5 Å.

In the case of the hexamer, the distance restraints were also applied betweenAsp33(C𝛾 ) of

E5 (chain A) and Lys499(N𝜁 ) of PDGFR (chain E) with a force constant of 500 kJ/(mol·nm2
).

The same pair of distance restraints were applied between chain F and chain D. Also,

distance restraints were applied between Gln17(N𝜖2) of E5 (chain B) and Thr513(O𝛾 ) of

PDGFR (chain E) with a force constant of 1000 kJ/(mol·nm2
). The same pair of distance

restraints were applied between chain F and chain C. All of these distance restraints set in

whenever the distance exceeds 3.5 Å.

VMD was used to visualise the trajectories and for rendering the snapshots. Analysis

and plotting of data was performed with the GROMACS tools and Matplotlib libraries.

7.3. Results and Discussion

The proposed tetrameric (two E5 chains and two PDGFR𝛽 chains) and hexameric (four E5

chains and two PDGFR𝛽 chains) structure models of oligomers of E5 and PDGFR𝛽 were

embedded in a solvated DGPC bilayer. Both of these structures were subjected to two

microseconds of partially restrained molecular dynamics simulation. The proteins were

restrained to varying degrees by three different simulation protocols for each of the two

molecular complexes. The three simulation protocols are as below:

1. All the equilibration and production simulations were performed freely (SP1).

2. The distance restrains between Asp33 & Lys499 and two hydrogen bridges between

Gln17 & Thr513 were applied during equilibration and released during productive

simulation (SP2).

3. Distance restrains between Asp33 & Lys499 and two hydrogen bridges between Gln17

& Thr513 were applied throughout the equilibration and productive simulation. (SP3)

All the MD trajectories of both of these protein complexes were analysed, which we

discuss in more detail below.

7.3.1. RMSD and RMSF

For quantifying differences in macromolecular structure and dynamics, root-mean-square

deviation (RMSD) is undoubtedly the most popular method. The method is commonly
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used to establish the equilibration period and the quality of biomolecular simulations and

to cluster similar conformations in the analysis of molecular dynamics (MD) trajectory

data [115, 116]. The RMSD is computed by performing a least-squares fit between two su-

perimposed structures to minimise their differences [117]. As illustrated in the figure given

below 7.3, a reference was made to the initial structure as well as the average structure

of the trajectory. In comparison with the hexamer complex 7.4, the tetrameric complex

equilibrates faster with all three simulation protocols. With all three simulation protocols,

the tetrameric complex attains its equilibrium structure roughly within 400 ns. For the

tetrameric complex, the RMSD accounting for deviations from the initial structure was

∼ 4 Å with simulation protocol 1, ∼ 3 Å with simulation protocol 2, ∼ 4 Å with simulation

protocol 3 (see figures 7.3a, 7.3c and 7.3e, respectively).

On the other hand, the hexameric complexes keep on changing from the initial struc-

ture with all three simulation protocols. The RMSD accounting for deviations from the

initial structure was ∼ 6 Å with SP1, ∼ 7 Å with SP2, ∼ 5 Å with SP3 (fig. 7.3b, 7.3d and

7.3f, respectively). In all the simulation protocols, only the all restrained simulation (SP3,

fig. 7.3f) seems to be equilibrated after 500 ns. When compared to the tetrameric complex,

the hexameric complex has undergone more structural changes, which suggests that the

tetrameric complex is more stable.

In the case of hexamer simulations, the application of restraints stabilises the hexameric

complex. Simulating without any restraints (Fig. 7.3b) leads to an increasing RMSD for

hexameric complexes and failure to reach equilibrium conformation. The application of

restraints during equilibration and the performance of a free productive simulation also did

not converge to an equilibrium conformation: the RMSD keeps on changing and the final

structure has a RMSD value greater than ∼ 7.5 Å as seen in fig. 7.3d. By applying restraints

throughout the equilibration and productive simulation, the RMSD value (Fig. 7.3f) is lower

than in the other two cases. Despite the fact that the all-restrained simulation did not reach

an equilibrium conformation, the applied restraints have a significant impact on the RMSD.

There were no notable changes in the structure from the initial structure in comparison to

the two previous simulations. This indicates that the interaction between Lys499-Asp33

and Thr513-Gln17 is crucial for the stability of the hexameric complex. It is true that all

the hexameric simulations have not reached equilibrium, but the final structure is similar

in all simulations.

In contrast to RMSD, Root Mean Square Fluctuation (RMSF) is a measure of residue

flexibility as it indicates how much a single residue moves (fluctuates) over time [118,

119]. The results of this study provide an improved understanding of protein flexibility

and structural fluctuations. It is common to plot the RMSF per residue against the residue

number and this information can be used to determine structurally which amino acids

have the greatest impact on molecular motion.

The RMSF profile of each of the tetrameric and hexameric complexes was scanned. It

indicates that the RMSF profiles of all the helices are similar in the case of the tetramer and

hexamer. In both complexes (tetramer and hexamer) atoms that have the greatest flexibility
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(a) (b)

(c) (d)

(e) (f)

Figure 7.3.: Backbone RMSD analysis of 4-helix and 6-helix complexes with three simula-

tion protocols. (a), (c) and (e) show the backbone RMSD plots of the 4-helix

complex among all simulation times using the starting structure as a reference.

(b), (d) and (f) show the backbone RMSD plots of the 6-helix complex among

all simulation times using the starting structure as a reference.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.4.: Backbone RMSD analysis of 4-helix and 6-helix complexes with three simula-

tion protocols. Left column figures (a,c,e), shows the backbone RMSD plots of

the 4-helix complex among all simulation times using the average structure as

a reference. Left column figures (b,d,f), shows the backbone RMSD plots of

6-helix complex among all simulation times using the average structure as a

reference.
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are located at the ends of the TMDs, and those with the least flexibility are located in the

middle of the TMDs. As discussed earlier, three different simulation protocols have been

employed for both complexes.

Figure 7.5.: RMSF scan along all atoms in tetrameric complexes. These data originate from

the three different simulation protocols(SP1, SP2, and SP3). The tetrameric

complex has two E5 (each E5 has 642 atoms) and two PDGFR𝛽 (each PDGFR𝛽

has 672 atoms).

RMSF profiles were scanned along all four helices from N- to C-terminus of a 4-helix

complex, and it was found that all three simulation protocols produced similar results for

all four helices. Despite the fact that there are small differences when restraints are applied

during equilibration (SP2) and during all restrained simulations (SP3). There is similar

behaviour of the E5 protein under all three simulation protocols, though the RMSF value

will always be lower in restrained simulations (SP3) than in unrestrained simulations (SP1,

SP2). In spite of the similarity between the RMSF for PDGFR𝛽 proteins, there is a clear

difference between unrestrained simulation (SP1) and restrained simulation (SP2, SP3). In

all free simulations (unrestrained, SP1), the black curve in fig. 7.5 always shows higher

RMSF values than in all restrained simulations (SP3).

The RMSF of the 6-helix complex was also scanned using all three simulation protocols

from N- to C-terminus. All three simulation protocols show similar RMSF profiles for all

six helices. A clear difference can also be observed between the RMSFs of free (SP1) and

restrained (SP2, SP3) simulations. The restrained simulation (SP3, red curve in fig. 7.6)

always exhibit lower fluctuations than the free simulation (unrestrained, SP1). E5 in the
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tetramer is sandwiched between the two PDGFR𝛽 and shows lower fluctuation, whereas

in the case of the hexamer complex, the E5 protein shows a higher RMSF, where E5 is

present in the outer region and the core is occupied by PDGFR𝛽 .

Figure 7.6.: RMSF scan along all atoms in hexameric complexes. These data originate

from the three different simulation protocols (SP1, SP2, and SP3). Hexameric

complexes consist of four E5 proteins (each E5 has 642 atoms) and two PDGFR𝛽

(each PDGFR𝛽 has 672 atoms).

The observations above suggest in all the simulations of both, the tetramer and the

hexamer, that the restrained simulation (SP3) is more stable and more equilibrated than the

unrestrained simulations (SP1, SP2). The results of this study further indicate that Gln17 is

important for stabilising the 4-helix or 6-helix complex between E5 and PDGFR𝛽 by inter-

acting with Thr513. Apart from the hydrogen bond between Gln15(E5) – Thr513(PDGFR𝛽),

the salt bridge between Asp(E5) – Lys499(PDGFR𝛽) is important for the stability of the

tetrameric and hexameric complex. Comparing the average structure of the tetramer and

hexamer from their respective initial starting structure, it seems that assembled oligomers

have restored the proposed structure despite the slightly high RMSD value and high root

mean square fluctuation.

7.3.2. Helix Tilt and Rotational Angle

It is essential to have a thorough understanding of the structural properties of membrane

proteins in order to understand their mode of action on a molecular level. This includes

knowledge of the backbone structure and tilt angles of the transmembrane segments. More-

over, as membrane proteins are embedded in a lipid bilayer, it is important to determine
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(a) (b)

Figure 7.7.: Average structure of (a) 4-helix and (b) 6-helix complexes coloured by RMSF

value from the simulation protocol 2, where the restraints were applied during

equilibration and released during production simulation. The midpoint of the

RMSF value is set at 0.1 and the offset value is set to 0. The colour changes

from blue (small fluctuation)→ white (slightly larger fluctuation)→ red (large

fluctuation).

how and to what extent the lipid environment affects these properties [120]. The protein

may adopt a tilted orientation to achieve hydrophobic matching if the hydrophobic portion

of a transmembrane segment is longer than the bilayer formed by the surrounding lipids.

It is also possible that such a mismatch could result in (local) changes in the backbone

structure of peptides, thereby decreasing the effective length of the protein. Mismatch

responses of both types could clearly have functional implications as they could affect the

proteins’ structure and, consequently, their activity. A schematic representation of tilt and

roll angle is shown in figure 7.8.

Based on the relative orientation of the individual peptide helices, the structure of the

oligomeric complexes was characterised. The first step in this process was to determine

the helical axis vectors. The Simulaid software was used to determine the angles between

them as well as the angles with respect to the laboratory coordinate frame. Tables 7.2 and

7.3 provide the tilt and azimuthal angles of all helices in both complexes, tetramer and

hexamer, respectively. All helices in the tetramer have tilt angles approximately equal

to 11–17° (or the complement of 180°) using all three simulation protocols. This further

indicates a symmetry in the structure throughout all simulation protocols and maintain

a relatively upright orientation in the membrane. The standard deviation in tilt angle

measurement throughout the simulation for E5 and PDGFR𝛽 using all three simulation

84



7.3. Results and Discussion

Figure 7.8.: Schematic representation of tilt and azimuthal angle.

protocols is small and in the range of ± 0.5 to ± 3.0.

Variations in azimuthal angles are significant and do not follow a regular pattern. Az-

imuthal angles are difficult to define because the helical axes of E5 and PDGFR often

deviate from end-to-end regular helical conformations. This effect is more prominent in

PDGFR𝛽 helices than in E5. In the case of the E5 protein (helices A and B), the azimuthal

angle is not uniform across all the simulation protocols, which is in the range of 5
◦ ∼ 54

◦
.

Whereas the standard deviation is in the range of 5
◦ ∼ 20

◦
across three different simulation

protocols. The azimuthal angle of E5 proteins in case of all restrained simulation (SP3) be-

have in a similar fashion with angle−18.3◦±12.3◦ for chain A and−13.3◦±19.2◦ for chain B.

PDGFR𝛽 (helix C and D) also behaved non-uniformly with all three simulation protocols.

Helix C shows a very high azimuthal angle with all three simulation protocols which range

from 150
◦ ∼ 230

◦
with a high standard deviation ranging from 40

◦ ∼ 60
◦
. Whereas helix D

shows a relatively lower azimuthal angle in comparison to helix C. The azimuthal angle of

helix D range from 4
◦ ∼ 55

◦
with a very high standard deviation ranging from 46

◦ ∼ 60
◦
.

Overall azimuthal angle distribution is fairly broad for E5 as well as PDGFR𝛽 protein.

Considering that there is no uniform azimuthal angle for the 4-helix complex across all

three simulation protocols, it appears that all helices with a very high standard deviation

are not perfectly helical, and the angle indicates there may be some preferred equilibrated

values. As a result, the large standard deviation of more than 40
◦
represents the fact that
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Helix Tilt Azimuthal

A 11.2 ± 1.1 6.8 ± 10.3

B 17.0 ± 1.6 −53.7 ± 10.0

C 161.2 ± 1.2 227.3 ± 41.3

D 162.1 ± 0.7 4.7 ± 47.8

(a) SP1

Helix Tilt Azimuthal

A 13.2 ± 0.7 −26.3 ± 7.7

B 11.8 ± 1.1 −40.4 ± 11.9

C 167.4 ± 1.2 160.2 ± 59.4

D 168.2 ± 2.7 29.9 ± 60.2

(b) SP2

Helix Tilt Azimuthal

A 13.6 ± 1.5 −18.3 ± 12.3

B 12.2 ± 1.7 −13.3 ± 19.2

C 165.2 ± 1.4 150.0 ± 57.8

D 168.1 ± 1.3 54.4 ± 56.5

(c) SP3

Table 7.2.: Tilt and azimuthal angle (in degrees, mean ± std. deviation) fromMD simulation

with three simulation protocols ((a) SP1, (b) SP2 and (c) SP3) for the tetramer.

For the computation of the azimuthal angle, the following residues were utilised:

L19 in E5 and L512 in PDGFR𝛽 . A and B of the tetramer are comprised of protein

helices E5 while C and D are composed of PDGFR𝛽 . In this case, the tilt angle

is approximately 180°, indicating the opposite orientation of the PDGFR𝛽 helix

in the membrane (anti-parallel to E5).

rotation visits a variety of values. The high or low value of the azimuthal angle can result

due to the bending or formation of a kink in the helix.

The hexamer consists of two pairs of the E5 helix (A, B, C, D) and a pair of PDGFR𝛽

(E, F) helices. There is also symmetry in the hexamer, with helices A and D at 9–12° with

SP1, 13–15° with SP2, and 13–15° with SP3. A similar symmetry is present in the tilt angle

of helices B and C and shows an angle of 9–11° with SP1, 8–11° with SP2, and 8–10° with

SP3. The PDGFR𝛽 helices E and F also show symmetry in the tilt angle at a complement

to 14–15°. The standard deviation in tilt angle measurement throughout the simulation

for E5 and PDGFR𝛽 using all three simulation protocols is small which is (approximate

∼ 1.0). Overall, the hexameric complex shows a similar trend with all three simulation

protocols with very low standard deviation, which suggests that all the helices are placed

upright in the membrane. There is a high probability that the tilt angles in the tetrameric

and hexameric assemblies are too similar to allow comparison with the experiment to

distinguish between them.

Unlike the tetrameric complex, the hexameric complex also does not follow a regular

pattern when it comes to the azimuthal angle of each helix (four E5 and two PDGFR𝛽).

Though there is no similar trend in the 6-helix complex, the standard deviation is higher

in the case of PDGFR𝛽 in comparison to the four E5 helices. It is also observed that the

PDGFR𝛽 helix E always shows a similar trend in all three simulation protocols, which
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Helix Tilt Azimuthal

A 9.5 ± 0.9 −4.9 ± 45.6

B 9.9 ± 0.4 −1.0 ± 18.0

C 10.4 ± 0.4 −70.4 ± 13.5

D 12.2 ± 0.8 16.4 ± 18.1

E 171.2 ± 0.8 −58.8 ± 49.7

F 165.2 ± 0.8 −137.2 ± 39.3

(a) SP1

Helix Tilt Azimuthal

A 13.6 ± 0.7 7.5 ± 22.6

B 10.6 ± 0.9 −22.0 ± 29.4

C 8.1 ± 0.7 −45.0 ± 35.7

D 14.9 ± 0.3 13.0 ± 18.7

E 165.9 ± 0.6 −64.2 ± 55.4

F 164.7 ± 0.7 194.2 ± 30.5

(b) SP2

Helix Tilt Azimuthal

A 13.9 ± 0.7 −5.2 ± 13.0

B 9.9± 0.4 −41.1 ± 13.3

C 8.9 ± 0.7 −19.6 ± 24.7

D 13.7 ± 0.7 23.6 ± 52.8

E 166.4 ± 0.6 −79.1 ± 33.2

F 166.2 ± 0.7 179.6 ± 49.3

(c) SP3

Table 7.3.: Tilt and azimuthal angle (in degrees, mean ± std. deviation) fromMD simulation

with three simulation protocols ((a) SP1, (b) SP2 and (c) SP3) for the hexamer.

For the computation of the azimuthal angle, the following residues are utilised:

L19 in E5 and L512 in PDGFR𝛽 . A, B, C, and D of the hexamer are comprised of

protein PDGFR𝛽 , while C and D are composed of protein E5. The tilt angle is

approximately 180°, indicating the opposite orientation of the PDGFR𝛽 helix in

the membrane (anti-parallel to E5).

is approximately −58◦ ∼ −80◦ with a standard deviation in the range −33◦ ∼ −55◦. The
standard deviation in case E5 is approximately 13

◦ ∼ 52
◦
, whereas, in the case of PDGFR𝛽 ,

it is approximately 30
◦ ∼ 56

◦
.

There is a significant variation in the helices (four E5 and two PDGFR𝛽) throughout the

simulation, suggesting that the helices are not perfectly 𝛼-helical. This might happen due

to the formation of the kink or bending of the 𝛼-helical structure. Which can result in a

change in magnitude and direction in the rotation vector of a helix. This implies that the

rotation vector is not equilibrated and thus explores more space.

From our three simulation protocols, I have also measured the angle between each pair

of helices. The results for the tetramer and the hexamer are shown in tables 7.4 and 7.5,

respectively. A similar trend can be seen between each pair of the helices, with all three

simulation protocols with small standard deviations. In the tetramer (Table 7.4), helix A

and B (E5) cross each other at an angle of approximately ∼ 25
◦
. Whereas there is a slight

difference between the angle between helix C and D (PDGFR𝛽) in free simulation (SP1)

and restrained simulation (SP2, SP3). In the free simulation, the angle between the helix C
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SP1

Helix B C D

A 27.3 ± 1.7 168.1 ± 1.7 151.0 ± 1.4

B 150.6 ± 1.8 172.6 ± 1.8

C 33.7 ± 1.3

SP2

A 24.1 ± 1.2 176.8 ± 1.2 157.1 ± 1.9

B 157.3 ± 1.7 175.6 ± 2.0

C 21.2 ± 1.9

SP3

A 25.2 ± 2.2 175.7 ± 1.5 156.5 ± 2.1

B 154.5 ± 2.3 174.8 ± 2.3

C 23.2 ± 2.0

Table 7.4.: Angles (in degrees, mean ± std. deviation) between the individual helices of

the tetramer. Data are derived from three different simulation protocols (SP1,

SP2, SP3) in the analysis simulation. There is an anti-parallel orientation of

the involved helices when values are close to 180°. A and B of the tetramer are

comprised of protein helices E5 while C and D are composed of PDGFR𝛽 .

and D is ∼ 33.7◦, with a standard deviation of approximately ±1.3. However, in restrained

simulations (SP2, SP3), the angle between helix C and D is approximately ∼ 23
◦
, with a

standard deviation of approximately ±2.0. It is important to note that the remaining two

pairs of helix A and C and helix B and C are anti-parallel to one another. As a result, the

angle between these helices is complementary to 180
◦
. All simulation protocols, however,

follow a similar trend for the angles between A–C and B–C.

The hexamer is composed of four E5 oncoproteins (A, B, C, D) and two PDGFR𝛽 (E,

F) proteins, where E5 and PDGFR𝛽 are oriented anti-parallel to each other. The helix

angle between A and B (E5) shows similar values of approximately 20
◦
across all three

simulation protocols (Table 7.5), with a standard deviation of ∼ 1.0◦. Similarly, the helix

angle between C and D (E5) also shows similar values of approximately 20
◦
across all three

simulation protocols, with a standard deviation of ∼ 1.0◦. These two pairs of helices (A–B

and C–D) are present on either side of the two PDGFR𝛽 helices (E–F). The angle between

helix E and F (PDGFR𝛽) shows symmetry in all three simulation protocols, with the lowest

in the free simulation (SP1) of 20.8◦ and approximately 25.0◦ in the restrained simula-

tions (SP2, SP3). Though, the difference is small, with a small standard deviation in all cases.

There is no significant effect on the helix angle caused by the distance restraints between

Asp33-Lys499 in helices A–E and D–F, which were applied during the equilibration in SP2

and maintained throughout SP3. Whatever protocols were used to run the simulations,

the angle between helices A–E and D–F remained the same. As a result of restrained SP2

and SP3 simulations, the helix angle between A and E is smaller than that experienced in

the unrestrained simulation (SP1). It does not matter which simulation protocol is used,
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SP 1

Helix B C D E F

A 19.2 ± 1.1 7.0 ± 1.0 21.5 ± 0.9 173.6 ± 1.1 156.0 ± 1.2

B 17.8 ± 0.8 2.5 ± 1.1 163.6 ± 1.0 174.9 ± 1.1

C 19.9 ± 0.9 178.2 ± 0.7 157.9 ± 0.9

D 161.5 ± 0.7 177.1 ± 1.1

E 20.8 ± 0.9

SP2

A 23.5 ± 1.1 8.6 ± 1.2 27.5 ± 0.7 168.0 ± 0.9 151.3 ± 1.0

B 18.6 ± 1.1 4.5 ± 0.9 156.0 ± 1.0 174.2 ± 0.9

C 22.9 ± 0.9 173.2 ± 1.1 157.1 ± 0.9

D 151.6 ± 0.6 175.2 ± 0.5

E 27.6 ± 1.1

SP 3

A 23.8 ± 0.8 8.2 ± 0.9 26.8 ± 0.6 167.9 ± 1.2 152.3 ± 0.7

B 18.7 ± 0.8 3.9 ± 0.8 157.0 ± 0.7 173.8 ± 0.6

C 22.5 ± 1.0 173.9 ± 0.8 158.0 ± 1.1

D 153.4 ± 0.7 175.0 ± 0.9

E 25.2 ± 0.7

Table 7.5.: Angles (in degrees, mean ± std. deviation) between the individual helices of

the hexamer. Data are derived from three different simulation protocols (SP1,

SP2, SP3) in the analysis simulation. There is an anti-parallel orientation of the

involved helices when values are close to 180°. A, B, C and D of the hexamer

are comprised of protein PDGFR𝛽 while C and D are composed of protein E5.

the helix angle between D–F remains almost the same.

Another pair of distance restraints were also applied between Gln17-Thr513, which are

present in helices B–E and F–C. The angle between the helix B and E using SP1 is 163.6◦

with a small deviation of approximately 1
◦
. Whereas in using SP2 and SP3, the angle

between helix B and E is almost the same with a low fluctuation of approximately ∼ 1
◦
.

Similarly, the angle between helix C and F is quite similar regardless of the simulation

protocols, which is approximately around 157
◦
, with a deviation of ∼ 1

◦
. So, overall it is

all good that tetramer is very similar to all three simulation protocols (SP1, SP2 and SP3),

which implies that the proposed model is very good.

7.3.3. Order Parameter (S)

Membrane proteins and peptides are heavily influenced by their surroundings in terms

of their structure, dynamics, and function. The complex nature of the cellular membrane

has been simplified by creating a number of model membrane systems by simplifying the

natural membrane and studying the roles played by various components, such as supported
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bilayers, micelles, and liposomes [121]. It is possible to experimentally determine the

structural details of these proteins within an environment similar to that of a native lipid

by using the solid-state NMR (ssNMR) method [122, 123, 124, 125]. Many solid-state NMR

experiments are developed based on solid-state NMR, such as PISEMA, CPMG and CODEX

[126, 127, 128].

For several decades, deuterium solid-state NMR has been used to probe sidechain mobil-

ity and to determine intermolecular contact interfaces of membrane proteins and peptides

labelled with
2
H [129, 130, 131, 132]. It is possible to obtain individual signals for each atom

in a protein using NMR, which is well suited to determine the structure of proteins with

atomic resolution. When it comes to the determination of the structure of proteins that

are not compactly folded, for example, helical membrane proteins, NMR approaches that

utilise the properties of aligned samples are of paramount importance. During solid-state

NMR experiments, membrane proteins in lipid bilayers are completely aligned since they

are immobile on a millisecond time scale.

Deuterium NMR experiments were carried out on static membrane-reconstituted sam-

ples. An alignment similar to the one observed in single crystals of peptides can be achieved

by aligning proteins between glass plates [126]. It is observed that different residues are

labelled in a manner that leads to distinct dipolar splittings. By using the splitting, the

order parameter (S) can be calculated, which is related to the local mobility of the sidechain

(see fig. 7.9). A decrease in order parameters is generally observed with an increase in

mobility but also a deviation from vertically. In these cases, a high-order parameter might

indicate the presence of an intermolecular contact site.

Figure 7.9.: Order parameter measurement from MD simulation.
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The order parameter describes the distribution of orientations that are averaged by the

motion and serves as a measure of the orientational mobility of the C–D bond. Mobility

and segmental orientation affect the order parameter, but it usually decreases with mo-

bility. Additionally, a system with an order parameter of zero can be either unordered

or perfectly ordered if it is oriented at 54.7° with respect to the applied magnetic field

(𝐵0). Consequently, changes in motion or orientation directly affect the observed dipolar

splitting. The phenomenon of large splitting is often attributed to the reduced motion of a

side chain, which may indicate an intermolecular contact site, as well as to orientations

that are far from the magic angle.

The NMR observables, such as order parameters measured from experiments, can be

measured using MD simulation of proteins embedded in the bilayer. As a result of S, the
helix is described by the average of all its motions. An all-atom membrane simulation

provides a relatively straightforward method for calculating the order parameter [133].

The calculation describes the relative orientation of the C𝛼 - C𝛽/N - H/C - H bond vector

with respect to the bilayer normal (normally the z-axis in a membrane simulation). It is

averaged over all of the residues for the entire sampling time.

𝑆𝐶𝛼−𝐶𝛽
= ⟨3 cos2 𝜙 − 1⟩/2 (7.1)

In the above equation, 7.1, 𝜙 is the angle between the desired bond vector ( C𝛼 - C𝛽/N -

H/C - H) and the bilayer normal. An angular bracket represents the average of the molec-

ular and temporal ensembles. In my studies, I have measured S along the N - H vector as

well as the C𝛼 -C𝛽 vector for all the helices in tetrameric and hexameric complexes, with

all the three simulation protocols.

We performed MD simulations for the 4-helix and the 6-helix complex using three

different simulation protocols as described earlier. Further, I have computed the order

parameter S along the N-H bond for each residue of E5 and PDGFR as described above in

this section. A helix that is completely immobile has an S value of 1, which decreases as

the helix tilt increase. All the simulation protocols yield very similar N-H order parameters

in both 4-helix and 6-helix complexes.

In both of the complexes, E5 helices (A, B in the case of the 4-helix and A, B, C, and D

in the case of the 6-helix) show similar values of the N-H order parameter. Amino acid

residues at the termini in both complexes show a lower value of order parameter, which

suggests that these helices are more dynamic in comparison to the amino acid residues,

which are in the middle of the helices. In the case of a 4-helix complex, both of the E5
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Figure 7.10.: N-H order parameter along a pair of E5 helices of the 4-helix complex from the

simulation when restraints are enforced during equilibration and production

simulation. Each E5 has 36 residues.

Figure 7.11.: N-H order parameter along two flanking PDGFR𝛽 helices of the 4-helix com-

plex from the simulation when restraints are enforced during equilibration

and production simulation. Each PDGFR𝛽 has 39 residues.
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Figure 7.12.: N-H order parameter along two pairs of E5 helices of 6-helix complex from the

simulation when restraints are enforced during equilibration and production

simulation. Each E5 has 36 residues.

Figure 7.13.: N-H order parameter along two flanking PDGFR𝛽 helices of 6-helix complex

from the simulation when restraints are enforced during equilibration and

production simulation. Each PDGFR𝛽 has 39 residues.
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helices show very similar values of the order parameter (see fig. 7.10). Whereas in the case

of the 6-helix complex, there is little difference between the order parameter of four E5

helices (fig. 7.12). Helices A and D, which are present in the outermost part in the case of

the 6-helix complex, always show lower order parameters, which suggests that they are

more mobile in comparison to the other two helices (C and D). Helix B and helix C, which

are present close to the PDGFR𝛽 in the case of a 6-helix complex, show similar values of

order parameters and are always close to 1, which further indicates their low mobility.

Unlike, E5 helices, PDGFR𝛽 helices (C and D in the case of the 4-helix and E and F in the

case of the 6-helix) in both the complexes show similar behaviour (fig. 7.11 and fig. 7.13).

Most of the amino acid residues in the middle of the helices show order parameter values

close to 1, which suggests that these residues are less mobile. In the case of the 4-helix

complex, a similar value of the order parameter is observed, which is close to 1. This

indicates that they are less mobile. In the case of the 6-helix complex, the two PDGFR𝛽

residues are present in the central core region of the complex and both of the helices show

similar order parameters. But in comparison to the PDGFR𝛽 in the 4-helix complex, the

order parameter values in the case of the 6-helix complex are lower, suggesting that it is

more mobile in comparison to the 4-helix complexes.

Further, we can also compare these order parameters (S) to root means square fluctuation

(RMSF). A higher-order parameter implies less tilt of the helices, which further implies

less fluctuation of helices and vice-versa. Residues which are at the terminal show higher

lower-order parameters than the residues which are buried in the membrane. This also

corresponds to the RMSF, which is higher at the termini of the helices and lowest in the

membrane-buried region.

7.3.4. PISEMA Calculation

PISEMA, which stands for Polarisation Inversion Spin Exchange At Magic Angle, relates

15
N chemical shift anisotropy and

1
H-

15
N dipolar coupling. It enhances separation-local-

field (SLF) spectroscopy’s resolution and sensitivity. 2D solid-state NMR can reveal struc-

tural details of molecules through resonance patterns observed in transmembrane helices

and sheets. Polar Index Slant Angle (PISA) wheels are the patterns observed in PISEMA

spectra for proteins that are oriented and labelled. In the backbone of a protein, the molec-

ular weight (labelled) can easily be placed in every amide site. A two-dimensional PISEMA

experiment measures simultaneously the
15
N chemical shift and

1
H-

15
N dipolar coupling

of each
15
N-labelled amide bond. Resonance patterns formed by regular 𝛼-helices can be

recognised as a two-dimensional wheel (PISA wheel). Fig. 7.14 illustrates the parameters

used to calculate chemical shifts and dipolar splittings in PISA wheels.

A completely aligned sample’s NMR spectrum exhibits a unique mapping between the

resonance frequencies and structure as a result of nuclear spin interactions. Experimental

PISEMA spectra show a wheel-like pattern of resonances, which is similar to the pattern

observed for helical membrane proteins aligned with each other. As a result of these
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Figure 7.14.: A description of the parameters used to calculate chemical shifts and dipolar

splittings for peptides. Illustration of the orientations of the principal elements

of the Spin Interaction Tensors for
15
N, in a peptide bond. 𝜎11, 𝜎22, 𝜎33 are

the principal components of the
15
N chemical shift anisotropy vector. 𝜎22 is

perpendicular to the plane of the peptide.
1
H-

15
N is dipolar interaction along

the N-H bond. 𝜎33 is in the plane of the peptide and the angle between the

alignments of these two interactions, in the plane of the peptide bond is 17
◦
.

patterns, they are often referred to as PISA wheels (polarity index slant angle) [134, 135].

If the helix axis is parallel to the direction of the applied magnetic field, all amide sites will

have identical orientations relative to the applied magnetic field. Hence, all resonances will

overlap when the helix axis is parallel to the direction of the applied magnetic field. In the

event that the helix is tilted away from the parallel orientation, this breaks the symmetry

and introduces variation in the orientation of the amide NH bond vectors in relation to

the field of force. There is a difference between the direction of the principal element in

the chemical shift tensor of
15
N amide versus the direction of the NH bond vector that

allows us to resolve a large number of resonances found in helical membrane proteins.

When it comes to a typical helical peptide, the PISEMA spectrum is directly related to

the orientation of the helix, specifically its tilt angle. Changing the tilt angle of the peptide

causes the PISA wheel to move and the size of the wheel to change. Thus, in the case of a

completely static peptide at a smaller tilt angle in the membrane, all the data points are in

the top left corner of the PISEMA map. A greater tilt angle causes the signals to migrate

to the bottom of the map, and the wheel size will enlarge, which will also improve the

spectral resolution of 𝛼-helix. A large tilt will result in the wheel reducing again in size as

it moves towards the right corner of the map. Fig. 7.15 shows the results of experimental

measurements of the PISA wheel of E5 and PDGFR𝛽 proteins [101].

The trajectory of the 4-helix and the 6-helix complexes was taken from all molecular

dynamics simulations with three different protocols. For each simulation, a PISA wheel
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Figure 7.15.: Experimental measurements of the PISA wheel of E5 and PDGFR chain from

uniformly
15
N-labelled. A) Solid-state 2D-NMR

1
H-

15
N SAMMY spectra of

E5. B) uniformly
15
N-labelled PDGFR𝛽 . C) uniformly

15
N-labelled E5 with

unlabelled PDGFR𝛽 D) uniformly
15
N-labelled PDGFR𝛽 .

was generated for all E5 and PDGFR𝛽 pairs in both the 4-helix and the 6-helix complexes.

In order to get the PISA wheel from our simulation, firstly we constructed a vector at

an angle of 17
◦
in the plane of the peptide, as shown in fig. 7.14, which is 𝜎33𝑁 . Further,

order parameters along this bond and the N–H bond are calculated. The order parameter

of these bonds lies in the range of -0.5 and 1. Thus, in order to compare the PISA wheel

from simulation and experiment, it is important to scale the obtained order parameter,

so that a direct comparison can be made. Keeping in mind the maximum possible range

of the chemical shift anisotropy is 64 - 222 ppm and dipolar coupling theoretically up to

10 kHz (in my experimental collaborator measurement, this value was 8.4 kHz), the order

parameter of these bonds was scaled. In fig. 7.16 and fig. 7.17 the computed results are

shown.
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Figure 7.16.: PISA wheel analysis of the 4-helix complex measured from MD simulation

with all three simulation protocols. The left column illustrates the PISA wheel

of the E5 helices in all the simulations. The right column illustrates the PISA

wheel of PDGFR helices in all the simulations. The 4-helix complex has one

pair of E5 helices and two flanking PDGFR helices.

There is a perfect resemblance between the PISA wheel obtained from the experiment

analysis and the PISA wheel obtained from the MD simulation using all three simulation

protocols for both the tetrameric as well as hexameric complexes. In our 4-helix simulation

(fig. 7.16), the position of E5 and PDGFR𝛽 PISA wheel is centred around 200 ppm in all the

simulation protocols. Moreover, in the case of 4-helix simulation using protocol 3, slightly
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shifted below in comparison to the simulation of 4-helix using the other two protocols. A

larger size of the PISA wheel corresponds to a larger tilt angle, whereas smaller wheels

refer to a smaller tilt angle and perfect helices. If the PISA wheels are not perfect, it implies

that the helices are not perfect.

PDGFR𝛽 chains show very similar positioning of the PISA wheel with all three simula-

tion protocols. Nevertheless, the PISA wheel in all cases is slightly shifted below with all

simulation protocols as compared to the experimental measurements. The overall 4-helix

complex seems to perfectly match the experimental observation. It can be said that the

proposed model by Dr. Tian Li and Dr. Stephan Grage (Karlsruhe Institute of Technology,

Karlsruhe) was very good.

The 6-helix model proposed by our collaborator also seems to perfectly match the PISA

wheel from the experiments. All E5 chains show smaller wheels (compare fig. 7.17) and

more or less at the same position with all three simulation protocols. Nevertheless, the E5

PISA wheel using simulation protocol 2 is slightly shifted below and the wheels are bigger

than the other E5 wheels from the other two simulation protocols. PDGFR𝛽 in the case

of a 6-helix complex shows similar results to all the simulations and the results are quite

similar to the experiments. A slight difference can be seen in the PDGFR PISA wheel of

the 4-helix complex and the 6-helix complex and i.e., the wheel in 6-helix complexes is

slightly expanded.

7.3.5. Distance Measurement

Several studies have demonstrated that oncoprotein E5 from the papillomavirus activates

PDGFR𝛽 in the membrane through a high-affinity interaction between the transmem-

brane helices. Nevertheless, the pattern of interaction between E5 and PDGFR𝛽 still

remains unclear. In experiments, it was demonstrated that hydrogen bonds between

Gln17 in E5 and Thr513 in PDGFR𝛽 and electrostatic interactions between Asp33 in E5

and Lys499 in PDGFR𝛽 stabilised the complex. Due to the highly hydrophobic nature of

transmembrane helices, the hydrophobic contacts between the transmembrane helices also

contribute to the stabilisation of the E5 / PDGFR𝛽 complex, but direct evidence was lacking.

Solid-state NMR measurements were performed by our collaborator in order to measure

the distance between the residues. For the measurement of the distance between two

different labels, Rotational Echo Double Resonance (REDOR) is one of the most com-

monly used NMR technologies. REDOR has been used to establish direct evidence of

intermolecular distance constraints between E5 and PDGFR𝛽 , which was demonstrated

by our collaborators Dr. Tian Li and Dr. Stephan Grage (Karlsruhe Institute of Technology).

The interaction between the E5 and the PDGFR𝛽 proteins has been investigated through

mutational experiments [113]. The study hypothesised that mutations of the amino acids

Val502, Ile506, Thr513, Leu517, Leu520, and Trp524 in PDGFR𝛽 (see fig. 7.18) result in a

reduction in the activity of the E5 protein in cells that express the mutant proteins. Tian

and Grage proposed several amino acids, such as Phe28, Phe27, Leu24, Val13, and Leu10,
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Figure 7.17.: PISA wheel analysis of the 6-helix complex measured from MD simulation

with all three simulation protocols. The left column illustrates the PISA wheel

of the E5 helices in all the simulations. The right column illustrates the PISA

wheel of PDGFR helices in all the simulations. The 6-helix complex has two

pairs of E5 helices and a pair of PDGFR helices.
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that are involved in the interface in E5 based on the proximity principle and the constraints

resulting from the interaction of Thr513 and Glu17. Many potential contact pairs between

the PDGFR-TMD and E5 have been proposed and measured using REDOR measurements.

Figure 7.18.: Labelling strategy of E5 and PDGFR𝛽-TMD. Labelled residues that may play

a role in the formation of the E5-PDGFR complex are shown as sticks (red).

In addition, the residues Thr513 and Gln17 in PDGFR and E5 are identified by

the orange colour. [136]

Distance measurements between heteronuclear spins have been widely employed in

biological samples using the REDORmethod. The technique is based on the magic spinning

angle (MAS) technology, which involves spinning a sample at 54.7° to average the chemical

shift anisotropy (CSA) and all dipolar couplings.

Based on the membrane orientation of E5 and PDGFR in the complex, which has been

proposed by Prof. Ulrich’s group [101], a 4-helix (a pair of E5 dimer and two flanking

PDGFR𝛽) and a 6-helix (two pair of E5 dimers and a pair of PDGFR𝛽) complex were

proposed. The proposed structure was subsequently subjected to MD simulation using

three different simulation protocols, which are described in section 8.3. As a final step, the

intermolecular distances that were determined experimentally were calculated from the

MD simulation, summed, averaged, and compared with those determined experimentally.

Firstly, we examined the distances between two known interacting pairs of residues

(Thr513 - Gln17 and Lys499 - Asp33) with simulation protocol 3, where restraints are

applied throughout the equilibration and productive simulation, in both the complexes

(Table 7.6). Distance measurements with the other two simulation protocols are shown
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in the appendix (Tables 11.1 and 11.2). A short distance range (3.0 ∼ 5.0 Å) for Thr513 -
Gln17 was found between PDGFR𝛽 (C) and E5 (B), as well as between PDGFR𝛽 (D) and

E5 (A). Also, a short distance range (2.5 ∼ 5.0 Å) for Lys499 - Asp33 was found between

PDGFR𝛽 (C) and E5 (A) and PDGFR𝛽 (D) and E5 (B). It can be concluded from this, that

the constraints were maintained and not disrupted during the simulation. There are two

interactions that limit the E5 - PDGFR complex: Thr513 and Lys499 of a PDGFR bind

simultaneously to Gln17 on one E5 helix and Asp33 on the other.

In the case of the 6-helix complex (Table 7.7), a short distance range (3.0 ∼ 5.0 Å) for
Thr513-Gln17 was also found between PDGFR𝛽 (E) and E5(B), as well as between PDGFR𝛽

(F) and E5 (C). Further, a short distance range (3.0 ∼ 4.0 Å) for Lys499-Asp33 was found
between PDGFR𝛽 (E) and E5 (A) and PDGFR𝛽 (F) and E5 (D). These constraints were main-

tained throughout the simulation, which maintains the stability of the 6-helix complexes

due to these two interactions.

A long-distance range of 10 ∼ 15 Å has been observed in the complex for Gln17 - Gln17,

which is thought to stabilise the E5 dimer in the membrane center. Gln17 appears to adopt

a new orientation within the complex, in which it interacts primarily with Thr513. The

distance between Gln17 - Gln17 in all other simulation protocols in the 4-helix complex

also remains similar, which further suggests the stability of the E5 - PDGFR𝛽 complex

while forming a hydrogen bond with Thr513.

In addition to these two interactions, I have also measured other distance pairs that

have been labelled in the experiment for distance measurements (Table 7.6). In the 4-helix

complex, there are two E5 helices (A and B), and two PDGFR𝛽 helices (C and D). To

determine, whether the arrangement was symmetric during the simulation, we analysed

the distance between A–C, A–D, B–C, and B–D. Ideally, the distance between the A–C

and B–D should show similar behaviour, whereas A–D and B–C should show similar

behaviour. Similarly, in the case of the 6-helix complex (Table 7.7), there are four E5

helices (A, B, C and D) as well as two PDGFR𝛽 helices (E, F). In this case, the distance

between A–E and D–F should show similar behaviour, whereas B–E and C–F should

show similar behaviour. Due to the construction of the model, there are no close contacts

between pairs E–C, E–D, F–A, and F–B in the hexamer. Therefore, these data are not shown.

We calculated all the experimentally measured distances from MD simulation, averaged

them, and compared them to the initial structure to determine the extent of structural

change. Based on these results, it appears that the distances of membrane-buried regions

observed in the MD simulation are in agreement with those predicted experimentally. It is

apparent that the arrangement of the PDGFR𝛽 dimer in relation to the E5 dimer did not

change much during the simulation of the 4-helix as well as the 6-helix complex using

all restrained simulations. At least in the centre region of the membrane, based on the

distances between pairs of Leu24-Leu506, Leu10-Leu517, Val13-Leu517 and Leu10-Leu520

remained the same.
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E5 PDGFR𝛽 A - C A - D B - C B - D Experiment

Phe28 (F) (C1H3) Val502 10.9 14.8 18.3 8.4 7.4 ∼ 9.8
Phe28 (F) (C2H3) Val502 12.7 16.5 20.0 9.8
Phe28 (F) (C1H3) Leu506 12.9 10.7 8.4 16.8 8.3 ∼ 11.3
Phe28 (F) (C2H3) Leu506 14.8 10.3 10.5 16.4

Phe27 (F) (C1H3) Leu506 12.3 17.1 16.8 11.2 > 11.3
Phe27 (F) (C2H3) Leu506 14.1 16.6 18.5 10.6

Leu24 (D3C1) (C1H3) Leu506 11.8 6.8 6.9 11.9

8.0 ∼ 10.0Leu24 (D3C2) (C2H3) Leu506 12.8 6.6 8.6 11.7

Leu24 (D3C2) (C1H3) Leu506 11.6 7.1 7.1 12.2

Leu24 (D3C1) (C2H3) Leu506 12.9 6.5 8.2 11.6

Leu10 (D3C1) (C1H3) Leu517 11.4 6.8 6.9 11.9

6.0 ∼ 7.0Leu10 (D3C2) (C2H3) Leu517 11.3 6.6 8.6 11.7

Leu10 (D3C2) (C1H3) Leu517 11.2 7.1 7.1 12.2

Leu10 (D3C1) (C2H3) Leu517 11.2 6.5 8.2 11.6

Leu10 (D3C1) (C1H3) Leu520 14.3 4.7 6.7 8.2

-Leu10 (D3C2) (C2H3) Leu520 13.3 6.6 6.1 8.6

Leu10 (D3C2) (C1H3) Leu520 12.8 7.2 6.1 10.2

Leu10 (D3C1) (C2H3) Leu520 14.7 4.3 6.7 6.8

Ala14 (D3C) (C1H3) Leu517 7.3 7.6 5.3 4.3

Ala14 (H3C) (C2H3) Leu517 7.6 7.5 5.1 4.2

Val13 (D3C1) (C1H3) Leu517 14.3 11.9 6.9 10.2

6.0 ∼ 7.0Val13 (D3C2) (C2H3) Leu517 13.3 10.1 4.8 10.0

Val13 (D3C2) (C1H3) Leu517 12.8 10.2 5.0 10.1

Val13 (D3C1) (C2H3) Leu517 14.7 11.8 6.4 10.2

Leu10 (H3C1) (F) Trp524 9.9 16.4 6.0 12.7 7.4 ∼ 8.3
Leu10 (H3C2) (F) Trp524 8.3 14.4 4.5 10.9

Gln17 (C) (N) Thr513 14.2 4.0 3.9 12.6

Asp33 (O) (N) Lys499 3.5 20.6 19.2 3.4
E5 – E5 Gln17(A) – Gln17(B) 12.7

Table 7.6.: The distance (in Å) between the selected pairs of amino acids side chains of the

tetramer from the simulation, in which the proteins were restrained throughout

the equilibration and productive simulation (SP3). The tetramer is composed of

two E5 helix (A, B) and two PDGFR𝛽 (C, D). The distances are compared with

the experiment, which is measured by the REDOR method.

However, as distances increase in the membrane-surface region, MD simulations reveal

even greater distances than expected, such as those between Phe28-Leu506, Phe27-Leu506,

and Leu10-Trp524. The MD simulation for both the 4-helix and 6-helix complexes shows

one exception in the pair of Phe28-Val502, whose distance remains the same or decreases

slightly. In the MD simulation, distances may appear to be more variable because aromatic

amino acids have a larger side chain, so the label may move more, resulting in longer
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E5 PDGFR𝛽 A - E B - E C - F D - F Experiment

Phe28 (F) (C1H3) Val502 10.3 16.5 17.8 9.2 7.4 ∼ 9.8
Phe28 (F) (C2H3) Val502 9.9 15.9 16.0 7.6
Phe28 (F) (C1H3) Leu506 13.4 16.5 14.5 8.3 8.3 ∼ 11.3
Phe28 (F) (C2H3) Leu506 12.5 15.2 14.4 8.2
Phe27 (F) (C1H3) Leu506 17.3 14.1 8.5 16.7 > 11.3
Phe27 (F) (C2H3) Leu506 15.8 13.6 8.4 16.6

Leu24 (D3C1) (C1H3) Leu506 11.6 8.1 5.7 11.5

8.0 ∼ 10.0Leu24 (D3C2) (C2H3) Leu506 9.4 6.5 6.2 10.1

Leu24 (D3C2) (C1H3) Leu506 10.4 7.3 5.5 11.4

Leu24 (D3C1) (C2H3) Leu506 10.3 7.3 6.3 10.1

Leu10 (D3C1) (C1H3) Leu517 9.5 6.3 7.9 12.7

6.0 ∼ 7.0Leu10 (D3C2) (C2H3) Leu517 9.4 7.2 7.9 12.3

Leu10 (D3C2) (C1H3) Leu517 9.5 7.4 8.7 12.9

Leu10 (D3C1) (C2H3) Leu517 9.4 6.1 7.1 12.2

Leu10 (D3C1) (C1H3) Leu520 13.3 5.7 6.4 12.3

-Leu10 (D3C2) (C2H3) Leu520 13.2 5.8 8.0 12.9

Leu10 (D3C2) (C1H3) Leu520 13.7 6.1 6.9 11.9

Leu10 (D3C1) (C2H3) Leu520 12.9 5.4 7.7 13.6

Ala14 (D3C) (C1H3) Leu517 4.9 7.8 10.2 6.8

Ala14 (H3C) (C2H3) Leu517 10.3 6.3 6.1 12.2

Val13 (D3C1) (C1H3) Leu517 10.4 6.3 6.5 12.2

6.0 ∼ 7.0Val13 (D3C2) (C2H3) Leu517 11.4 8.3 7.9 13.3

Val13 (D3C2) (C1H3) Leu517 11.5 8.2 8.5 13.3

Val13 (D3C1) (C2H3) Leu517 10.3 6.3 6.1 12.2

Leu10 (H3C1) (F) Trp524 12.4 10.6 9.5 13.7 7.4 ∼ 8.3
Leu10 (H3C2) (F) Trp524 13.1 9.2 9.2 12.8

Gln17 (C) (N) Thr513 11.1 4.2 4.2 12.2

Asp33 (O) (N) Lys499 3.3 23.2 16.6 3.5

Table 7.7.: The distance (in Å) between the selected pairs of amino acids side chains of the

hexamer from simulation, in which the proteins were restrained throughout

the equilibration and productive simulation (SP3). There are no close contacts

in the pairs E–C, E–D, F–A, and F–B in the hexamer due to the construction of

the model, so these data are not shown here. The distances are compared with

the experiment, which is measured by the REDOR method.

distances.

Interestingly, in the simulation, the distance between the two PDGFR𝛽 molecules and

the E5 dimer is not identical, as the molecules are not symmetrical. Specifically, distances

such as Phe28-Val502, Phe28-Leu506, and Leu10-Trp524 in the terminal regions of the

helix showed different values, indicating greater fluctuations in amino acids. In spite of

this, it appears that the N-terminal region (Val502, Leu506) of PDGFR𝛽 is farther away
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from the E5 dimer than the C-terminal region (Trp524). Comparing our simulation to

experimental data obtained by REDOR, our average distances are mostly in agreement.

For the pair of Phe28–Val502, the experimental distance (7.4 ∼ 9.8 Å) agrees with that only

with chain A–D in the case of the 4-helix complex, and in the case of the 6-helix complex

it is in agreement with the pair A–E and D–F.

Among the pairs, Phe28 - Leu506, the distances between A–D and B–C are in good

agreement with the experiment as regards the 4-helix complex, but in the case of the

6-helix complex, only D–F is comparable to the experimental range (8.3 ∼ 11.3 Å). There
was, however, a closer distance found between helix pairs A - C and B - D in the 4-helix

complex, rather than between two adjoining helices as in the starting model. Consequently,

Leu506 in PDGFR𝛽 has a preference for being close to Phe28 of the neighbouring E5, which

is different from the initial model but still it is in good agreement with the experimental

result. As the experimental proximity (> 11.3 Å) of Phe27 - Leu506 represents all possible
locations between the two helices, it represents all possibilities in the 4-helix and the

6-helix complexes.

The distances between the amino acids Leu24 - Leu506 as well as Leu10 - Leu517 seem

to be in good agreement with the experimental measurements for both tetrameric and

hexameric complexes. But on the other hand, in the case of Val13 - Leu517, only the

distances between B - C fit the experimental data for the tetrameric complex, whereas in

the case of the hexameric complex the helix pair B–E and C–F are in agreement with the

experimental REDOR measurements. Likewise, in the case of Leu10 - Trp524, distances

obtained from MD simulation are slightly smaller than the experimentally reported in the

case of the tetrameric complex, but in the case of the hexameric complex, the distances

between these two pairs are significantly larger than experimental values. These results

indicate that the large sidechains of two Trp524 in the complex have completely different

orientations. Therefore, two PDGFR𝛽 molecules are not arranged in a symmetrical manner

with regard to the E5 dimer.

The comparison of our simulation distance measurements with those obtained by RE-

DOR results in three types of situations. In the first situation, the two values obtained from

the simulation for the two helix-helix contacts agree with the experimental values, such

as the pair of Phe28 - Leu506, Leu24 - Leu506, and Leu10 - Leu517 in 4-helix complexes.

Whereas in the case of the 6-helix complexes, both values obtained from the simulation of

helix-helix contact Leu24 - Leu506, Leu10 - Leu517, and Val13 - Leu517 agree well with

the experimental distance measurement. In the second situation, the distances in half of

the complex are consistent with those measured by REDOR, such as the pairs of Phe28

- Val502, Val13 - Leu517 and Trp524 - Leu10 in the case of the 4-helix complex. A third

situation occurs when the distances between the helices agree with the experiment, but

the agreement is found between different helix pairs, as was initially assumed, only for

Phe28 - Leu506, in the case of the tetramer complex.

A key point to remember is that some of the measured average distances derived from

the simulation used in the comparison with the experimental results are not in agree-
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ment, which might be misleading. Differences in the experimental measured distances

and distances measured from simulation can happen due to the average based on several

distances, but only one of them agrees with the experiment. Also, it is possible that the

inhomogeneity of the sample is responsible for the distance discrepancies between MD

simulation and REDOR. MD simulations were conducted on a homogeneous object in

which all helices of the E5 and PDGFR contribute to the formation of the heterocomplex.

There is probably no such thing in an actual experiment, where proteins are distributed in

an inhomogeneous manner in a real sample. This results in fewer protein signals derived

from well-formed complexes due to an inhomogeneous distribution consisting of proteins

in different states of oligomerisation and aggregation.
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8. Water and Ammonia Selectivity Through
Aquaporin AtTIP2;1

8.1. Introduction

Aquaporins (AQP) are tetrameric transmembrane proteins, which are found in bacteria,

plants, and animals. Cell membranes are formed by the phospholipid bilayers, which

are highly hydrophobic in nature. Thus, it is nearly impossible for water molecules to

permeate through it. Nevertheless, there are many metabolic processes that critically

depend on the efficient exchange of water and another solute across the cell membrane.

Aquaporins are general categories as the water channel proteins, which form the pore

in the membranes of the biological cells [18, 137]. The formation of this pore mainly

facilitates the transport of water and some other polar solutes such as carbon dioxide,

hydrogen peroxide, glycerol, and ammonia [138] under certain conditions, between cells.

Aquaporins enable the passive permeation of water and other solutes across the membrane,

which is remarkably efficient for the water balance and other cellular processes. Up to

now, more than 350 aquaporins are known; in humans alone, there are 13 aquaporins that

have been isolated, which shows specialised permeation features [139]. The structure of

the aquaporin AtTIP2;1 is shown in fig. 8.1 exemplary for homotetrameric aquaporins and

aquaammoniaporins.

(a) (b)

Figure 8.1.: The structure of the AtTIP2;1. It is important to note that aquaporins and

aquaammoniaporins are homotetramers with four monomeric channels each,

as shown in the (a) top view and (b) side view.
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Essentially, aquaporins exist as tetramers, with each monomer forming a functional

pore [140]. In spite of the fact that the inside of the pores is surprisingly hydrophobic,

some sites within the pores are hydrophilic. The top to bottom of the molecule is lined

with carbonyl oxygen backbones that accept hydrogen bonds from the water molecules.

In the centre of the pore, two highly conserved asparagines, called NPA-motifs, donate

hydrogen bonds to water, thereby stabilising the chain’s bipolar orientation [141]. The

channel structure of AtTIP2;1 is shown in detail in fig. 8.2.

(a) (b)

Figure 8.2.: Channel structure of AtTIP2;1. Each monomeric channel in (a) consists of

six transmembranes (H1 - H6) helices connected by five loops. There are two

shorter helices HE and HB, both displaying the AQP-signature motif Asn-Pro-

Ala (NPA). In the central NPA region, backbone carbonyl oxygens and two

asparagines provide hydrogen bonding sites for the line of water molecules

entering the pore. (b) illustrates the direction of the channel axis z, which runs

from the cytosolic side of the vacuole (bottom) to its interior (top).

The solute selectivity of the channel is highly dependent on the composition of the

selectivity filter (SF), which is located at the entrance of the pore of the aquaporins. The

SF is usually the narrowest part of the pore and, therefore, is able to sterically block the

passage for large solutes. Human AQP1, which is generally reported to be water-only

permeable, has been suggested to rely on the highly conserved SF arginine [142] as a key

residue.
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There is no doubt that the more similar the solute is to water, the more challenging

it becomes to achieve high selectivity without also affecting the water’s permeability.

Considering that ammonia (NH3) is a polar molecule with a similar size and dipole mo-

ment to water, the selectivity of ammonia is particularly interesting. It is expected that

ammonia will fit through narrow constrictions, just as water does, and that it will form hy-

drogen bonds readily with both water and the polar sites within the pore just as water does.

Tonoplast Intrinsic Proteins (TIPs), which belong to the aquaporin superfamily, facilitate

the permeation of water as well as ammonia. TIP2;1 from the wheat plant is an example

of an ammonia-permeable aquaporin found in the membrane surrounding the vacuole

organelle. It has been established by crystal structures that AQPs are homotetramers,

where each monomer contains a functional pore composed of six membrane-spanning

helices (helix 1–helix 6), five connecting loops (loop A–loop E), and two shorter helices

(helix B and helix E).

It is noteworthy that both short helices display the AQP-signature motif Asn-Pro-Ala

(NPA) [143, 144, 145]. These two NPA motifs in the middle of AQPs form a bipartite trans-

membrane segment. A variety of small, uncharged polar molecules can permeate through

different AQP isoforms. A macro dipole of the short helices is able to effectively exclude

protons from the pore in part by concentrating the positive charge at the NPA region

[146]. An aromatic/arginine selectivity filter is believed to achieve substrate specificity,

which is composed of four residues situated at the non-cytosolic end of the pore. There

are two types of residues preserved in most AQPs: Arginine, which contributes to proton

exclusion, and histidine, which contributes to water specificity.

8.1.1. Crystal Structure of AtTIP2;1

In AtTIP2;1, the pore diameter is smaller at the NPA region than in any other AQP, and

remains constant throughout the pore at approximately 3 Å. It is unusual since in most

open AQP structures, the aromatic/arginine selectivity filter forms the narrowest portion

of the pore. It is important to note that the SF compositions HSD63, ILE185, GLY194,

and ARG200 (see fig. 8.3) are similar to those of another ammonia permeable aquaporin,

the mammalian AQP8 in this case. There is an unexpected position of the SF arginine

R200 in the crystal structure, where, instead of forming hydrogen bonds in the pore, the

arginine is occupied by hydrogen bonds with the neighbouring histidine, HSD63. The

crystal structure also suggests extending the SF to include a fifth residue, H131, to sterically

enforce R200’s special position and interact with the water molecules entering the pore.

An experimental study enables the modulation of the unitary water and ammonia per-

meability of the Arabidopsis thaliana aqua-ammonia channel (AtTIP2;1), by reconstituting

it into OSPC containing large unilamellar vesicles. Quantitative activity characterisation

utilising fluorescence correlation spectroscopy, stopped-flow methodology, and dynamic

light scattering studies suggest modulating its unitary water and ammonia permeability

by switching between the liquid-disordered and gel phase states of the bilayer. The perme-
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Figure 8.3.: The Selective Filter (SF) composition of TIP2;1 (top view) consists of HSD63,

HSD131, ILE185, GLY194, ARG200. Arginine ARG200 in the SF region is

hydrogen bonded with histidine HSD63, instead of offering hydrogen bonds

into the pore. The inclusion of additional histidine HSD131 in the SF region

sterically enforces the special position of ARG200 and interacts with water

entering the pore.

ation of water across the gel phase lipid is substantially lower in comparison to the liquid

phase lipid. Also, the permeation of ammonia is significantly lower than in the liquid

phase liquid. Furthermore, experimental evidence has shown that AtTIP2;1 exhibit lower
permeation in a gel state compared to a liquid-disordered state in in vitro experiments. As

a result of this experimental finding, it becomes clear that the lipid matrix plays a very

important role in the in vitro and in silico characterisation of proteins and will inevitably

lead to a great deal of future research on the permeability and regulation of AQPs as well

as other membrane proteins.

The results of these experiments must be explained at the atomic level in order to gain

a thorough understanding of TIP2;1 permeability and selectivity. In the next section, I

have explained the state-of-art computer simulation and methods which I have used to

reproduce and interpreted the experimental observations.

8.2. Methodology

8.2.1. Force field, simulation setup and equilibration of aquaporin AtTIP2;1 in
liquid phase lipid

Starting from a crystal structure of AtTIP2;1, PDB ID 5I32 [147], its tetrameric structure

was prepared with PyMol [148], and was embedded in an OSPC lipid bilayer placed in a
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rectangular periodic box sized 11.93 × 11.93 × 9.62 nm3
using the CHARMM-GUI mem-

brane builder [114]. The initial arrangement of lipid molecules corresponded to the area

of 0.585 nm
2
per lipid. The aquaporin incorporated into the OSPC bilayer was solvated by

22,235 CHARMM-TIP4P molecules, of which 16 were replaced by sodium ions to achieve

electroneutrality. The entire system comprising the protein, lipids, water and counterions

was described with the CHARMM36 force field [149], and the topology of OSPC molecules

was adopted from the readily available SOPC topology in CHARMM-GUI (shown in fig. 8.4).

Energy minimisation and equilibration were carried out with Gromacs 5.0, while Gromacs

2020.2 was used for all subsequent production simulations [59, 60, 61].

(a) Pure water system (b) NH3 containing system

(c) NH
+
4
ions containing system

Figure 8.4.: Representative snapshots for the simulation setups in three different situations.

In a pure water system (a), the aquaporin-lipid complex is solvated with water

and neutralised with chloride ions. In the case of NH3 containing systems

(b), the required number of water is replaced with 1000 NH3. In the case of

a system containing NH
+
4
ions (c), the required number of H2O are replaced

with NH
+
4
ions, which are further neutralised with an equivalent number of

chloride ions.

The system was equilibrated by means of a standard procedure of CHARMM-GUI, as

follows: The steepest descents minimisation algorithm was used to minimise energy until
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the maximum force dropped below 1000 kJ/(mol·nm). The following position restraints

were imposed on the system: 4000 kJ/(mol·nm2
) on the backbone atoms, 2000 kJ/(mol·nm2

)

on the side chain heavy atoms of the peptide, and 1000 kJ/(mol·nm2
) on the phosphorus

atoms in the lipid head groups. Also, two dihedral restraints of 1000 kJ/(mol·rad2) were
applied to each lipid molecule: one on the double bond torsion C38–C39=C310–C311,

and one on the improper dihedral in the glycerol moiety, C1–C3–C2–O21. The energy-

minimised structure was equilibrated by performing six NVT MD simulations, in which

the restraints were relaxed gradually, as summarised in table 8.1.

Equilibration Time Time Step Backbone Side Chain Lipid Dihedral

ps fs kJ/(mol·nm
2
) kJ/(mol·rad

2
)

1 125 1 4000 2000 1000 1000

2 125 1 2000 1000 400 400

3 125 1 1000 500 400 200

4 500 2 500 200 200 200

5 500 2 200 50 40 100

6 500 2 0 0 0 0

7 1000 2 0 0 0 0

Table 8.1.: In each of the NVTs equilibration steps, lengths of simulations and force con-

stants are provided for each kind of restraint.

The leap frog integrator was used with a time step of 1 fs for the first three equilibration

steps, and 2 fs in all of the following simulations. All bonds involving hydrogen atoms

were constrained to their respective equilibrium lengths with LINCS [33]. The first two

equilibrations were run in an NVT ensemble, with a constant temperature of 303.15 K

maintained by a Berendsen thermostat with a coupling constant of 1 ps. The equilibrations

3–6 were run in an NPT ensemble, with a Berendsen thermostat (same as equilibration

1–2) and the constant pressure of 1 bar maintained with two different Berendsen barostats

in a semi-isotropic setup, controlling the pressure in the membrane plane and in the mem-

brane normal direction separately, with coupling constants of 5 ps and compressibilities of

4.5 × 10
−5

bar
−1
. For the equilibration step 7, we have used Nosé–Hoover thermostats at a

constant temperature of 303.15 K with a coupling constant of 1 ps. The Parrinello–Rahman

barostat was also applied with a reference pressure of 5 bar and coupling constant of 5 ps.

The production simulations were performed with a time step of 2 fs for a total length of

3 𝜇s. A constant temperature of 310 K was maintained with two Nosé–Hoover thermostats

[64, 65], coupling protein+lipid and water+ions to separate heat baths with coupling con-

stants of 1 ps. An isotropic semi-isotropic pressure scheme was used to maintain constant

pressure in the membrane plane so that the pressure in the membrane’s normal direction

was controlled independently of the pressure in the membrane plane. The Parrinello–

Rahman barostat [66] was applied with a reference pressure of 1 bar, a coupling constant

of 5 ps, and compressibility of 4.5 × 10
−5

bar
−1
. Long-range electrostatic interactions

were treated with the particle–mesh Ewald scheme (PME), using a real-space cutoff of
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1.2 nm, and Lennard-Jones potentials were switched from 0.8 nm and cut off at 1.2 nm.

The coordinates of heavy atoms of the proteins, lipids and solvent were saved every 5 ps.

Trajectories were visualised and images of molecules were rendered with VMD [150].

The analyses were carried out with the GROMACS tools and Python libraries, with Mat-

plotlib being used for data plotting [151].

(a) Aquaporin AtTIP2;1 in liquid phase lipid

(b) Aquaporin AtTIP2;1 in gel phase lipid

Figure 8.5.: Snapshot from the MD simulation showing the disordered lipid in liquid phase

lipid (a), whereas in the case of gel phase lipid (b) the tails of the lipids are

ordered and parallel.

8.2.2. Simulation setup and equilibration of aquaporin AtTIP2;1 embedded in
gel phase lipid

We also performed an unbiased simulation of AtTIP2;1 in gel phase lipid. The simulation

protocol followed that of the simulations involving liquid lipids, except that the reference
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temperature was 270 K. However, the structure of the system was prepared using a two-

step procedure, which started from the structure of the system following 1 𝜇s of MD

simulation at 310 K, with lipids in the liquid phase. First, in a simulation of 200 ns, the

temperature maintained with the Nosé–Hoover thermostats with coupling constants of

0.5 ps, was decreased from 310 K to 270 K, corresponding to a cooling rate of 0.2 K/ns.

The desired ordering of the fatty acid chains was facilitated by imposing small “artificial”

forces on the chains: on each of the fatty acid chains, the carboxyl carbon atom and the

terminal carbon atom were pulled away from each other along the membrane’s normal

direction by a force of 1 kJ/(mol·nm). The second phase of the equilibration consisted of

an MD simulation of 100 ns performed at the temperature of 270 K with no additional

forces or restraints. Structures of both, AtTIP2;1 in liquid phase lipid and gel phase lipid

are demonstrated in fig. 8.5.

8.2.3. Simulations of AtTIP2;1 in the presence of ammonia or ammonium

Additionally, AtTIP2;1 embedded in a lipid bilayer, liquid as well as in the gel state, was

simulated in the presence of ammonia (NH3) or ammonium (NH
+
4
) salt. The topologies

of NH3 and NH
+
4
were taken from the CHARMM small molecule library at CHARMM-

GUI. 1000 water molecules in the structure following a previous 1 𝜇s simulation in a neat

aqueous environment were replaced by NH3 or NH
+
4
by using GROMACS tools; any NH3 or

NH
+
4
penetrating into the membrane were removed from the system manually. In the latter

case, the corresponding number of water molecules was replaced by chloride counterions

to preserve electroneutrality. The resulting molecular systems were energy-minimised

as described above, followed by unrestrained 1 ns NPT equilibrations performed at the

respective temperatures and a pressure of 1 bar with a time step of 2 fs. The production

simulations of 3 𝜇s were performed with the same settings as described above for the

simulations with a neat aqueous environment. The coordinates of heavy atoms of protein,

ammonia and water were saved every 5 ps.

8.3. Results

8.3.1. Water passage in liquid and gel phase lipid in pure water system

In a pure water system, we performed 3 𝜇s simulations in the liquid and gel phases, which

were recalculated for 1 𝜇s. We have simulated liquid phase lipid at 310 K and gel phase

lipid at 270 K. In the liquid phase and gel phase lipid, we counted the amount of water

passing through each channel. We have also calculated the average time taken by H2O

molecules to pass through any of the channels in liquid and gel phase lipid.

In the case of liquid phase lipid simulation, there are 3946 H2O passages through all the

channels combined. Whereas in the case of gel phase lipid there are 645 H2O molecules

passages across each channel combined. In the case of liquid phase lipid, each of the

channels behaves in a similar way and the number of H2O passages through these channels

is ∼ 1000. Also, the ratio (Up passages / Down passages ) of water passing through each
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channel is quite similar, which is ∼ 1.2. Whereas in the case of gel phase lipid, the number

of H2O passages through each channel shows different behaviour. All the channels behave

in a similar way and the ratio of the number of H2O molecules passing up and down is

∼ 1.0. But if we compare the number of water molecule passages through each specific

channel, they are quite different, especially channel C. In the case of channel C, there are

42 water molecules passing through it in 1 𝜇s simulation, whereas in the case of A and

D, there are 232 and 245 water molecules passing through it, either way of the channel.

Channel C is different due to three major reasons. First, there is a hydrogen bond between

HSD131–ARG200, which narrows the main pore and it strictly prohibits the permeation of

water in the side pore. Secondly, the formation and breaking of a hydrogen bond between

ASN83–MET196 at NPA regions also controls the water passage. Deformation of this

hydrogen bond narrows the space and blocks the passage of water in the main channel.

Finally, the deformation of the hydrogen bond between GLU24–HSD81 at the cytosolic

also narrows the main channel. These three factors contribute to a fewer permeation of

water across channel C. Whereas in the case of channel B, there are 135 H2O molecule

passages through each channel, refer to table 8.2.

Channel Up Down Total

A 515 422 937

B 484 482 966

C 542 461 1003

D 579 460 1040

3946
Average Time: 2.0 ns pf: 16.4

(a) Lipid phase lipid at 310 K

Channel Up Down Total

A 112 120 232

B 68 66 135

C 20 22 42

D 127 118 245

645
Average Time: 10.3 ns pf: 3.3

(b) Gel phase lipid at 270 K

Channel Up Down Total

A 292 315 607

B 179 174 352

C 51 58 110

D 333 308 607

1711

(c) Gel phase corrected to 310 K

Table 8.2.: The passage of water across the aquaporin AtTIP2;1 in liquid (a) and gel (b)

phase lipids in pure water in all channels of the system. The amount of water

passing from the cytosol to the vacuole is referred to as up and the number of

water going from the vacuole to the cytosol is referred to as down. (c) corrected

the number of water passages across all channels in the gel phase lipid at 310 K.

We have measured the average time taken by H2O molecules to pass through liquid

and gel phase lipids. The time taken by each passage is calculated by noting the time

of entering into the channels and the time of exit from the channel. The average time

taken by H2O passage is measured by the sum of time taken by each passage divided by
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the number of passages. The average time taken by H2O passage in liquid phase lipid is

2.0 ns, whereas in the case of gel phase lipid it takes 10.3 ns to pass through the aquaporin

channels. The time taken for H2O passage in the case of gel phase lipid is more than five

times higher than the amount of time taken to pass through in the case of liquid phase lipid.

It is not fair to compare the number of H2O passages caused by liquid phase lipids

with those caused by gel phase lipids since the liquid phase lipid was studied at 310 K

whereas the gel phase lipid was studied at 270 K. Thus, in a hypothetical situation, we

calculated the number of H2O molecules passing through the gel phase at 310 K using

the temperature-dependent Arrhenius formula. The activation energy (E𝐴) for the H2O

passage is taken from the literature as 4 kcal/mol [147]. As a consequence, we can deter-

mine the number of passages through each channel by multiplying the H2O passage by a

factor of 2.6. As a result of incorporating corrections in gel phase H2O passage, there are

1711 H2O molecules that passed through all channels, which is still less than half of the

water transport in liquid phase lipids.

Furthermore, the osmotic permeability (pf ) of water is also measured in all systems of

both phases of lipid. The osmotic permeability has a direct relationship with the "hopping

rate" of the water chain in a single-file model [152]. The pf of water permeation is 16.4 x

10
−14𝑐𝑚3𝑠−1 and 3.3 x 10

−14𝑐𝑚3𝑠−1 in liquid phase and gel phase lipid, respectively.

8.3.2. Ammonia passage in liquid and gel phase lipid in the system containing
1000 NH3 molecules

Further, we have performed 3 𝜇s simulations in the system containing 1000 NH3 molecules

in the system in liquid as well as gel phase lipid. The number of passages is further averaged

over 1 𝜇s simulation. Our first step was to count how many molecules of ammonia passed

through each channel in both phases of the lipids. In total, there are 59 NH3 passages in

the liquid phase lipid simulation, whereas in the case of gel phase lipid simulation there

are only 6 NH3 passages. Gel phase lipids have a significantly lower quantity of passages

of NH3 compared to liquid phase lipids in terms of the number of passages of NH3 which

pass through. As far as the behaviour of the channels in liquid lipids is concerned, they

behave in a similar manner to those in solid lipids. In liquid phase lipid, 11 and 14 NH3

molecules pass through channels A and B, respectively, whereas in the case of gel phase

lipid there is only one NH3 passing through these two channels 8.3. It is interesting to

note that 19 NH3 passes through channel C in liquid phase lipid, but none is transferred in

gel phase lipid. There are 15 molecules of NH3 that pass through channel C in liquid phase

lipid, of which 7 molecules go up (from the cytosol to the vacuole) and 8 molecules go

down (from the vacuole to the cytosol). The gel phase lipid has four passages in channel D,

three of which are upward and one downward. In addition, it is interesting to note that

NH3 does not pass upward (cytosol to vacuole) in channels A, B, or C in gel phase lipid.

But in the case of channel D, there are three upward passages.
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Channel Up Down Total

A 5 6 11

B 8 6 14

C 11 8 19

D 7 8 15

59
Average Time: 3.5 ns pf: -

(a) Lipid phase lipid at 310 K

Channel Up Down Total

A 0 1 1

B 0 1 1

C 0 0 0

D 3 1 4

6
Average Time: 28.6 ns pf: -

(b) Gel phase lipid at 270 K

Channel Up Down Total

A 1 2 3

B 1 3 3

C 0 1 1

D 8 2 10

17

(c) Gel phase corrected to 310 K

Table 8.3.: The passage of NH3 across the aquaporin AtTIP2;1, each channel in liquid (a)

and gel (b) phase lipids in systems where 1000 ammonia molecules are present

in the system. The amount of water passing from the cytosol to the vacuole

is referred to as up and the number of water going from the Vacuole to the

cytosol is referred to as down. (c) corrected number of water passages across

all channels in the gel phase lipid at 310 K.

The average time taken in both phases of the lipid to pass these NH3 passages has also

been measured in both phases. In the case of liquid phase lipids, it has been observed that

NH3 molecules take on an average of 3.5 ns to pass through the aquaporin channels. In

contrast, the average time taken by NH3 to pass through channels in the gel phase is even

higher and can reach a value of 28.6 ns. The NH3 molecules are significantly blocked by

the aquaporins in the gel phase. Also, even if it goes into the aquaporin channel, it takes

longer to pass through it.

As discussed previously, simulations are performed at 270 K in the gel phase and at

310 K in the liquid phase. Thus we calculated the hypothetical number of NH3 molecules

passing through the gel phase at 310 K using the Arrhenius formula as described before

in the previous section. After the correction, there are 17 NH3 passages through the gel

phase systems at 310 K. According to table 8.3, the ratio of NH3 passage through gel phase

lipid at 310 K to NH3 passage through liquid phase lipid at 310 K is ≃ 0.29.

8.3.3. Water passage in liquid and gel phase lipid in the system containing
1000 NH3 molecules

I have also counted the number of H2O molecule passages through aquaporin channels in

both phases of the lipid in systems containing 1000 NH3 molecules as seen in table 8.4.
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For liquid phase lipids containing 1000 ammonia, there are 3467 H2O molecules that cross

aquaporin channels, which is slightly less than the 3946 H2O molecules in the pure water

system. Additionally, in the case of gel phase lipid containing 1000 ammonia, there are 491

molecules of water that cross the channel. The ratio of H2O passage (Up/Down) in all the

channels in liquid phase lipid is in the range of 0.99 ∼ 1.03. In liquid phase lipid systems

that contain NH3 contents, there is always less H2O passing through each channel than the

corresponding channels in pure water systems in which NH3 is not present. The difference

is more pronounced in the case of channels A, B and C, but in the case of channel D, the

difference is small.

Channel Up Down Total

A 397 400 797

B 422 397 819

C 424 402 826

D 522 503 1025

3467
Average Time: 2.3 ns pf: 13.9

(a) Lipid phase lipid at 310 K

Channel Up Down Total

A 42 48 89

B 50 70 120

C 26 23 49

D 115 118 233

491
Average Time: 12.6 ns pf: 2.4

(b) Gel phase lipid at 270 K

Channel Up Down Total

A 109 125 234

B 130 183 313

C 69 59 128

D 301 308 609

1284

(c) Gel phase corrected to 310 K

Table 8.4.: The passage of water across the aquaporin AtTIP2;1, each channel in liquid

(a) and gel (b) phase lipids in systems where 1000 NH3 molecules are present

in the system. The amount of water passing from the cytosol to the vacuole

is referred to as up and the number of water going from the vacuole to the

cytosol is referred to as down. (c) corrected number of water passages across

all channels in the gel phase lipid at 310 K.

In the same way, in the case of gel phase lipid containing 1000 NH3, there is a fewer H2O

passage in comparison to the pure water system in the gel phase. Each channel behaves

differently in the case of gel phase lipids. Channel D shows the highest permeation of H2O,

whereas channel C shows the lowest permeation of H2O in gel phase ammonia systems.

There are a few differences between the H2O passage through the pure water system and

NH3 containing systems. In pure water systems, there are 232 H2O molecules passing

through channel A, whereas in the case of ammonia-containing systems there are 89 water

molecules that pass through it. The remaining channels B, C and D behave in the same

manner in the pure water system as well as the ammonia-containing system in the gel

phase. The ratio of H2O passage (Up/Down) in all the channels in gel phase lipid is in the
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range of 0.70 ∼ 1.15.

I have also measured the average time taken by H2O molecules to pass through these

channels. In the case of liquid phase lipid containing NH3, the average time taken by H2O

is 2.3 ns, which is slightly more than the time taken in the case of the pure water system

which is 2.0 ns. Also, in the case of gel phase lipid containing NH3, the average time taken

by H2O is 10.3 ns, which is also less than the time taken in the case of the pure water

system which is 12.6 ns.

Consequently, I have also calculated the corrected H2O permeation in the gel phase at

310 K using the Arrhenius formula. Thus, in corrected gel phase permeation, 1284 H2O

molecules passed through all the channels combined. The overall permeation of H2O in the

corrected gel phase ammonia system is almost three times less than the H2O permeation

in the liquid phase ammonia system at 310 K.

8.3.4. Water passage in liquid and gel phase lipid in the system containing
1000 NH+

4
molecules

In addition to that, we have also performed 3 𝜇s of calculation for the system that contains

1000 NH
+
4
ions in liquid and gel phase lipids. As reported before, charged ions cannot pass

through aquaporin channels [153, 154, 155, 156, 157]. During a simulation of 3 𝜇s it is not

surprising that we find no NH
+
4
ions transfer in both phases of lipid. It should be noted

that the presence of NH
+
4
ions in the systems severely affects the H2O permeation in liquid

phase lipid systems, but it does not affect the H2O permeation in gel phase lipid systems.

As a result of liquid phase lipid simulation containing NH
+
4
(shown in table 8.5), we find

there are roughly 1987 molecules of H2O passing through all of the channels combined.

This is nearly half the amount of water molecules flowing through pure water simulation

which is based on liquid phase lipids. Whereas in the gel phase lipid containing NH
+
4
ions,

there are 544 molecules H2O which passed across all the channels. This is quite similar to

the number of H2O (645 molecules) which passed through the pure water system in gel

phase lipid.

Channels A and D show the lower number of passages of H2O for liquid phase lipid

containing NH
+
4
, which is 258 and 187, respectively, compared with the number of passages

for the channels B and C, which is 721 and 820, respectively. In channels A, B, and C, the

ratio (Up/Down) of H2O permeation is approximately ∼1 across each of the three channels.

However, the ratio (Up/Down) of the passage of H2O by channel D is approximately

1.56, which is much higher than that of channels A, B, and C. Additionally, it is worth

mentioning that the average time taken for the water to move across the channels is 3.8 ns

on average. This is twice as long as the average time taken for pure water systems, which

is 2 ns on average.
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Channel Up Down Total

A 134 124 258

B 371 350 721

C 410 411 820

D 114 73 187

1987
Average Time: 3.8 pf: 11.6

(a) Lipid phase lipid at 310 K

Channel Up Down Total

A 18 22 39

B 78 75 153

C 128 121 248

D 53 50 103

544
Average Time: 10.6 pf: 3.4

(b) Gel phase lipid at 270 K

Channel Up Down Total

A 46 57 103

B 204 197 401

C 334 316 650

D 139 131 270

1424

(c) Gel phase corrected to 310 K

Table 8.5.: The passage of water across the aquaporin AtTIP2;1, each channel in liquid (a)

and gel (b) phase lipids in systems where 1000 NH
+
4
molecules are present in

the system. The amount of water passing from the cytosol to the vacuole is

referred to as up. The number of water going from the vacuole to the cytosol is

referred to as down. (c) corrected number of water passages across all channels

in the gel phase lipid at 310 K.

Interestingly, water across ammonium-containing systems in the gel phase is more

or less similar to the pure water system. The ratio (Up/Down) of H2O passage across

channels B, C, and D is approximately ∼ 1.05. On the other hand, the ratio between the

Up and Down passage of H2O for channel A is approximately 0.82. Moreover, channel C

exhibits the highest number of H2O passages across gel phase lipids containing NH
+
4
ions,

in contrast with pure water, which exhibits the lowest number of H2O passages across the

pure water gel phase system. The gel phase ammonium system has 248 water molecules

passing through channel C, whereas in the case of the gel phase pure water system, there

are 42 water molecules passing through channel C. Also, channel A shows the lowest

number of H2O permeation in the case of the gel phase lipid containing ammonium ions,

which shows the 39 H2O passages over the length of 1 𝜇s simulation in the pure water

system.

Further, it is interesting to note that the average time of passage of H2O across the

channels of ammonium ions is quite similar to that of the average time taken for the

passage of H2O across the channels of a pure water system, which is 10.3 ns on average.

The bottom line is that the presence of ammonium ions in the gel phase has no effect on

the water permeation, but on the other hand, the water permeation goes down to almost

half in the case of liquid phase lipid simulation when the ammonium ions are present in the

system. A gel phase ammonia system allows the passage of a total of 491 molecules of H2O,
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unlike a gel phase ammonium system on other hand allows the passage of 544 molecules of

H2O. As compared to the permeation of H2O in the case of gel phase ammonium systems,

which takes an average time of 10.3 ns for the passage of H2O, the average time for the

passage of H2O in the case of the ammonia systems is 12.6 ns. Channel C shows the lowest

amount of permeation of water in the ammonia system, which is 49, which is much lower

than channel C corresponding to the ammonium system, which shows a high amount of

permeation of 248. Compared to the ammonia system, the system containing ammonium

ions has a greater number of water permeation than the channel containing ammonium

ions. Further, we have also calculated the gel phase and corrected the number of H2O pas-

sage at 310 K using the Arrhenius formula at activation energy (E𝐴) 4 kcal/mol. There are

1424 H2Omolecules passages through the hypothetical situation in gel phase lipid at 310 K.

It can be seen from the water passage through the NH3 and NH
+
4
system, that pf is

inversely proportional to the amount of water average time taken by water molecules to

pass through it. The pf water passes through the NH3 system in liquid phase is 13.9 x

10
−14𝑐𝑚3𝑠−1 and 2.4 x 10 −14𝑐𝑚3𝑠−1 in gel phase lipid. At the same time, in NH

+
4
systems, pf

of water in the liquid phase is similar to that of NH3 system, which is 11.6 x 10
−14𝑐𝑚3𝑠−1.

The pf is less in comparison to the pure water system in liquid phase lipid. The pf of

water in NH3 system is 2.4 x 10
−14𝑐𝑚3𝑠−1, which decreased marginally in comparison to

the pure water system. Whereas the pf remains similar in the gel phase H2O and NH
+
4

system. The pf of water in NH
+
4
sytem is 3.4x 10

−14𝑐𝑚3𝑠−1.

8.4. Discussion

8.4.1. Water Permeability and Selectivity

Using classical MD simulation, we investigated how the plant aquaporin TIP2;1 affects

the selectivity and permeability of water and ammonia in liquid and gel phase lipids

in plants. We have calculated water and ammonia permeabilities for all the simulated

systems in liquid and gel phase lipid. In all the simulated systems, the results show that

there is a decrease in the permeability of the water across the aquaporin TIP2;1 in the gel

phase, to various degrees. In a pure water system, there are overall 3946 H2O molecules

that pass through a liquid phase lipid, whereas there are 645 H2O molecules that pass

through a gel phase system. Furthermore, in the NH3 containing system, there are 3467

molecules that cross in the liquid phase lipid, and 491 molecules passed in the gel phase

lipid. Furthermore, it is even more interesting that there are 1987 H2O molecules that

pass across the aquaporin channels in case of the liquid phase lipid NH
+
4
ions containing

system in comparison to the 3946 pure water system in the liquid phase. In comparison

with pure water systems in the liquid phase, the permeation of water is reduced almost by

a factor of 2 in NH
+
4
systems. In contrast, water permeation in the NH

+
4
system does not

differ much from that in the pure water system in gel phase lipid.
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On the other hand, while comparing the gel phase corrected value with the liquid

phase, water permeation also shows a similar pattern in all the systems. There are 1711,

1284, and 1424 H2O molecules passing across the aquaporin in pure H2O, NH3 and NH
+
4

systems, respectively, in the corrected gel phase systems. It has little or no influence on

H2O permeation in NH3 and ammonium ion systems in gel phase lipid.

In order to better understand how water is distributed and interacts in the pore before

adding the complexity of ammonia to the model, we first try to understand the distribution

of water alone in the pore and the effects it will have on the selective filter region (SF)

region. The location of the water molecules within the pore indicates hydrogen bonding

between them and the main sites of pore-lining that are formed through a chain of carbonyl

oxygen atoms. There are three major categories of amino acid residues that contribute to

the stability of the water molecules along the pore of each channel. In the first category,

the residues GLY79, GLY80, HSD81, GLY193, SER195, and GLY194, are responsible for

stabilising the water through the carbonyl oxygen of the backbone. Among the second

category are the N𝛿 donors of the NPA asparagine ASN83 and ASN197. Finally, the third

category belongs to the stability provided by the SF residues such as HSD131 and ILE185.

HSD63(N𝜖2) – ARG200(N𝜖 )

Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH
+
4

Gel NH
+
4

A 3.04 ± 0.18 3.01 ± 0.14 3.13 ± 0.25 2.97 ± 0.12 3.21 ± 0.45 3.0 ± 0.2

B 3.05 ± 0.18 3.02 ± 0.14 3.06 ± 0.19 3.02 ± 0.14 3.03 ± 0.16 3.02 ± 0.13

C 3.47 ± 0.8 3.09 ± 0.21 3.31 ± 0.52 3.06 ± 0.17 3.13 ± 0.39 3.26 ± 0.7

D 3.19 ± 0.24 3.26 ± 0.28 3.19 ± 0.26 3.24 ± 0.28 3.41 ± 0.35 3.94 ± 0.63

Table 8.6.: Average distance (in Å, mean ± std. deviation) measured from 3 𝜇s simulation

between atom N𝜖2 of HSD63 and atom N𝜖 of ARG200.

In contrast to the other SF residues, HSD63 is mainly locked into hydrogen bonding with

ARG200. This hydrogen bonding is conserved in SF arginine throughout the simulation in

all the systems in both phases of lipid. The average distance between N𝜖2 of HSD63 and

N𝜖 of ARG200 in all the systems in both phases of lipid (see table 8.6) is in the range of 3.0

∼ 3.2 Å, except NH+
4
ions containing systems in both phases of liquid which show larger

distances as well as larger standard deviations. Whereas the distance between the heavy

atom (N𝜖2) of HSD131 and the NH1 atom of ARG200, shows very larger distances with a

larger standard deviation, in all the systems in both phases of the lipid (see table 8.7). It is

noteworthy that in all the systems of liquid phase lipids (compare fig. 8.6), the distances

are quite large in channel C with a large deviation, whereas channels A, B, and D show

stable interaction throughout the simulation through small deviation. Also in the case of

gel phase lipid, all the other channels show a stable hydrogen bonding interaction between

HSD131 and AGR200 in the pure water system. But, this interaction pattern is changed

with the addition of NH3 and NH
+
4
ions in all the systems.
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(a) Pure water system

(b) NH3 containing system

(c) NH
+
4
ions containing system

Figure 8.6.: The average distance (in Å) is shown as the evolution of time in liquid phase

lipid (on the left side) and gel phase lipid (on the right side) in all the systems

for 3 𝜇s. Channel C (red) shows higher fluctuation in all the systems in both

phases of lipid except the pure water system in the gel phase.
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HSD131(N𝜖2) - ARG200(NH1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.61 ± 0.68 3.68 ± 0.83 3.46 ± 0.71 3.36 ± 1.04 4.61 ± 1.27 4.43 ± 2.24

B 3.52 ± 0.55 3.41 ± 0.37 3.83 ± 1.05 3.44 ± 0.39 3.78 ± 0.45 3.91 ± 0.6

C 5.2 ± 2.21 4.18 ± 1.09 7.60 ± 3.10 4.69 ± 0.84 11.95 ± 3.57 7.24 ± 2.88

D 3.27 ± 0.48 4.54 ± 0.77 3.49 ± 0.67 4.32 ± 0.73 4.04 ± 0.77 4.54 ± 2.7

Table 8.7.: Average distance (in Å, mean ± std. deviation) measured from 3 𝜇s simulation

between the atom N𝜖2 of HSD131 and atom NH1 of ARG200.

Specifically, in channel C of the ammonium system, the distance between HSD131 and

ARG200 is very high in both phases of lipids. It is possible that this contributes to the

greater number of water passages across channel C, in both phases of the lipid. In the

ammonium ions system, 820 water molecules passed through channel C in liquid phase

lipid, which is the highest among all the other channels. On the other hand, there are 248

water molecules passing through channel C in the gel lipid containing ammonium ions in

the systems, which is also the highest among all the other channels.

Hydrogen bonding between HSD131 and ARG200 does not necessarily prevent water

from passing through the channels in two phases of lipid, but it can restrict the pathways by

narrowing the size of the pore. Furthermore, HSD131 is also involved in forming hydrogen

bonds between the GLY193 or GLY194. This interaction is not stable and often breaks in

all the systems, in both phases of lipids, whenever the hydrogen bond is formed between

HSD131 and GLY193/GLY194 the side pore is restricted and the pore gets narrower, which

makes water or ammonia to pass through it.

Viveca Lindahl and coworkers have already suggested the HSD81 on the cytosolic side

can act as a gatekeeper and can affect the passage of water [158]. Histidine HSD81 shifts

and closes the pore, which decreases the permeability of water. Kaptan and his coworker

studied the pH regulation of permeability through AQP4 by protonating the histidine on

the cytosolic side [159].

The swinging motion of HSD81 is described by the dihedral angle 𝐶𝛼 −𝐶𝛽 −𝐶𝛾 − 𝑁𝛿1 ,
which is crucial for the opening and closing of the pore (Fig. 8.8). All the simulated systems

irrespective of the lipid, show a high probability distribution density at ∼95◦(±10), which
corresponds to the open conformation of the aquaporin channel. Whereas all the simulated

systems in both phases of the lipid show a small probability distribution density near

∼ -50
◦
(±10). In liquid phase lipid, all three simulated systems are almost similar in dihedral

angle distribution, having a high probability distribution at ∼95◦ and a little hump near

∼-50◦. Moreover, in the case of the gel phase, the high probability distribution remains

unchanged as in the liquid phase lipid, but the slightly larger hump can be seen at −50◦.
HSD81 shows similar trends in channel B in gel phase lipid across all the systems, which

can be seen from the number of water passages, which remains in the range 300∼400.
Moreover, in the gel phase ammonium system, the slightly bigger hump can be found at
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(a) Pure water system

(b) NH3 containing system

(c) NH
+
4
ions containing system

Figure 8.7.: Distribution of HSD131 dihedral angle characterising the formation and de-

formation of the hydrogen bond with ARG200. The dihedral is defined by

𝐶𝛼 -𝐶𝛽-𝐶𝛾 -𝑁𝛿1 .
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(a) Pure water system

(b) NH3 containing system

(c) NH
+
4
ions containing system

Figure 8.8.: Distribution of HSD81 dihedral angle characterising the closing and opening

of the pore. The dihedral is defined by 𝐶𝛼 -𝐶𝛽-𝐶𝛾 -𝑁𝛿1 .
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∼ −50◦ in channel A. As a consequence of that, the number of passages through channel

A in the gel phase ammonium system is significantly lower.

GLU24(CD)–HSD81(ND1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.55 ± 0.25 3.78 ± 0.3 3.48 ± 0.22 3.74 ± 0.24 3.51 ± 0.21 4.7 ± 0.87

B 3.77 ± 0.31 3.74 ± 0.26 3.84 ± 0.3 3.68 ± 0.2 3.5 ± 0.2 3.82 ± 0.23

C 3.5 ± 0.25 3.44 ± 0.12 3.52 ± 0.25 3.42 ± 0.11 3.43 ± 0.14 3.45 ± 0.13

D 3.83 ± 0.26 4.09 ± 0.38 3.63 ± 0.3 3.76 ± 0.26 3.67 ± 0.33 3.63 ± 0.27

Table 8.8.: Average distance (in Å, mean ± std. deviation) measured from 3 𝜇s simulation

between the atom CD of GLU24 and atom ND1 of HSD81.

GLU24 (CD) – SER78(OG)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 7.77 ± 3.16 3.66 ± 0.17 10.02 ± 1.1 3.67 ± 0.16 9.72 ± 1.82 9.89 ± 1.55

B 5.9 ± 3.35 3.61 ± 0.19 3.72 ± 0.24 3.62 ± 0.18 9.52 ± 2.0 3.65 ± 0.17

C 10.13 ± 1.01 10.03 ± 0.76 10.35 ± 0.81 10.01 ± 0.76 10.14 ± 0.79 10.14 ± 0.8

D 3.71 ± 0.21 9.9 ± 3.17 7.4 ± 3.19 3.7 ± 0.28 9.6 ± 2.36 8.12 ± 3.3

Table 8.9.: Average distance (in Å, mean ± std. deviation) measured from 3 𝜇s simulation

between the atom CD of GLU24 and atom OG of SER78.

The conserved position of glutamic acid on the cytosolic side, here GLU24, suggested

that the histidine could be trapped and prevented from closing the pores. In all the systems

in both phases of lipid HSD81 is involved in forming hydrogen bonds between GLU24,

which remains stable most of the time in the simulation in all the systems. The distance

between atom ND1 of HSD81 and atom CD of GLU24 remains in the range of 3.5 ∼ 4.0 Å
with a small deviation (± 0.2 Å) in most cases (see table 8.8 and fig. 8.9). In the ammonium

system of the gel phase, channel A has a higher value for the average distance between

HSD81 and GLU24, which is in the range of ∼ 4.7± 0.87Å. The deformation of a hydrogen

bond between HSD81 and GLU24 in channel A leads to the blocking of a water passage

across channel A.

Overall, there are several factors that control the movement of water across each channel

of the aquaporin. The stronger hydrogen bond between HSD81 and GLU24 determines the

flow of water along the channel. The formation of hydrogen bonds restricts the movement

of HSD81 from going into the channel and thus the channels are open. Hydrogen bonds

are disrupted and reformed between GLU24 and the adjacent serine SER78 (see table 8.9),

which is also indicative of the closing and opening of the aquaporin channels. As long

as GLU24–SER78 is connected by a hydrogen bond, HSD81 remains free to move into

the channel restricting the water passage. The hydrogen bond between GLU24–SER78

is highly unstable and remains deformed in most parts of the simulation. Representative
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(a) Pure water system

(b) NH3 containing system

(c) NH
+
4
ions containing system

Figure 8.9.: The average distance (in Å) is shown as the evolution of time in liquid phase

lipid (on the left side) and gel phase lipid (on the right side) in all the systems

for 3 𝜇s. The distance between heavy atom N𝛿1 of HSD81 and atom CD of

GLU24 is measured.
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Figure 8.10.: Representative snapshots of the open and closed state of the channel from

3 𝜇s. The image on the left shows the open state of the channel where HSD131

is directed outward and the HSD81 is bonded with GLU24. In the closed state

(right image) the HSD131 is directed inward into the channel and HSD81 is

free from hydrogen bonds with GLU24.

snapshots of the open and closed state of the channel are shown in fig. 8.10.

At the NPA motif region of the aquaporin, there are four hydrogen bonds that were

conserved in the crystal structure. The hydrogen bond between the ASN197–ALA199,

which are on the same chain, remains intact throughout the simulation. The average

distances are shown in the appendix section of aquaporin. ASN83 and MET196 from

hydrogen bonds across the two chains, which remain stable throughout the simulation in

all the systems in both phases of the lipid. The hydrogen bond between ASN83–MET196

and VAL82–ASN197 is stronger when the channels are closed.

8.4.2. Ammonia Selectivity

It has been demonstrated experimentally that the aquaporin AtTIP2;1 significantly reduces
ammonia permeability in gel phase lipids as compared to liquid-phase lipids. The previous
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simulation by Groot and his coworker also supports the low permeability of NH3 across

the bilayer facilitated by aquaporins [147]. As reported earlier, ammonia interacts with

HSD131 on the vacuole side and in a similar fashion as water in the pores of AQPs [160].

Figure 8.11.: Snapshots from the simulation of the NH3 system at the selective filter region.

NH3 (blue) is stabilised by forming a hydrogen bond with three polar residues

HSD63, HSD131, and ARG200.

In liquid phase lipid at 310 K, there are 59 NH3 molecules passing through the AQPs

over the period of 1 𝜇s MD simulation. Whereas in the case of gel phase lipid at 270 K,

6 molecules of NH3 passed through the AQPs. For every 10 molecules passed through

the AQPs in the liquid phase, only one NH3 molecule passed through the gel phase lipid

at 270 K. The gel phase NH3 passage corrected for 310 K simulation, there are 17 NH3

molecules passed through. The ratio for the passage of NH3 in liquid at 310 K to gel phase

at 310 K is 3.47.

In our simulation containing 1000 NH
+
4
in the liquid phase and gel phase lipid, it is often

seen that the NH3 goes into the channel but did not manage to pass through the channel.

This situation is more frequent in the gel phase lipid simulation. Also, there are some

occasions when NH3 goes deep into the channel and stays along the chain of water but

still did not make it through in the gel phase. And the permeation of NH3 is controlled by

the direction of the flow of the water in the channel in both phases of the lipid. Earlier

work from our experimental collaborator suggests that the positioning of phenylalanine

(PHE192) can block the pore [147]. Our MD simulation also shows the hydrogen bond

between PHE192–ALA146, see fig. 8.12, which varies to various degrees across the channel

in all the systems of both phases of lipid. Due to the large size of the phenylalanine and its

presence on the periphery of the transmembrane domain, it can be vital for the selectivity

of the NH3.
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(a) Pure water system

(b) NH3 containing system

(c) NH
+
4
ions containing system

Figure 8.12.: The average distance (in Å) is shown as the evolution of time in liquid phase

lipid (on the left side) and gel phase lipid (on the right side) in all the systems

for 3 𝜇s. The distance between heavy atom N𝛿1 of O of ALA134 and atom OH

of PHE192 is measured.
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8.4.3. Ammonium Ion Blocking

It is well known that aquaporin does not allow the passage of charged ions across the chan-

nel. It is only the passage of a neutral or polar group through the AQPs. Moreover, there

is no experimental evidence for the passage of NH
+
4
ions across the aquaporin channels,

though the size of the NH3 and NH
+
4
is not much of a difference. In order to understand why

NH
+
4
ions are blocked through this aquaporin, MD simulation of a system containing 1000

NH
+
4
ions is performed in both phases of the lipid for 3 𝜇s. Analysis of these trajectories in

both phases of lipid shows that the NH
+
4
ions are completely blocked by the aquaporin

AtTIP2;1. Which was not a surprising revelation to find. As expected, MD simulations

containing ammonium ions did not exhibit spontaneous permeation, which may be due to

electrostatic repulsion and desolvation inside the pore of the aquaporin channel. Further,

the passage of water is analysed in both phases of lipid and the gel phase water passage is

further corrected to 310 K.

Figure 8.13.: Snapshots of NH
+
4
ions accumulation on the vascular surface. The residue of

the selective filter region is shown in the liquorice representation.

There are 1987 H2O molecules passed through all the channels combined in liquid phase

lipid. Which is a surprising revelation from the NH
+
4
ions containing system in liquid

phase lipid. As it is almost half the number of water molecules passed through the pure

water system in the liquid phase. Further, it is worth noting that the number of water

passed through the gel phase in the NH
+
4
ions system is pretty much similar to the number

of water passed in the pure water system. But there was experimental evidence to prove

this observation fromMD simulations at that point in time. After our MD simulation input,
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Thomas Barta and Dr. Andreas Horner, our experimental collaborator from Johannes

Kepler University, Linz, conducted experiments in order to confirm the results obtained

from the simulation. It is important to note that this experiment shows similar results to

our MD simulations.

Even though the NH
+
4
ions are blocked from passing across the aquaporin channel,

it has been suggested that the accumulation of NH
+
4
ions on the surface of the vacuo-

lar surface of AtTIP2;1 can increase the permeation of water. As compared with other

plant AQPs, the surface of the AtTIP2;1 is clearly more negative on the vacuolar surface.

Acidic residues such as ASP48, ASP52, and ASP210 are most commonly exposed to the

negative vacuolar surface of AtTIP2;1. Interestingly, our MD simulations reveal that ammo-

nium ions are enriched locally at these acidic residues on the vascular side of the aquaporin.

MD simulation containing NH
+
4
ions shows the spontaneous movement of NH

+
4
ions into

the channel from the vascular side of the AQPs. In doing so, NH
+
4
ions form a short-lived

hydrogen bonding interaction between the extended filter region, comprising HSD63,

HSD131, ARG200, and GLY194. It has been also suggested that the vacuoles side of the

AtTIP2;1 having low pH levels allow ammonium accumulation on the surface. And thus

accumulation of NH
+
4
ions can contribute to the channelling of NH3 molecule would benefit

permeation efficiency [147].

Figure 8.14.: The figure on the left shows the snapshot of electrostatic interaction between

the selective filter region (HSD63, HSD131, ARG200, and GLY194) and the

ammonium from our MD simulation, and the figure on the right shows the

alternative path for the passage of NH
+
4
ions across the aquaporins.

But the question still remains the same, how does the accumulation of NH
+
4
ions will

lead to the increase in the permeability of the NH3 across the AQPs AtTIP2;1. It has been
previously suggested by Kirscht et. al. regarding the possible mechanism for the NH

+
4
ions

permeation via deprotonation [147]. How do the NH
+
4
ions deprotonate to formNH3, which

can be passed through the membrane? The position of HSD131 residue in the selective
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filter region can help in the deprotonation of NH
+
4
ions. Interestingly, our MD simulations

suggest the large movement of HSD131, and often the hydrogen bond between HSD131

and ARG200 was broken creating a continuous side pore all the way to the surface of the

vacuole, see fig. 8.13. The simulations provide evidence for the side pore’s continuous

solvation, from HSD131 to the vacuolar exit, so that it can provide a water wire for transfer-

ring protons to the vacuolar environment and thus NH
+
4
can be passed as NH3. The proton

can be shuttled along the water wire by the Grotthuss mechanism. In order to see this

proton transfer, QM/MM simulations have to be conducted, which can be a separate project.

8.5. Comparison with Experiment

A comparison was made between MD simulation results and experimental results for the

H2O and NH3 permeation across both phases of lipid (Table 8.10). The results were quite

astounding and in good agreement with the experimental observation.

H2O Passage Experiment (pf ) NH3 Passage Experiment (pf )
(in Simulation) (10

−13𝑐𝑚3𝑠−1) (in Simulation) (10
−13𝑐𝑚3𝑠−1)

Liquid at 310 K 3946 2.41 60 43.31

Gel at 270 K 645 0.31 7 4.96

Gel at 310 K 1711 0.81 17 12.99

Liquid/Gel 310 K 2.30 2.97 3.47 3.33

Table 8.10.: Comparison table of H2O and NH3 passage from experiments and the MD

simulation in both phases of lipid. The passage in the gel phase is corrected to

310 K using the Arrhenius equation at activation energy of 4 kcal/mol.

The experiment suggested a decrease in the permeation of water as well as the ammonia

permeation events across the AQPs in the gel phase. The ratio of water permeation events

in the liquid phase at 310 K to the number of water permeation events in the gel phase

corrected system at 310 K is 2.30; whereas the experimentally found ratio is 2.97 of the

permeation, which is in good agreement with a slight deviation. The experimentally found

osmotic probability (pf ) of water in liquid phase lipid is 2.41 x 10
−13𝑐𝑚3𝑠−1, which is also

in good agreement with pf found from the simulation, 2.0 x 10
−13𝑐𝑚3𝑠−1.

Further comparison of NH3 permeation events from the experiment and those of MD

simulations show a strikingly good agreement. The ratio of NH3 permeation events in the

liquid phase at 310 K to the number of NH3 permeation events in the gel phase corrected

system at 310 K is 3.47; whereas the experimentally found ratio is 3.33. The experiment

suggests that for every 10 NH3 molecule that passes in the liquid phase only one ammonia

passes through the gel phase lipid. The results of our MD simulation are rightly supported

by the results of experiments.
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9. Summary

In this work, state-of-art computer simulations have been used to study the structure

and dynamics of integral membrane proteins, and the results from molecular dynamics

simulation were compared with experiments, whenever possible.

In chapter 6, all-atom simulations of an antiparallel TisB tetramer assembly in the

POPC bilayer were performed. In our simulation, we have seen that the polar interface of

the tetramer assembly can mediate the passage of water and proton transfer across the

membrane. We further investigated the condition under which water molecules can pass

through and the energy costs involved. Through our investigation, it is clear that the polar

interface of the TisB is not enough for the passage of water, though it can stabilise the

water molecules inside the TisB assembly. We found two factors that control the passage

of water across the TisB assembly. First, the salt bridges between ASP–LYS across the

subdimer lead to bridging the two subdimer closer, and thus it restricts the movement

of water inside the pore of the assembly. Second, the even more important factor which

controls the passage of water is the hydrogen bond interaction between Q19–Q19. The

Q19–Q19 hydrogen bond across the subdimer blocks the passage of water, whereas the

hydrogen bond within the subdimer leaves more room for the passage of water. This work

is still in progress and it actually looks good with the current setting.

By combining extensive classical and QM/MM simulations, we also tried to probe the

mechanics and energetics of the proton transfer in acidic and basic media. We have

employed two reaction coordinates for the proton transfer: (1) centre of excess charge

(mCEC) transformed to scalar quantity 𝜁 , (2) z-component of 𝜉 is considered. The maxi-

mum energy barrier for the proton transfer is ∼ 16.0 kcal/mol and ∼ 15.0 kcal/mol using

𝜁 reaction coordinates in an acidic and basic medium, respectively. Whereas reaction

coordinate z-component of 𝜉 reveals barrier heights of 9.0 kcal/mol in acidic medium and

13.0 kcal/mol in basic medium. The free energy profile in the acidic and basic media did

not reach convergence. The reason can be attributed to the deformation of the water wire,

migration of an extra generated proton to an unfavourable position, and interference of

MM water in the QM region.

In chapter 7, several sets of classical MD simulations of the proposed tetrameric and

hexameric models of the E5–PDGFR𝛽 complex in the DGPC bilayer were performed. The

complex formed between E5 and PDGFR𝛽 is formed via specific interactions between

Gln17-Thr513 and Asp33-Lys499 in both 4-helix and 6-helix complexes. During the sim-

ulation run, both of these complexes remained stable with little change in the helical

orientation, which indicates the hydrophobic contact suggested in the proposed model is

maintained. In both of the complexes, the highest fluctuation was seen at the membrane
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interface region, whereas the residues which are buried in the membrane show lower

fluctuations. The MD simulations show short distances in membrane buried regions,

for both of the complexes including Leu506–Leu24, Leu517–Leu10, Leu520–Leu10, and

Leu517–Val13 which are in good agreement with the experimental distance measurements

for both of the complexes. Helix-helix interactions or conformational stabilisation are

likely mediated by these hydrophobic amino acids. Based on distance measurements as

well as the helix and tilt angle measurements from our simulation, we concluded that

the proposed 4-helix and 6-helix model is in good agreement with the experimental mea-

surements. Further analysis of the PISA wheel of the 4-helix and 6-helix model perfectly

matches the experimental measurements. Our MD simulation measurements fit well with

both of the proposed models and the activation mechanism of receptors can be explained

by these two models.

In chapter 8, several sets of 3𝜇s long classical MD simulations of aquaporin AtTIP2;1
embedded in the OSPC bilayer were performed in liquid and gel phase lipid. The exper-

iment suggests the lower permeability of H2O and NH3 across gel phase lipid through

aquaporin AtTip2;1 as compared with liquid phase lipid. This work was mainly aimed

at reproducing the experimental observations as well as providing the atomistic detail of

the pore of the channel in order to provide a better understanding of what is happening

inside the channel. Our simulation shows that all four channels allow passive permeation

of water in either direction of the channel and that the average time taken by a H2O

molecule to pass through the gel phase lipid is almost two times higher than the liquid

phase lipid. The average time taken by NH3 in the gel phase is ∼ 8 times higher than in

liquid phase lipid. Furthermore, our simulation has also confirmed the decrease in the

permeability of water by more than half compared to the gel phase lipid. A gel phase

lipid system containing 1000 NH
+
4
exhibits considerable hindrance of the permeation of

NH
+
4
. For every ten molecules of NH3 passing through a liquid phase lipid, only one

NH3 is permitted to permeate a gel phase lipid, which perfectly matches the findings of

the experiments. The presence of NH3 has no severe influence on the water permeation

in the gel phase and liquid. Compared to pure water systems, simulations of systems

containing 1000 NH
+
4
ions show a decrease in the water permeability in liquid phase lipids

but remain roughly the same in the gel phase. This is further supported by conducted

experiments at Johannes Kepler University, Linz, by Thomas Barta and Dr. Andreas Horner.

According to our simulation trajectory, there are several factors that may influence

the aquaporin channel openings and closings and which control the passage of water or

ammonia across the aquaporins. Firstly, the movement of the HSD131 at the selective filter

region on the vascular surface controls the passage of water across the main pore. The

formation of hydrogen bond between HSD131–ARG200 at SF region, complete blockage of

water in the side pore but main pore still narrow. Second, the hydrogen bonding interaction

at the NPA motif between MET196– ASN83 could also potentially block the aquaporin

channel. The breaking of this hydrogen bond can narrow the space in the main pore due

to large side chains of MET196, which can potentially block the main pore. Third, the

formation and deformation of a hydrogen bond between HSD81–GLU24 on the cytosolic

side of the aquaporin can hinder the passage of water/ammonia in the channel. If this
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hydrogen bond is dislodged, the side chain of the HSD81 can go into the channel and

thus narrower the main channel. All of these three interactions are vital for opening and

closing the channel and a single interaction can not completely block or open the channel.

But the hydrogen bonding interaction between MET196–ASN83 at the NPE region is more

important as it is the centre of the channel and breaks the chain of water in the main pore.
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10. Water and Proton Transport Across
Tetrameric Charge Zipper Protein

10.1. Potential Gatingmechanism at the center of the peptide

(a) (b)

Figure 10.1.: The figure shows the centrally located four Q19 residues and D22 (cyan) in

cluster 1. Figure (a) shows the hydrogen bonding interaction between the two

Q19 residues within the subdimer. Whereas one of the residues of the other

subdimer are dynamically interacting with D22 and other solvated with water

molecules. Figure (b) shows the hydrogen bond between Q19–Q19 residues

across the subdimer. The remaining two Q19 residues are interacting with

D22 of the opposite helix.
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10. Water and Proton Transport Across Tetrameric Charge Zipper Protein

(a) (b)

Figure 10.2.: The figure shows the centrally located interactions between the three Q19

residues. The two Q19 residues are engaged in hydrogen bonding across the

subdimer and the third Q19 residue interacts with these two Q19 residues

from below (a) and above (b) in the vertical direction.
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10.1. Potential Gating mechanism at the center of the peptide

(a) (b)

Figure 10.3.: Figure (a) shows the centrally located four Q19 residues which are engaged

in extensive hydrogen bonding between the subdimer and across the helix,

forming six hydrogen bonds. Figure (b) shows the two different sets of

hydrogen bonding interactions between Q19 residues across the helix.
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11. Structural Analysis of E5-PDGFR
Transmembrane Proteins

11.1. Order parameter of N-H bond in tetrameric complexes

Figure 11.1.: N-H Order parameter along a pair of E5 helices of the 4-helix complex from

the simulation free simulation when there is no restraint enforced during

equilibration and production simulation. Each E5 has 36 residues.
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11. Structural Analysis of E5-PDGFR Transmembrane Proteins

Figure 11.2.: N-H Order parameter along two flanking PDGFR𝛽 helices of the 4-helix

complex from the simulation free simulation when there is no restraint en-

forced during equilibration and production simulation. Each PDGFR𝛽 has 39

residues.

Figure 11.3.: N-H Order parameter along a pair of E5 helices of the 4-helix complex from

the simulation when restrained is enforced during equilibration and released

during production simulation. Each E5 has 36 residues.
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11.1. Order parameter of N-H bond in tetrameric complexes

Figure 11.4.: N-H Order parameter along two flanking PDGFR𝛽 helices of the 4-helix

complex from the simulation when restrained is enforced during equilibration

and released during production simulation. Each PDGFR𝛽 has 39 residues.
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11. Structural Analysis of E5-PDGFR Transmembrane Proteins

11.2. Order parameter of N-H bond in hexameric complexes

Figure 11.5.: N-H Order parameter along a pair of E5 helices(A, B, C, and D) of the 6-

helix complex from the simulation free simulation when there is no restraint

enforced during equilibration and production simulation. Each E5 has 36

residues.
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11.2. Order parameter of N-H bond in hexameric complexes

Figure 11.6.: N-H Order parameter along two flanking PDGFR𝛽 helices(E and F) of the

6-helix complex from the simulation free simulation when there is no restraint

enforced during equilibration and production simulation. Each PDGFR𝛽 has

39 residues.

Figure 11.7.: N-H Order parameter along a pair of E5 helices(A, B, C, and D) of the 6-helix

complex from the simulation when restrained is enforced during equilibration

and released during production simulation. Each E5 has 36 residues.
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11. Structural Analysis of E5-PDGFR Transmembrane Proteins

Figure 11.8.: N-H Order parameter along two flanking PDGFR𝛽 helices(E and F) of the

6-helix complex from the simulation when restrained is enforced during

equilibration and released during production simulation. Each PDGFR𝛽 has

39 residues.
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11.3. Distance measurements in tetrameric complexes

11.3. Distancemeasurements in tetrameric complexes

E5 PDGFR𝛽 A - C A - D B - C B - D Experiment

Phe28 (F) (C1H3) Val502 9.0 17.0 15.8 10.3 7.4 ∼ 9.8
Phe28 (F) (C2H3) Val502 10.4 18.7 17.6 11.9

Phe28 (F) (C1H3) Leu506 15.2 9.8 10.1 14.6 8.3 ∼ 11.3
Phe28 (F) (C2H3) Leu506 15.7 11.0 10.6 15.6

Phe27 (F) (C1H3) Leu506 11.5 16.8 17.9 9.4 > 11.3
Phe27 (F) (C2H3) Leu506 12.0 17.8 18.3 10.6

Leu24 (D3C1) (C1H3) Leu506 12.8 6.0 7.9 11.3

8.0 ∼ 10.0Leu24 (D3C2) (C2H3) Leu506 12.0 7.0 8.0 11.2

Leu24 (D3C2) (C1H3) Leu506 11.8 6.3 7.9 10.6

Leu24 (D3C1) (C2H3) Leu506 13.1 6.9 8.2 12.0

Leu10 (D3C1) (C1H3) Leu517 11.0 5.8 4.8 10.9

6.0 ∼ 7.0Leu10 (D3C2) (C2H3) Leu517 11.2 5.8 6.3 11.0

Leu10 (D3C2) (C1H3) Leu517 10.9 5.7 5.6 11.0

Leu10 (D3C1) (C2H3) Leu517 11.2 5.9 5.4 11.0

Leu10 (D3C1) (C1H3) Leu520 13.8 7.3 8.1 13.8

-Leu10 (D3C2) (C2H3) Leu520 13.3 6.6 7.8 12.7

Leu10 (D3C2) (C1H3) Leu520 13.3 7.5 7.8 13.4

Leu10 (D3C1) (C2H3) Leu520 13.8 6.5 8.1 13.0

Ala14 (D3C) (C1H3) Leu517 5.5 8.8 9.2 4.9

Ala14 (H3C) (C2H3) Leu517 5.3 8.8 9.1 4.9

Val13 (D3C1) (C1H3) Leu517 12.3 7.3 5.9 11.1

6.0 ∼ 7.0Val13 (D3C2) (C2H3) Leu517 11.1 5.8 5.3 10.5

Val13 (D3C2) (C1H3) Leu517 11.4 5.8 5.3 10.6

Val13 (D3C1) (C2H3) Leu517 12.0 7.4 6.2 11.1

Leu10 (H3C1) (F) Trp524 13.6 9.6 9.1 1.33 7.4 ∼ 8.3
Leu10 (H3C2) (F) Trp524 13.5 9.4 9.3 1.39

Gln17 (C) (N) Thr513 12.4 5.6 12.5 5.6
Asp33 (O) (N) Lys499 12.6 18.6 16.0 13.4

Table 11.1.: The distance (in Å) between the selected pairs of amino acids side chains from

free production simulation(SP1). Tetramer is composed of two E5 helix (A,

B) and two PDGFR𝛽(C, D). The distances are compared with the experiment

which is measured by the REDOR method.
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11. Structural Analysis of E5-PDGFR Transmembrane Proteins

E5 PDGFR𝛽 A - C A - D B - C B - D Experiment

Phe28 (F) (C1H3) Val502 13.3 15.7 17.7 9.2 7.4 ∼ 9.8
Phe28 (F) (C2H3) Val502 14.2 17.2 18.7 10.5

Phe28 (F) (C1H3) Leu506 14.5 14.2 9.4 14.2 8.3 ∼ 11.3
Phe28 (F) (C2H3) Leu506 16.2 13.6 11.1 13.6

Phe27 (F) (C1H3) Leu506 10.2 18.0 16.8 15.2 > 11.3
Phe27 (F) (C2H3) Leu506 11.6 17.1 18.4 14.7

Leu24 (D3C1) (C1H3) Leu506 12.1 10.3 7.4 13.2

8.0 ∼ 10.0Leu24 (D3C2) (C2H3) Leu506 12.7 9.3 8.5 11.9

Leu24 (D3C2) (C1H3) Leu506 11.6 9.7 7.6 12.5

Leu24 (D3C1) (C2H3) Leu506 13.3 9.9 8.6 12.5

Leu10 (D3C1) (C1H3) Leu517 9.4 5.0 5.9 8.6

6.0 ∼ 7.0Leu10 (D3C2) (C2H3) Leu517 9.6 6.1 4.8 9.2

Leu10 (D3C2) (C1H3) Leu517 9.3 4.7 3.9 8.6

Leu10 (D3C1) (C2H3) Leu517 9.7 6.4 9.7 9.6

Leu10 (D3C1) (C1H3) Leu520 14.1 5.0 5.9 8.6

-Leu10 (D3C2) (C2H3) Leu520 15.3 5.6 9.7 11.2

Leu10 (D3C2) (C1H3) Leu520 15.3 6.4 9.7 11.9

Leu10 (D3C1) (C2H3) Leu520 14.1 5.6 9.6 9.8

Ala14 (D3C) (C1H3) Leu517 4.9 7.8 8.3 11.9

Ala14 (H3C) (C2H3) Leu517 4.5 8.2 8.3 9.8

Val13 (D3C1) (C1H3) Leu517 11.2 7.3 7.4 10.6

6.0 ∼ 7.0Val13 (D3C2) (C2H3) Leu517 9.9 6.3 6.6 9.8

Val13 (D3C2) (C1H3) Leu517 10.6 5.7 6.0 10.1

Val13 (D3C1) (C2H3) Leu517 10.3 8.3 8.3 10.2

Leu10 (H3C1) (F) Trp524 7.8 9.9 5.3 11.8 7.4 ∼ 8.3
Leu10 (H3C2) (F) Trp524 7.5 9.5 3.7 9.7

Gln17 (C) (N) Thr513 13.0 5.4 5.4 12.3

Asp33 (O) (N) Lys499 3.5 20.9 23.0 6.4

Table 11.2.: The distance (in Å) between the selected pairs of amino acids side chains from

simulation where protein are restrained in equilibration and released during

production simulation(SP2). The tetramer is composed of two E5 helix (A,

B) and two PDGFR𝛽(C, D). The distances are compared with the experiment

which is measured by the REDOR method.
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11.4. Distance measurements in hexameric complexes

11.4. Distancemeasurements in hexameric complexes

E5 PDGFR𝛽 A - E B - E C - F D - F Experiment

Phe28 (F) (C1H3) Val502 9.6 16.8 21.2 17.7 7.4 ∼ 9.8
Phe28 (F) (C2H3) Val502 8.6 15.4 19.5 16.2

Phe28 (F) (C1H3) Leu506 9.8 14.7 18.2 15.9 8.3 ∼ 11.3
Phe28 (F) (C2H3) Leu506 10.7 15.5 17.5 15.4

Phe27 (F) (C1H3) Leu506 16.8 8.7 16.7 19.1 > 11.3
Phe27 (F) (C2H3) Leu506 17.5 9.5 16.3 18.5

Leu24 (D3C1) (C1H3) Leu506 11.0 5.4 12.4 15.0

8.0 ∼ 10.0Leu24 (D3C2) (C2H3) Leu506 10.9 6.3 10.8 14.2

Leu24 (D3C2) (C1H3) Leu506 11.4 6.1 12.0 14.5

Leu24 (D3C1) (C2H3) Leu506 10.4 5.8 1.12 14.5

Leu10 (D3C1) (C1H3) Leu517 10.9 6.8 5.0 9.9

6.0 ∼ 7.0Leu10 (D3C2) (C2H3) Leu517 10.6 4.4 4.5 9.9

Leu10 (D3C2) (C1H3) Leu517 10.9 4.8 5.2 10.0

Leu10 (D3C1) (C2H3) Leu517 10.8 6.2 4.5 9.9

Leu10 (D3C1) (C1H3) Leu520 13.3 7.9 8.4 14.0

-Leu10 (D3C2) (C2H3) Leu520 12.8 8.3 8.5 14.3

Leu10 (D3C2) (C1H3) Leu520 12.4 7.2 8.3 14.1

Leu10 (D3C1) (C2H3) Leu520 11.8 8.7 8.7 14.3

Ala14 (D3C) (C1H3) Leu517 5.6 9.3 8.9 4.9

Ala14 (H3C) (C2H3) Leu517 11.8 5.4 7.3 11.3

Val13 (D3C1) (C1H3) Leu517 11.4 5.1 7.2 10.2

6.0 ∼ 7.0Val13 (D3C2) (C2H3) Leu517 12.8 5.7 8.4 11.6

Val13 (D3C2) (C1H3) Leu517 12.4 5.9 8.8 10.5

Val13 (D3C1) (C2H3) Leu517 11.8 5.4 7.3 11.3

Leu10 (H3C1) (F) Trp524 13.4 9.5 10.8 11.9 7.4 ∼ 8.3
Leu10 (H3C2) (F) Trp524 12.2 9.6 10.3 12.0

Gln17 (C) (N) Thr513 11.6 4.4 8.3 13.4

Asp33 (O) (N) Lys499 12.2 13.5 26.7 6.2

Table 11.3.: The distance (in Å) between the selected pairs of amino acids side chains

from free production simulation(SP1). Hexamer is composed of two pair E5

helix (A, B, C, D) and two PDGFR𝛽(E, F). There are no close contacts in the

pairs E–C, E–D, F–A, and F–B in the hexamer due to the construction of the

model, so these data are not shown here. The distances are compared with the

experiment which is measured by the REDOR method.
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11. Structural Analysis of E5-PDGFR Transmembrane Proteins

E5 PDGFR𝛽 A - E B - E C - F D - F Experiment

Phe28 (F) (C1H3) Val502 16.6 2.32 18.7 9.6 7.4 ∼ 9.8
Phe28 (F) (C2H3) Val502 14.8 2.18 16.8 7.9

Phe28 (F) (C1H3) Leu506 12.7 19.7 15.1 7.9 8.3 ∼ 11.3
Phe28 (F) (C2H3) Leu506 12.4 19.4 16.1 9.2

Phe27 (F) (C1H3) Leu506 19.4 16.3 9.4 16.5 > 11.3
Phe27 (F) (C2H3) Leu506 19.2 16.1 10.4 17.7

Leu24 (D3C1) (C1H3) Leu506 17.8 13.7 7.2 11.7

8.0 ∼ 10.0Leu24 (D3C2) (C2H3) Leu506 17.3 13.5 7.7 12.3

Leu24 (D3C2) (C1H3) Leu506 17.4 13.3 7.6 12.4

Leu24 (D3C1) (C2H3) Leu506 17.6 13.8 7.3 11.6

Leu10 (D3C1) (C1H3) Leu517 17.0 9.2 6.9 13.0

6.0 ∼ 7.0Leu10 (D3C2) (C2H3) Leu517 17.4 7.7 9.4 13.1

Leu10 (D3C2) (C1H3) Leu517 16.9 8.0 8.9 13.0

Leu10 (D3C1) (C2H3) Leu517 17.5 8.9 7.4 13.0

Leu10 (D3C1) (C1H3) Leu520 21.1 10.5 4.8 17.3

-Leu10 (D3C2) (C2H3) Leu520 21.4 10.4 6.3 16.8

Leu10 (D3C2) (C1H3) Leu520 21.0 9.8 6.0 17.2

Leu10 (D3C1) (C2H3) Leu520 21.6 11.0 4.7 16.8

Ala14 (D3C) (C1H3) Leu517 11.7 10.7 8.4 8.3

Ala14 (H3C) (C2H3) Leu517 17.9 7.9 5.2 13.4

Val13 (D3C1) (C1H3) Leu517 17.0 7.5 4.9 13.6

6.0 ∼ 7.0Val13 (D3C2) (C2H3) Leu517 19.6 8.9 7.3 15.0

Val13 (D3C2) (C1H3) Leu517 18.7 8.9 7.0 15.2

Val13 (D3C1) (C2H3) Leu517 17.9 7.9 5.2 13.4

Leu10 (H3C1) (F) Trp524 16.2 9.3 8.2 17.1 7.4 ∼ 8.3
Leu10 (H3C2) (F) Trp524 16.0 9.3 7.4 17.1

Gln17 (C) (N) Thr513 18.7 10.2 4.3 14.1

Asp33 (O) (N) Lys499 3.8 23.4 18.9 5.3

Table 11.4.: The distance (in Å) between the selected pairs of amino acids side chains from

simulation where protein are restrained in equilibration and released during

production simulation(SP2). There are no close contacts in the pairs E–C, E–D,

F–A, and F–B in the hexamer due to the construction of the model, so these

data are not shown here. The distances are compared with the experiment

which is measured by the REDOR method.
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12. Water and Ammonia Selectivity
Through Aquaporin AtTIP2;1

12.1. Permeation of water (H2O) and ammonia (NH3)

Channel Up Down Total

A 1544 1266 2810

B 1452 1447 2899

C 1627 1383 3010

D 1738 1381 3119

11838
Average Time: 2.0 ns pf: 16.4

(a) Lipid phase lipid at 310K

Channel Up Down Total

A 335 361 696

B 205 199 404

C 59 67 126

D 382 353 735

1961
Average Time: 10.3 ns pf: 3.3

(b) Gel phase lipid at 270K

Channel Up Down Total

A 877 945 1821

B 536 521 1057

C 154 175 330

D 1000 924 1923

5132

(c) Gel phase corrected to 310K

Table 12.1.: The passage of water across the aquaporin AtTIP2;1 in liquid (a) and gel (b)
phase lipids in pure water in all channels from 3 𝜇s simulation. cytosol →
vacuole is referred to as Up and vacuole→ cytosol is referred to as Down. Final

table (c) shows the corrected number of water passages across all channels in

the gel phase lipid at 310K.
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12. Water and Ammonia Selectivity Through Aquaporin AtTIP2;1

Channel Up Down Total

A 15 17 32

B 25 18 43

C 33 24 57

D 21 24 45

177
Average Time: 3.5 ns pf: -

(a) Lipid phase lipid at 310K

Channel Up Down Total

A 1 2 3

B 1 3 4

C 0 1 1

D 9 2 11

19
Average Time: 28.6 ns pf: -

(b) Gel phase lipid at 270K

Channel Up Down Total

A 3 5 8

B 3 8 10

C 0 3 3

D 24 5 29

50

(c) Gel phase corrected to 310K

Table 12.2.: The passage of NH3 across the aquaporin AtTIP2;1 each channels in liquid (a)
and gel (b) phase lipids in systems where 1000 ammonia molecules are present

in the system from 3 𝜇s simulation. cytosol→ vacuole is referred to as Up and

vacuole → cytosol is referred to as Down. Final table (c) shows the corrected
number of water passages across all channels in the gel phase lipid at 310K.

Channel Up Down Total

A 1191 1199 2390

B 1266 1191 2457

C 1272 1206 2478

D 1566 1509 3075

10400
Average Time: 2.3 ns pf: 13.9

(a) Lipid phase lipid at 310K

Channel Up Down Total

A 125 143 268

B 149 210 359

C 79 68 147

D 345 353 698

1472
Average Time: 12.6 ns pf: 2.4

(b) Gel phase lipid at 270K

Channel Up Down Total

A 327 374 701

B 390 550 939

C 207 178 385

D 903 924 1827

3852

(c) Gel phase corrected to 310K

Table 12.3.: The passage of water across the aquaporin AtTIP2;1 each channel in liquid (a)
and gel (b) phase lipids in systems where 1000 NH3 molecules are present in

the system from 3 𝜇s simulation. cytosol→ vacuole is referred to as Up and

vacuole → cytosol is referred to as Down. Final table (c) shows the corrected
number of water passages across all channels in the gel phase lipid at 310K.

170



12.1. Permeation of water (H2O) and ammonia (NH3)

Channel Up Down Total

A 403 371 774

B 1113 1050 721

C 1229 1232 820

D 343 219 562

1987
Average Time: 3.8 pf: 11.6

(a) Lipid phase lipid at 310K

Channel Up Down Total

A 53 65 118

B 234 226 460

C 383 362 745

D 159 150 309

1632
Average Time: 10.6 pf: 3.4

(b) Gel phase lipid at 270K

Channel Up Down Total

A 139 170 309

B 612 591 1204

C 1002 947 1950

D 416 393 809

4271

(c) Gel phase corrected to 310K

Table 12.4.: The passage of water across the aquaporin AtTIP2;1 each channel in liquid (a)
and gel (b) phase lipids in systems where 1000 NH

+
4
molecules are present in

the system from 3 𝜇s simulation. cytosol→ vacuole is referred to as Up and

vacuole → cytosol is referred to as Down. Final table (c) shows the corrected
number of water passages across all channels in the gel phase lipid at 310K.
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12. Water and Ammonia Selectivity Through Aquaporin AtTIP2;1

12.2. Distancemeasurement between important residues
across the channels

The data are derived from simulations performed at 310K for liquid phase lipids in each of

the three systems (pure water, ammonia, and ammonium ion-containing system.) Similarly,

the data for gel phase simulation is performed at 270K in each of the systems.

GLU146 (O)–THR150(OG1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 2.75 ± 0.14 2.75 ± 0.14 2.83 ± 0.22 3.41 ± 0.39 2.86 ± 0.25 2.71 ± 0.11

B 2.78 ± 0.18 2.74 ± 0.11 2.75 ± 0.14 2.73 ± 0.11 2.9 ± 0.26 2.73 ± 0.11

C 2.78 ± 0.18 2.74 ± 0.12 2.8 ± 0.16 2.78 ± 0.16 2.79 ± 0.16 2.81 ± 0.14

D 2.76 ± 0.13 2.74 ± 0.12 2.75 ± 0.13 2.73 ± 0.11 2.76 ± 0.13 2.77 ± 0.15

Table 12.5.: Average distance (in Å, mean ± std. deviation) measured from 3 𝜇s simulation

between the atom O of GLU146 and atom OG1 of THR150.

GLU146 (O)– SER192(OG1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.77 ± 0.39 3.82 ± 0.43 4.19 ± 0.73 3.82 ± 0.34 5.63 ± 1.66 5.58 ± 0.69

B 3.66 ± 0.2 3.61 ± 0.12 6.04 ± 2.72 3.61 ± 0.12 4.58 ± 1.04 3.62 ± 0.13

C 5.04 ± 1.41 5.54 ± 1.07 5.51 ± 1.4 4.89 ± 0.9 5.08 ± 1.15 4.65 ± 1.03

D 3.62 ± 0.13 3.96 ± 0.57 3.67 ± 0.24 3.7 ± 0.13 4.0 ± 0.66 7.54 ± 3.13

Table 12.6.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of GLU146 and atom OG1 of SER192.

GLU146(CD)– SER195(N)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.76 ± 0.31 3.78 ± 0.22 4.56 ± 0.91 5.19 ± 0.65 6.68 ± 2.0 3.48 ± 0.18

B 3.72 ± 0.6 3.49 ± 0.12 3.7 ± 0.25 3.49 ± 0.12 4.73 ± 1.26 3.54 ± 0.17

C 5.39 ± 1.25 8.02 ± 0.7 6.04 ± 1.62 7.33 ± 0.77 6.52 ± 0.76 7.62 ± 0.39

D 3.48 ± 0.13 3.93 ± 0.33 3.63 ± 0.29 3.77 ± 0.17 3.95 ± 0.43 3.8 ± 0.21

Table 12.7.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom CD of GLU146 and atom N of SER195.
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12.3. Time Evolution of Distances

GLU146 (O) -THR150(OG1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 2.75 ± 0.14 2.75 ± 0.14 2.83 ± 0.22 3.41 ± 0.39 2.86 ± 0.25 2.71 ± 0.11

B 2.78 ± 0.18 2.74 ± 0.11 2.75 ± 0.14 2.73 ± 0.11 2.9 ± 0.26 2.73 ± 0.11

C 2.78 ± 0.18 2.74 ± 0.12 2.8 ± 0.16 2.78 ± 0.16 2.79 ± 0.16 2.81 ± 0.14

D 2.76 ± 0.13 2.74 ± 0.12 2.75 ± 0.13 2.73 ± 0.11 2.76 ± 0.13 2.77 ± 0.15

Table 12.8.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of GLU146 and atom OG1 of THR150.

GLU24(CD) – GLN108(NE2)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.61 ± 0.23 3.83 ± 0.19 3.55 ± 0.2 3.8 ± 0.19 3.63 ± 0.22 5.0 ± 1.3

B 3.73 ± 0.23 3.74 ± 0.17 3.75 ± 0.21 3.7 ± 0.17 3.61 ± 0.23 3.68 ± 0.18

C 3.6 ± 0.21 3.53 ± 0.17 3.6 ± 0.22 3.59 ± 0.18 3.55 ± 0.2 3.55 ± 0.18

D 3.73 ± 0.18 3.59 ± 0.2 3.63 ± 0.22 3.7 ± 0.17 3.71 ± 0.25 3.67 ± 0.2

Table 12.9.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom CD of GLU24 and atom NE2 of GLN180.

ASN197(OD1)–ALA199(N)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.02 ± 0.16 3.02 ± 0.17 3.01 ± 0.16 2.95 ± 0.13 3.04 ± 0.19 3.12 ± 0.18

B 3.0 ± 0.16 2.98 ± 0.14 3.03 ± 0.17 2.97 ± 0.14 2.97 ± 0.15 3.0 ± 0.15

C 3.04 ± 0.17 2.96 ± 0.14 3.1 ± 0.2 2.98 ± 0.14 3.02 ± 0.18 3.04 ± 0.16

D 3.02 ± 0.16 3.0 ± 0.14 3.03 ± 0.16 3.0 ± 0.15 3.03 ± 0.16 3.08 ± 0.16

Table 12.10.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom OD1 of ASN197 and atom N of ALA199.

ASN197(N) – VAL83(O)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.24 ± 0.34 3.57 ± 0.45 3.3 ± 0.36 3.23 ± 0.29 3.83 ± 1.12 3.2 ± 0.37

B 3.61 ± 0.49 3.73 ± 0.33 3.57 ± 0.5 3.71 ± 0.33 3.2 ± 0.33 3.83 ± 0.35

C 3.41 ± 0.45 3.2 ± 0.29 3.64 ± 0.5 3.37 ± 0.39 3.33 ± 0.4 3.15 ± 0.31

D 3.69 ± 0.44 3.86 ± 0.35 3.32 ± 0.43 3.84 ± 0.35 3.59 ± 0.47 3.21 ± 0.29

Table 12.11.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom N of ASN197 and atom O of VAL83.

12.3. Time Evolution of Distances
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12. Water and Ammonia Selectivity Through Aquaporin AtTIP2;1

ASN83(O)–THR87 (OG1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.0 ± 0.27 2.94 ± 0.2 3.12 ± 0.34 2.92 ± 0.2 3.21 ± 0.42 3.22 ± 0.35

B 3.06 ± 0.28 3.02 ± 0.22 3.04 ± 0.28 3.01 ± 0.22 3.03 ± 0.3 3.0 ± 0.22

C 3.11 ± 0.34 3.47 ± 0.28 3.2 ± 0.38 3.07 ± 0.34 3.31 ± 0.4 3.35 ± 0.27

D 3.02 ± 0.26 3.05 ± 0.28 3.06 ± 0.31 3.06 ± 0.26 3.02 ± 0.26 3.02 ± 0.25

Table 12.12.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of ASN83 and atom OG1 of THR87.

ALA214(O) – ASP205 (N)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 3.12 ± 0.22 3.1 ± 0.2 3.11 ± 0.21 3.13 ± 0.21 3.11 ± 0.23 3.15 ± 0.21

B 3.13 ± 0.22 3.07 ± 0.19 3.12 ± 0.22 3.11 ± 0.2 3.11 ± 0.21 3.1 ± 0.2

C 3.12 ± 0.24 3.05 ± 0.18 3.12 ± 0.26 3.05 ± 0.2 3.05 ± 0.43 3.08 ± 0.19

D 3.12 ± 0.22 3.09 ± 0.2 3.12 ± 0.22 3.11 ± 0.2 3.14 ± 0.26 3.07 ± 0.19

Table 12.13.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of ALA214 and atom N of ASP205.

ALA134(O)–PHE192(OH)

Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH
+
4

Gel NH
+
4

A 3.1 ± 0.36 3.12 ± 0.31 3.03 ± 0.24 3.03 ± 0.29 4.98 ± 1.79 2.97 ± 0.23

B 3.02 ± 0.23 3.0 ± 0.2 4.24 ± 1.72 3.12 ± 0.62 3.31 ± 0.94 3.01 ± 0.2

C 6.51 ± 2.84 6.73 ± 0.47 8.86 ± 2.02 6.79 ± 0.44 6.89 ± 1.17 7.44 ± 1.35

D 3.01 ± 0.23 3.13 ± 0.3 3.21 ± 0.82 3.08 ± 0.25 3.01 ± 0.25 5.16 ± 1.83

Table 12.14.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of ALA134 and atom OH of PHE192.

ALA50 (O) - TYR42 (OH)

Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH
+
4

Gel NH
+
4

A 3.37 ± 0.79 3.5 ± 0.64 3.34 ± 0.68 3.33 ± 0.64 3.56 ± 0.68 3.24 ± 0.64

B 3.46 ± 0.7 3.53 ± 0.68 3.86 ± 0.69 3.5 ± 0.73 3.58 ± 0.64 3.68 ± 0.58

C 3.66 ± 0.66 3.72 ± 0.58 3.6 ± 0.63 3.58 ± 0.61 3.44 ± 0.69 3.66 ± 0.76

D 3.69 ± 0.62 3.63 ± 0.48 3.28 ± 0.65 3.64 ± 0.46 3.36 ± 0.6 3.9 ± 0.64

Table 12.15.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of ALA50 and atom OH of TYR42.
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ALA199 (O) – SER112 (OG)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 2.87 ± 0.35 3.07 ± 0.38 2.88 ± 0.34 3.06 ± 0.37 2.81 ± 0.32 2.93 ± 0.33

B 3.25 ± 0.56 3.69 ± 0.23 3.07 ± 0.49 3.73 ± 0.24 2.91 ± 0.38 3.82 ± 0.26

C 2.93 ± 0.43 2.69 ± 0.1 3.01 ± 0.44 2.78 ± 0.26 2.75 ± 0.22 2.68 ± 0.11

D 3.67 ± 0.35 3.8 ± 0.24 3.25 ± 0.5 3.78 ± 0.25 3.49 ± 0.52 3.5 ± 0.24

Table 12.16.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of ALA199 and atom OG of SER112.

GLY80(N)-SER78(OG)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 6.25 ± 2.31 3.23 ± 0.24 7.86 ± 0.82 3.26 ± 0.25 7.6 ± 1.27 8.08 ± 0.66

B 4.79 ± 2.18 3.38 ± 0.37 3.27 ± 0.29 3.25 ± 0.3 7.53 ± 1.4 3.3 ± 0.25

C 7.85 ± 0.59 7.88 ± 0.48 7.97 ± 0.42 7.88 ± 0.48 7.95 ± 0.45 7.92 ± 0.45

D 3.27 ± 0.29 7.11 ± 1.85 6.01 ± 2.42 3.22 ± 0.3 7.4 ± 1.51 6.34 ± 2.25

Table 12.17.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom N of GLY80 and atom OG of SER78.

GLY193(NH2)–HSD131(NE2)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 4.23 ± 0.8 4.11 ± 0.72 3.94 ± 0.89 3.73 ± 0.79 4.99 ± 1.9 4.34 ± 1.06

B 3.99 ± 0.76 3.9 ± 0.64 4.91 ± 1.33 3.92 ± 0.67 3.65 ± 0.9 3.8 ± 0.6

C 5.66 ± 1.86 4.45 ± 1.36 5.67 ± 1.57 6.91 ± 1.82 6.47 ± 2.2 10.5 ± 2.82

D 3.98 ± 0.78 4.39 ± 0.6 4.18 ± 0.84 4.24 ± 0.59 8.38 ± 1.4 5.49 ± 1.06

Table 12.18.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom NH2 of GLY193 and atom NE2 of HSD131.

LEU109(O) – THR113(OG1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 2.92 ± 0.27 2.85 ± 0.16 2.92 ± 0.26 2.85 ± 0.17 2.96 ± 0.34 2.9 ± 0.24

B 2.89 ± 0.27 2.85 ± 0.21 2.9 ± 0.27 2.81 ± 0.18 2.9 ± 0.26 2.8 ± 0.16

C 2.9 ± 0.27 2.91 ± 0.23 2.91 ± 0.3 2.97 ± 0.26 2.93 ± 0.32 3.0 ± 0.37

D 2.85 ± 0.26 2.78 ± 0.15 2.87 ± 0.23 2.8 ± 0.16 2.84 ± 0.22 2.85 ± 0.2

Table 12.19.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom O of LEU109 and atom OG1 of THR113.
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SER212(OG1)-ASP210(NE1)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 4.07 ± 1.01 3.64 ± 0.65 4.22 ± 1.14 3.68 ± 0.67 4.17 ± 1.33 3.95 ± 1.13

B 4.02 ± 1.01 4.2 ± 1.05 4.03 ± 1.01 4.23 ± 1.11 4.28 ± 1.25 3.92 ± 0.96

C 4.24 ± 1.33 3.57 ± 0.57 4.54 ± 1.55 3.38 ± 0.18 3.95 ± 1.43 3.43 ± 0.35

D 4.01 ± 0.99 4.04 ± 0.96 4.04 ± 1.02 4.18 ± 0.98 4.47 ± 1.49 3.75 ± 0.76

Table 12.20.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom OG1 of SER212 and atom NE1 of ASP210.

TYR217(OH) – SER192(O)
Channel Liquid H2O Gel H2O Liquid NH3 Gel NH3 Liquid NH

+
4

Gel NH
+
4

A 2.78 ± 0.34 2.72 ± 0.14 2.78 ± 0.24 2.8 ± 0.19 5.22 ± 2.1 2.71 ± 0.12

B 2.73 ± 0.19 2.71 ± 0.13 2.89 ± 0.7 2.7 ± 0.11 2.85 ± 0.52 2.72 ± 0.14

C 7.02 ± 2.85 8.58 ± 1.1 8.2 ± 1.72 8.25 ± 1.03 7.31 ± 1.41 6.55 ± 0.51

D 2.73 ± 0.16 2.79 ± 0.3 2.74 ± 0.22 2.71 ± 0.11 3.4 ± 1.32 6.33 ± 2.84

Table 12.21.: Average distance (in Å, std. ± deviation) measured from 3 𝜇s simulation

between the atom 192 of TYR217 and atom O of SER192.
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12.3. Time Evolution of Distances

(a) Pure water system

(b) NH3 containing system

(c) NH
+
4
ions containing system

Figure 12.1.: The average distance (in Å) is shown as the evolution of time in liquid phase

lipid (on the left side) and gel phase lipid(on the right side) in all the systems

for 3 𝜇s. The distance between heavy atom O of GLU24 and atom O𝛾 of SER78

is measured.

177



12. Water and Ammonia Selectivity Through Aquaporin AtTIP2;1

12.4. Torsional angle analysis of the bulky residues

The data are derived from simulations performed at 310K for liquid phase lipids in each of

the three systems (pure water, ammonia, and ammonium ion-containing system.) Similarly,

the data for gel phase simulation is performed at 270K in each of the systems.

Channel Liquid H2O Liquid NH3

A 73.33 ± 47.08 60.93 ± 7.58

B 61.97 ± 8.14 62.48 ± 7.43

C 114.97 ± 91.28 65.35 ± 14.06

D -103.24 ± 41.38 -95.29 ± 9.77

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 77.92 ± 55.19 61.06 ± 7.44

B 61.72 ± 11.1 62.49 ± 7.44

C 104.75 ± 86.31 63.13 ± 8.06

D -154.29 ± 92.69 -94.86 ± 8.77

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A -18.75 ± 93.62 59.28 ± 7.37

B 61.51 ± 8.14 62.61 ± 7.48

C 95.26 ± 75.56 65.41 ± 7.94

D -96.96 ± 18.99 -98.12 ± 24.48

(c) 1000 NH
+
4
ions containing system

Table 12.22.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -C𝛿 in ARG200.

Channel Liquid H2O Liquid NH3

A 168.03 ± 10.59 169.27 ± 10.04

B 171.06 ± 11.11 173.85 ± 9.0

C 166.35 ± 12.81 161.82 ± 11.85

D -148.22 ± 7.65 -148.41 ± 7.25

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 168.73 ± 11.84 173.8 ± 11.09

B 169.0 ± 11.15 174.11 ± 8.93

C 166.14 ± 13.38 163.43 ± 13.92

D -145.89 ± 7.95 -149.05 ± 7.36

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A 168.33 ± 25.54 165.35 ± 10.54

B 168.53 ± 11.42 174.19 ± 9.28

C 159.2 ± 14.9 166.49 ± 12.35

D -146.98 ± 8.52 -146.17 ± 7.66

(c) 1000 NH
+
4
ions containing system

Table 12.23.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -N𝛿2 of the residue ASN83
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Channel Liquid H2O Liquid NH3

A 157.44 ± 10.41 158.38 ± 10.36

B 160.27 ± 11.01 162.86 ± 9.3

C 163.27 ± 13.57 176.39 ± 11.43

D -143.81 ± 39.09 -149.92 ± 8.37

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 161.6 ± 12.02 160.63 ± 9.78

B 157.2 ± 11.19 163.11 ± 9.31

C 164.5 ± 13.03 173.55 ± 10.98

D -147.71 ± 28.85 -146.98 ± 8.01

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A 181.21 ± 35.6 159.56 ± 10.41

B 160.99 ± 11.46 161.83 ± 9.18

C 170.65 ± 14.81 167.58 ± 12.28

D -167.57 ± 15.88 -166.06 ± 14.7

(c) 1000 NH
+
4
ions containing system

Table 12.24.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -N𝛿2 of the residue ASN197

Channel Liquid H2O Liquid NH3

A 34.85 ± 59.07 -78.11 ± 81.47

B 37.95 ± 58.3 -59.15 ± 9.9

C 71.92 ± 14.12 63.97 ± 30.35

D -20.37 ± 56.03 -10.91 ± 60.92

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 60.21 ± 38.48 -58.21 ± 9.03

B -38.15 ± 47.36 -60.62 ± 9.32

C 44.61 ± 56.57 71.39 ± 7.95

D 15.44 ± 65.45 -59.29 ± 9.72

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A 34.85 ± 59.07 -65.8 ± 90.38

B 37.95 ± 58.3 -59.15 ± 9.9

C 71.92 ± 14.12 63.97 ± 30.35

D -20.37 ± 56.03 -10.91 ± 60.92

(c) 1000 NH
+
4
ions containing system

Table 12.25.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -C𝛿 of the residue GLU24
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Channel Liquid H2O Liquid NH3

A -81.48 ± 29.17 -79.66 ± 9.37

B -73.73 ± 10.99 -70.38 ± 9.06

C -150.02 ± 58.52 -166.17 ± 33.45

D -70.42 ± 9.73 -79.64 ± 11.12

(a) Pure water system

Channel Liquid H2O Liquid NH3

A -75.87 ± 14.56 -70.68 ± 10.48

B -75.95 ± 22.14 -70.8 ± 9.05

C -174.18 ± 28.8 -163.68 ± 29.21

D -73.94 ± 11.19 -80.38 ± 9.05

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A -122.8 ± 51.41 -72.08 ± 9.2

B -65.58 ± 15.42 -72.01 ± 9.57

-161.88 ± 33.78 -184.84 ± 11.46

D -101.0 ± 50.54 -77.58 ± 13.99

(c) 1000 NH
+
4
ions containing system

Table 12.26.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -C𝛿 of the residue GLU146

Channel Liquid H2O Liquid NH3

A 80.58 ± 12.03 78.67 ± 11.1

B 79.82 ± 12.12 80.58 ± 10.76

C 81.47 ± 12.68 86.81 ± 16.13

D 79.9 ± 12.92 80.57 ± 11.16

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 80.54 ± 12.33 79.86 ± 10.5

B 80.46 ± 12.19 79.9 ± 10.7

C 81.72 ± 13.09 84.72 ± 10.52

D 81.14 ± 12.39 79.15 ± 11.33

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A 81.9 ± 11.72 81.92 ± 17.37

B 80.95 ± 11.99 81.1 ± 10.84

C 81.26 ± 12.9 89.58 ± 19.02

D 78.13 ± 11.75 85.44 ± 12.61

(c) 1000 NH
+
4
ions containing system

Table 12.27.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -N𝛿1 of the residue HSD63
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Channel Liquid H2O Liquid NH3

A 80.58 ± 12.03 78.67 ± 11.1

B 79.82 ± 12.12 80.58 ± 10.76

C 81.47 ± 12.68 86.81 ± 16.13

D 79.9 ± 12.92 80.57 ± 11.16

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 80.54 ± 12.33 79.86 ± 10.5

B 80.46 ± 12.19 79.9 ± 10.7

C 81.72 ± 13.09 84.72 ± 10.52

D 81.14 ± 12.39 79.15 ± 11.33

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A 81.9 ± 11.72 81.92 ± 17.37

B 80.95 ± 11.99 81.1 ± 10.84

C 81.26 ± 12.9 89.58 ± 19.02

D 78.13 ± 11.75 85.44 ± 12.61

(c) 1000 NH
+
4
ions containing system

Table 12.28.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -N𝛿1 of the residue HSD81

Channel Liquid H2O Liquid NH3

A -87.85 ± 49.65 -81.43 ± 39.47

B -89.42 ± 49.8 -81.33 ± 33.4

C -24.61 ± 81.5 -76.08 ± 50.94

D -94.27 ± 57.66 -96.77 ± 57.42

(a) Pure water system

Channel Liquid H2O Liquid NH3

A -91.99 ± 50.28 -82.11 ± 24.95

B -96.35 ± 51.62 -83.4 ± 39.44

C 43.49 ± 102.9 -239.2 ± 70.46

D -93.82 ± 58.76 -95.24 ± 56.8

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A -21.65 ± 87.77 -26.5 ± 113.78

B -71.49 ± 52.54 -67.9 ± 48.17

C 40.63 ± 95.8 8.66 ± 95.17

D 6.51 ± 131.61 -94.97 ± 68.14

(c) 1000 NH
+
4
ions containing system

Table 12.29.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -N𝛿1 of the residue HSD131
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Channel Liquid H2O Liquid NH3

A 61.9 ± 16.95 61.67 ± 14.93

B 61.18 ± 19.5 58.92 ± 18.63

C 78.92 ± 36.14 73.36 ± 15.51

D 64.39 ± 21.16 56.65 ± 14.5

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 65.24 ± 17.51 69.05 ± 15.41

B 55.47 ± 35.02 60.88 ± 18.9

C 77.49 ± 23.64 68.17 ± 13.38

D 61.98 ± 25.18 61.56 ± 16.49

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A 73.98 ± 21.35 62.94 ± 14.52

B 61.44 ± 19.84 64.77 ± 17.15

C -6.68 ± 68.65 70.98 ± 12.28

D 61.8 ± 24.5 61.79 ± 17.47

(c) 1000 NH
+
4
ions containing system

Table 12.30.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -N𝛿1 of the residue HSD214

Channel Liquid H2O Liquid NH3

A -136.31 ± 71.26 -139.51 ± 67.39

B -111.33 ± 62.72 -85.54 ± 21.18

C -147.92 ± 81.51 -183.65 ± 37.92

D -77.57 ± 35.35 -143.29 ± 65.53

(a) Pure water system

Channel Liquid H2O Liquid NH3

A -162.57 ± 81.21 -129.62 ± 94.38

B -130.56 ± 70.65 -87.8 ± 30.98

C -155.05 ± 68.08 -177.25 ± 72.18

D -29.9 ± 100.38 -135.89 ± 64.72

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A -165.08 ± 74.95 -148.23 ± 85.96

B -148.62 ± 68.0 -100.16 ± 45.92

C -176.0 ± 53.82 -136.1 ± 87.18

D -126.05 ± 63.31 -150.13 ± 56.04

(c) 1000 NH
+
4
ions containing system

Table 12.31.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛽-C𝛾 -S𝛿 -C𝜖 of the residueMET196
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Channel Liquid H2O Liquid NH3

A 68.65 ± 13.88 66.8 ± 12.52

B -97.32 ± 47.69 -109.32 ± 11.24

C 62.84 ± 14.11 70.57 ± 14.28

D 61.8 ± 13.84 55.85 ± 11.7

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 71.22 ± 13.11 68.69 ± 12.23

B -113.44 ± 13.88 -108.22 ± 11.2

C 65.1 ± 15.1 66.89 ± 13.25

D 69.43 ± 13.75 57.85 ± 11.67

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A 63.21 ± 14.04 76.29 ± 14.06

B -113.2 ± 13.69 -113.07 ± 10.7

C 67.17 ± 14.64 61.97 ± 17.07

D 67.06 ± 12.34 66.41 ± 12.71

(c) 1000 NH
+
4
ions containing system

Table 12.32.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -C𝛿 of the residue TYR42

Channel Liquid H2O Liquid NH3

A 32.95 ± 85.26 -30.9 ± 13.1

B 47.0 ± 91.19 55.07 ± 94.52

C 40.08 ± 92.95 132.6 ± 11.33

D 88.19 ± 89.77 28.6 ± 91.8

(a) Pure water system

Channel Liquid H2O Liquid NH3

A 55.67 ± 93.51 -28.78 ± 13.56

B 78.17 ± 91.82 76.62 ± 93.5

C -9.93 ± 78.17 133.69 ± 11.06

D 72.88 ± 95.2 107.48 ± 82.64

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A -32.02 ± 58.07 -3.08 ± 67.17

B 42.94 ± 92.88 99.55 ± 84.58

C 89.76 ± 78.08 132.96 ± 11.46

D 32.5 ± 94.51 96.38 ± 82.41

(c) 1000 NH
+
4
ions containing system

Table 12.33.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -C𝛿 of the residue TYR104
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Channel Liquid H2O Liquid NH3

A -118.88 ± 91.66 -99.46 ± 98.0

B -178.1 ± 7.87 -178.41 ± 6.51

C -61.35 ± 56.64 -10.49 ± 19.37

D -116.67 ± 89.26 -64.04 ± 23.23

(a) Pure water system

Channel Liquid H2O Liquid NH3

A -98.65 ± 81.89 -47.61 ± 36.21

B -180.35 ± 8.21 -179.16 ± 6.48

C -119.13 ± 83.16 -14.7 ± 20.27

D -107.73 ± 78.33 -54.76 ± 33.64

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A -186.29 ± 88.56 -177.82 ± 70.72

B -181.03 ± 7.93 -179.47 ± 6.47

C -162.37 ± 86.05 -23.21 ± 31.14

D -68.01 ± 60.25 -6.47 ± 25.6

(c) 1000 NH
+
4
ions containing system

Table 12.34.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -C𝛿 of the residue TYR158

Channel Liquid H2O Liquid NH3

A -65.6 ± 10.39 -66.15 ± 10.07

B -64.52 ± 9.86 -65.74 ± 8.37

C 247.0 ± 84.07 234.86 ± 89.87

D -65.35 ± 9.37 -66.99 ± 10.6

(a) Pure water system

Channel Liquid H2O Liquid NH3

A -60.89 ± 11.3 -59.56 ± 9.66

B -64.29 ± 10.58 -66.64 ± 8.6

C 225.19 ± 91.5 176.9 ± 66.85

D -65.28 ± 10.32 85.45 ± 66.66

(b) 1000 NH3 containing system

Channel Liquid H2O Liquid NH3

A -106.6 ± 80.7 -58.05 ± 9.73

B -60.47 ± 12.12 -63.9 ± 9.46

C 193.41 ± 96.17 153.16 ± 19.92

D -40.47 ± 59.15 -62.8 ± 11.74

(c) 1000 NH
+
4
ions containing system

Table 12.35.: Average torsional angle (in degree, mean ± std. deviation) measured from

3 𝜇s simulation along the C𝛼 -C𝛽-C𝛾 -C𝛿 of the residue TYR217

184



Curriculum Vitae

Deepak Kumar
Address: Jehanabad, Bihar, India

E-mail: deepaknextprez@gmail.com

Education

08/2019 – 12/2022 Doctoral student at the Karlsruhe Institute of Tech-

nology (KIT), Karlsruhe, Germany

09/2017 – 07/2019 Master in Theoretical chemistry and computational

modeling, University of Valencia, Valencia, Spain

08/2015 – 07/2017 Master in Chemistry, Indian Institute of Technology,

Mandi, India

07/2011 – 05/2014 B.Sc. (Hons.) Chemistry, University of Delhi, Delhi,

India

04/2009 – 03/2011 Senior secondary school, St. Michael’s High School,

Patna, India

04/2007 – 03/2009 Secondary School, B. D. Public School, Patna, India

185





List of publications

1. Rajendran Saravanan,DeepakKumar andAniruddha Chakraborty,"Quantumphysics

of the systems with ultrashort potentials: Introduction to a new analytically solvable

model". arXiv:1805.01895v4 [quant-ph] 26th December 2018.

2. Deepak Kumar, Kirill Zinovjev, Carlos A. Ramos and Iñaki Tuñón, "Computational

Simulations of Enzyme Reactivity in Chorismate Mutase and Mutants: Analysis of

Electrostatic Contributions to Catalysis". (review)

3. Li Tian, Deepak Kumar, Stephan L. Grage, Tomas Kubar, Sebastian Otteni, Parvesh

Wadhwani, Anne S. Ulrich, "Self-association of the oncoprotein E5 and PDGFR𝛽

revealed by distance measurements". (In preparation)

4. Deepak Kumar, Parvesh Wadhwani, Anne S. Ulrich, Marcus Elstner, Tomas Kubar,

"Long-range proton transfer through tetrameric charge zipper TisB assembly of

peptide". (In preparation)

5. Thomas Barta, Deepak Kumar, Andreas Horner, Tomas Kubar "Water Permeability

and Ammonia Selectivity Through Aquaporin AtTIP2;1 in Liquid and Gel PhaseLipid".

(In preparation)

187





Thank you for constant motivation,

and the journey begins...

189


	Abstract
	Zusammenfassung
	Acknowledgment
	List of Figures
	List of Tables
	Introduction
	Introduction
	Background
	Categories of Membrane Proteins
	-Helix
	-Barrels

	Function of Transmembrane Proteins
	Transporters
	Ion Channels
	Receptors



	Theoretical and Computational Background
	Computational Chemistry
	Introduction
	Tools of Computational Chemistry
	Combining all the Information

	Quantum Chemistry
	Schrödinger Equation
	Born-Oppenheimer Approximation
	Variational Principle
	Hartree-Fock Theory
	Hamiltonian
	Energy Expression
	Basis Set Approximation
	Electron Correlation

	Density Based Methods
	Density Functional Theory (DFT)
	The Hohenberg-Kohn Theorems
	The Kohn-Sham Approach
	Local Density Approximation
	Generalised Gradient Approximation

	Density-Functional Tight-Binding
	DFTB1
	DFTB2
	DFTB3


	Classical Mechanics and Molecular Dynamics Simulations
	Perspective
	Principles of Molecular Mechanics
	Bonding Interaction
	Non-bonding Interaction
	Complete Force Field Equation

	Propagation of a System
	Verlet Integration Method
	Leap Frog Integration Method
	Velocity Verlet Integration Method

	Periodic Boundary Conditions
	Temperature and Pressure Control
	Thermostat
	Barostat

	Intermolecular Interactions
	Hybrid QM/MM Simulations
	Mechanical embedding
	Electrostatic embedding
	Polarisation embedding


	Enhanced Sampling Techniques in Molecular Dynamics
	Introduction
	Collective Variable
	Potential of Mean Force
	Umbrella Sampling
	Metadynamics
	Standard Metadynamics
	Well-Tempered Metadynamics
	Multiple-Walker Metadynamics



	Contributions
	Water and Proton Transport Across Tetrameric Charge Zipper Protein
	Introduction
	Interaction between TisB Peptide

	Methodology
	Classical MD Simulation
	QM/MM Simulation
	Water Transfer – Classical Metadynamics
	Proton Transfer – QM/MM Metadynamics

	Results and Discussion
	Water Transport
	Proton Transfer or Proton Hole Transfer


	Structural Analysis of E5-PDGFR Transmembrane Proteins
	Introduction
	Tyrosine Kinases Receptor
	Oncoprotein E5
	PDGF-Receptor
	E5-PDGFR Complex

	Methodology
	Results and Discussion
	RMSD and RMSF
	Helix Tilt and Rotational Angle
	Order Parameter (S)
	PISEMA Calculation
	Distance Measurement


	Water and Ammonia Selectivity Through Aquaporin AtTIP2;1
	Introduction
	Crystal Structure of AtTIP2;1

	Methodology
	Force field, simulation setup and equilibration of aquaporin AtTIP2;1 in liquid phase lipid
	Simulation setup and equilibration of aquaporin AtTIP2;1 embedded in gel phase lipid
	Simulations of AtTIP2;1 in the presence of ammonia or ammonium

	Results
	Water passage in liquid and gel phase lipid in pure water system
	Ammonia passage in liquid and gel phase lipid in the system containing 1000 NH3 molecules
	Water passage in liquid and gel phase lipid in the system containing 1000 NH3 molecules
	Water passage in liquid and gel phase lipid in the system containing 1000 NH4+ molecules

	Discussion
	Water Permeability and Selectivity
	Ammonia Selectivity
	Ammonium Ion Blocking

	Comparison with Experiment

	Summary
	Bibliography

	Appendix
	Water and Proton Transport Across Tetrameric Charge Zipper Protein
	Potential Gating mechanism at the center of the peptide

	Structural Analysis of E5-PDGFR Transmembrane Proteins
	Order parameter of N-H bond in tetrameric complexes
	Order parameter of N-H bond in hexameric complexes
	Distance measurements in tetrameric complexes
	Distance measurements in hexameric complexes

	Water and Ammonia Selectivity Through Aquaporin AtTIP2;1
	Permeation of water (H2O) and ammonia (NH3)
	Distance measurement between important residues across the channels
	Time Evolution of Distances
	Torsional angle analysis of the bulky residues



