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Abstract. The vulnerability of the high-performance machine learning models
implies a security risk in applications with real-world consequences. Research on
adversarial attacks is beneficial in guiding the development of machine learning
models on the one hand and finding targeted defenses on the other. However, most
of the adversarial attacks today leverage the gradient or logit information from the
models to generate adversarial perturbation. Works in the more realistic domain:
decision-based attacks, which generate adversarial perturbation solely based on
observing the output label of the targeted model, are still relatively rare and mostly
use gradient-estimation strategies. In this work, we propose a pixel-wise decision-
based attack algorithm that finds a distribution of adversarial perturbation through
a reinforcement learning algorithm. We call this method Decision-based Black-box
Attack with Reinforcement learning (DBAR). Experiments show that the proposed
approach outperforms state-of-the-art decision-based attacks with a higher attack
success rate and greater transferability.
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1 Introduction

Many high-performing machine learning algorithms used in computer vision, speech
recognition and other areas are susceptible to minimal changes of their inputs [[1].
Despite their good performance, the vulnerability of machine learning models has raised
widespread concerns. Small perturbation on road signs can have a serious impact on
automated driving. These actions, which modify the benign input by imperceptible
perturbations and thus manipulate the machine learning model to suit the attacker’s
interests, are called adversarial attacks.

Most adversarial attacks used to construct adversarial perturbation rely either on
gradient information (white-box attack) or logit output (score-based attack) of the
model. While these approaches help to study the limitations of current machine learning
algorithms [15], they do not reflect the level of information a real attacker would have
access to in most scenarios. In contrast, decision-based attacks consider limited access
to the targeted model, allowing only the label information output by the model to be
used. Such limited access is far more common in the real-world scenarios making its
study more practical.
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Most of decision-based attacks start with an adversarial example with large pertur-
bation. Then, adversarial examples with smaller perturbations are gradually found by
sample-based gradient estimation. Different attacks exploit the samples in different ways,
and therefore the efficiency of the algorithms varies. Such gradient-estimation-based
approaches, however, require a large number of queries to the targeted model, which
affects the efficiency of the algorithm and makes it impossible to perform real-time attack.
In addition, the perturbations generated by gradient-based approach are too specific to
the particular targeted model and benign example, and therefore lack transferability. To
address these shortcomings, we propose a novel pixel-wise decision-based attack ap-
proach, called Decision-based Black-box Attack with Reinforcement learning (DBAR),
which is guided by rewards instead of gradients. We therefore phrase the search for
adversarial perturbations as an reinforcement learning task. Depending on whether the
learned agent is targeting a single or multiple benign examples, two different attacks are
designed, i.e., context-free attack and context-aware attack.

Our contributions can be summarized as: (1) Context-free DBAR achieves state-
of-the-art performance, and perturbations sampled from the discovered distribution are
more transferable then those generated by the other decision based attacks. In addition,
the context-free DBAR is an universal attack which can also attack time-series data
and super pixel of image data. (2) The context-aware attack achieves an effective attack
without any queries on the targeted model after training, which is not possible for most
existing decision-based attacks. (3) The algorithm generates a distribution which can be
used to sample multiple different attacks.

2 Related work

The definition of decision-based attack was first proposed in [[1]. It starts with an example
in the target category and optimizes the attack with random selection and validation. This
method is simple and effective; however, it is inefficient because the information from
the sampled examples is not fully utilized e.g., information from the *worse’ samples.
Several methods attempt to bridge this gap. For example, [2] biases the sampling process
by combining low-frequency noise with gradients from surrogate models. However, its
performance depends on the transferablity between the surrogate model and the target
model. Similarly, transfer-based attacks [[15] also rely on carefully chosen surrogate
models. However they obtain an attack on the original model by attacking the surrogate
model. Opt attack [5] transforms the adversarial attack problem into a continuous real-
valued optimization problem, i.e., the direction and distance to the decision boundary.
This optimization problem can be solved by any zeroth-order optimization algorithm.
However, distance calculation and gradient estimation in large dimensions will consume
a large number of queries, which reduces the efficiency of the algorithm. Evo attack [§]]
applies evolutionary algorithms to generate adversarial perturbations and employs some
techniques to reduce the dimensionality of the search space. It uses a custom variant in
normal distribution and update the variant with (1+1)-CMA-ES. However, the variance is
sign-independent and the sampling is therefore unstable. Rays [4] uses the dichotomous
method to find perturbations. Although it has achieved good results on many datasets,
the effectiveness of the algorithm is difficult to prove as results depend strongly on the
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test set. HSJ [3] estimate gradient in different way and achieve a decision-based attack.
However, gradient estimation is time-consuming and, at the same time, reduces the
transferability of the generated adversarial perturbations. In this paper, we try to solve
the problem without estimating the gradient.

3 Methodology

We model the decision-based black-box adversarial attack problem as finding the ad-
versarial distribution pg with parameters © of an m-class deep classification model
M : R? — [m] that accepts an input z € [0,1]¢ and outputs y € [m] = {1,--- ,m}.
The objective function can be described as

min (A B Il ~ 2 (Mla+ 1) # M) ) m
e n~pe n~pe
where 7 is the adversarial perturbation sampled from the distribution pe, ||-|| ., denotes
the /o, norm and P evaluates a probability. The objective function consists of two
components, the expected [, norm of the perturbations sampled from the distribution
and the attack success rate of the perturbations sampled from the distribution. A is a
parameter that trade-off between the expectation and the success rate. The goal of the
problem definition is to find a distribution such that the center of the distribution found is
as close as possible to the benign example x while the adversarial perturbations sampled
from the distribution maintain a high attack success rate.

To solve (T) through a reinforcement learning algorithm, depending on whether single
or multiple benign examples are considered, we design two different environments: a
context-free environment and a context-aware environment, which correspond to context-
free attack and context-aware attack. Both environments share the same setting except
the transition model. The state and action space are both set to R%. The perturbation
distribution pg to optimized is regarded as the agent. Each adversarial perturbation 7
sampled from the distribution is an action and each benign example z is a state. Since the
action is continuous, we model the agent with normal distribution pe (7 | z) = N (7 |
pe(z),diag (Zo(z)) ). A trajectory T consists of fixed number of decision step. In each
decision step, a perturbation (action) is sample from the distribution (agent) and send to
the environment to get the reward and next state. To achieve the optimization goal, we
define the reward function as

2 Lpm(atm#m)y — 1
171l

where 1 is the indicator function to identify whether adversarial perturbations mislead
the classifier M. When the attack is successful, 2+ (1 p(zty)2rm(a)} — 1) = 1, the
algorithm can try to increases the reward by shrinking the perturbation. On the other
hand, if the attack fails, the algorithm may try to find a successful attack by increasing
the perturbation [H The expectation and probability in (1) are approximated by Monte
Carlo estimation using sampled trajectories.

r(z,n) = , (2)

"'Eq. [2| can be modified to a target attack by setting the condition of indicator function to
M(x + n) = target.
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In both environment settings, the next state is selected independent of the current
state and action. In the context-free environment, only one state, the benign example,
exists, while in the context-aware environment, the next state is selected by random
sampling.

The objective function can be written as:

T

7©)= [ pe(r) (Zr(xt,m) dr,

t=0
T-1
~ H pe (ne|z:).
t=0

To learn ©, we need to calculate the gradient of the objective function (3). In the
black-box adversarial attack, each reward in one trajectory is treated equally and does
not depend on the actions in the other time step of the same trajectory. Therefore, when
calculating the gradient, at time step ¢, terms that do not depend on the action 7, can be
omitted. Using the log derivation trick and Monte Carlo sampling [19]], the gradient of
the objective function can be expressed as

(Ve log (H p@(m,ilxm >> <Z7” xt uﬂtz )]

T—1
[Z T\ Tt,i5 M0 V@ 1ng@(77tz )
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So far, this gradient is valid only for the samples generated by pg. We apply the
importance sampling technique so that old trajectories can be reused. In addition, we
limit the update step size as suggested in [18]], since importance sampling only works
when the update size is small. Together with the stable training trick mentioned in [14]],
the gradient can be expressed as

M

VJ(©O) =) (Vemin(w;(0),clip(w;(0),1 —¢1+¢))) - (r(zi,m) — V(i)
=0

po(nilwi)

with w;(@) = Pelilri)
PO (771'\551‘)

where pg,, is the distribution that generates the training samples and pg is the
distribution, that is frequently updated. The parameter € limits the update size and V' (x;)
is the expected reward given to a benign example ;.

Algorithm T summarizes the process of generating adversarial distribution, where
Actor: R — R? x R? and Critic: R — R are two neural networks with the same
ResNet architecture except for the output layer.
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Algorithm 1 Generating adversarial distribution through DBAR
Input: zo (benign example), N (number of iterations), M (number of samples in one iteration),
K (number of training), L (size of minibatch), init_mean, init_std, €
Output: Actor
1: Initialization: Initialize Actor(-) with init_mean and init_std, Critic(+), x < xo
2: fori < 1to N do

33 B+« |[]
4: forj< 1to M do
5: w, I o2+ Actor(z)
6 r,p, &’ + sample action from N (p, I - o), calculate its log-probability and applied it
to the environment to get reward and the next benign example
7 B+ BU{r:nlp:lp,x:z},x < 2’
8:  end for
9:  fork <+ 1to K do
10: {Bl, < BmyL } < generate mini-batch from B
11: fOl‘b(—{Bl,---BLM/LJ}dO
12: w1 (0")? « Actor(b[x])
13: Ip’ < compute log-probability of b[x] in N (1,1 - (¢7)?)
14: v < Critic(b[x])
15: a< b —v
16: w < exp(lp’ — bllp])
17: loss_actor «— min(w, clip(w,1 —€,1+¢€)) -a
18: loss_critic <— MSE(b[r], v)
19: update Actor with the gradient of loss_actor
20: update Critic with the gradient of loss_critic
21: end for
22:  end for
23: end for

24: return Actor

4 Experiments

In this section, we perform experiments to investigate the following questions: (i) How
does the context-free DBAR algorithm perform on image datasets compared to state-
of-the-art decision-based attack methods? (ii) Can context-free DBAR be applied to
time-series datasets? (iii) Are the perturbations discovered by the context-free DBAR
algorithm more transferable than those discovered by state-of-the-art decision-based
attack methods? (iv) Can context-aware DBAR perform real-time attacks after training?
(v) How do the hyper-parameters affect the performance of context-free DBAR?

4.1 Experiment Setting

Baselines and hyper-parameters: To evaluate DBAR, we compare it with the following
decision-based attacks: (i) the state-of-the-art Decision-based black-box Boundary at-
tack [[1]] and the HopSkipJump Attack [3]] for image datasets. (ii) the Universal White-box
attack FGSM [21] and BIM [[13]] for time series datasets.
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All attacks are implemented by the python package Foolbox [17]. We use the default
hyper-parameter settings for all attacks with a fixed random seed. We limit the maximum
number of queries for all the attacks to 20000. For the DBAR algorithm, the number
of training epoch K is set to K = 10, with a mini-batch size of L = 10 and € = 0.02.
Additionally init_mean = 0 and init_std = 0.5.

Datasets and models: We carried out attacks over the following image datasets
with varied dimensions and dataset sizes: CIFAR10 [12], CIFAR100 [12]], STL10 [6]],
Caltech101 [10]. The pixel values of all images are normalized to [0, 1]. We also attack
models with different structures such as ResNet20 [[11] with 272474 parameters and
VGG11 [20] with 9756426 parameters. Both models were obtained from Pytorch [16].
In addition, we carried out attacks over the publicly available time series UCR archiv
dataset [7]] and attack the time series ResNet-ts model as defined by [9].

4.2 Adversarial examples for image and time series data

We perform non-target attacks on all the image datasets mentioned above and summarise
the attack success rate (ASR) of each methods in Table E} Concretely, all attacks are
applied to 1000 correctly classified test examples from each dataset. If an adversarial
example can mislead the classification model and is in a 0.04 (10/255) [, neighborhood
of the benign example, we denote this attack as a success. From the result, we see that,
context-free DBAR achieves better results on most of the datasets, except for the STL10
dataset on the VGG11 model. Struggling with finding the first success attack is probably
the main reason for the failure of the attack. This happens when the init_std is set
too small for the given data set. The influence of the hyper-parameters on the attack
performance an run-time is analyzed in experiment[4.4]

Model Accuracy| BA |HSJ|DBAR Model Accuracy| BA |[HSJ|DBAR

Cifar10 [ResNe20 091 LO0[1.00[ 100 |~ [ResNet20 0.83 1.00/1.00| 1.00
AV IVGGIn 0.90 0.71]0.78 0.84 VGGI1 0.84 0.59/0.90] 0.78

. ResNet20 0.66 0.950.95 0.96 ResNet20 0.79 0.93/1.00] 1.00

Cifarl 00561 0.61 0.63/0.80] 0.84 |C4Tech 10l aa 0.68 0.51]0.80] 0.82

Table 1. Attack success rate (ASR) of three different decision-based attack methods: Boudary
Attack (BA), HopSkipJump Attack (HSJ) and the proposed context-free DBAR, against model
ResNet20 and VGG11 on four different image datasets with varies sizes.

DBAR is universal in the sense that it is able to attack any example in form of R9.
To prove this, we compare the performance of the proposed context-free DBAR against
ResNet-ts model on the UCR open source time series datasets with the two popular
white-box attacks FGSM and BIM. When the size of the perturbation found by an attack
is smaller than 0.1, as proposed in [9], and the adversarial example can mislead the
classification, we regard the attack as success. The parameter settings of this experiment
are different from other experiments because the time series data are not normalized
to [0, 1]. Furthermore, note that DBAR, as opposed to FGSM and BIM is a black-box
attack. We remove the step limit and set the initial standard deviation to 80 to avoid
struggling with finding the first successful attack.
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Model Accuracy|[ FGSM|BIM|DBAR Model Accuracy|FGSM|BIM|DBAR
50words 0.73 0.77 {0.88| 0.91 DistalAge 0.80 0.78 0.79| 0.64
Adiac 0.83 0.96 {0.98| 0.99 FaceAll 0.86 0.10 {0.15| 0.20
Beef 0.77 0.74 0.87| 0.87 FaceUCR 0.95 0.17 {0.20| 0.19
Car 0.93 0.76 [0.92| 0.80 | ElectricDevices 0.74 0.34 10.58| 1.00
Diatom 0.30 0.00 |0.00| 0.41 |ItalyPowerDemand 0.96 0.04 |10.04| 0.20

Table 2. Attack success rate (ASR) of three different adversarial attack methods: FGSM [21],
BIM [13]] and the proposed context-free DBAR, against ResNet-ts on ten different time series
datasets with varies size and dimensions.

The results can be seen in Table 2] Although compared to the white-box algorithms,
the context-free DBAR achieves better results on six datasets, ties on one dataset, and
worse results on three datasets. As for the image datasets, the ASR score on the time
series data is independent of the accuracy of the target model. And probably because
of the different principles of generating attacks, DBAR performs well on some datasets
where BIM performs very poorly, e.g., Diatom, ItalyPowerDemand. At the same time,
the opposite situation also exists, see DistalAge. It is important to note that although
FGSM has the worst results, it is attacking in real time, while both BIM and the proposed
context-free DBAR require multiple iterations. However, a similar real-time attack can
be achieved by context-aware DBAR. This is demonstrated in Section[d.3]

4.3 Transferability of the perturbation distribution and real-time attack

The high transferability of the perturbation allows attacks generated against one platform
to be applied to the other. To demonstrate the transferability of the perturbation found by
the proposed method, we run the experiment in Section on the Cifar datasets again
and apply the attacks generated against the ResNet20 model to the VGG11 model and
vice versa. The ASR score is given in Table 3] The performance of the proposed method
is significantly better than that of the other methods. In particular, the perturbations
generated against the VGG11 model on Cifar100 dataset have a near-average ASR score
against the ResNet20 model. Besides, we can see that perturbations generated against
simple model (with fewer parameters, ResNet20) are difficult to perform success attack
against the more complex VGG11 model.

Targeted model|Boundary Attack| HSJ|DBAR Targeted model | Boundary Attack|HSJ|DBAR
. ResNet20 0.04 0.04| 0.13 | .. ResNet20 0.14 0.14] 0.24
G0 —S66T 0.10 0.10] 0.36 | 10056 0.14 0.09] 0.45

Table 3. Attack success rate (ASR) of attacks generated for VGG11 and applied to ResNet20 and
vice versa. Targeted model denotes the model used to generate the perturbation (attack).

To evaluate the capabilities for real time attacks, we apply context-aware DBAR
against ResNet20 on the Cifar10 and Cifar100. The results can be seen in Fig. [T} We
can find that after 60 iterations, the adversarial perturbation obtained by sampling are
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Fig. 1. Performance of context-aware DBAR against ResNet20 on Ciarl0 (left) and Cifar100
(right) datasets. The picture on the left shows the performance of Cifar10 and the one on the right
shows the performance of Cifar100.
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Fig. 2. Performance comparison of context-free DBAR with different hyper-parameter settings.
The [ norm is shown as a solid line in the plot, while the run time is shown as a dashed line.

able to implement effective attacks that have a success rate of about 50% on Cifar10 and
60% on Cifar100. We observe higher [, norms for the perturbations at the beginning,
which is most likely caused by the different update directions between the different
benign examples. Ideally, the algorithm should reduce the size of the perturbation while
increasing the success rate of the training. However, the attack success rate decreases as
the training progresses, although the decrease is not significant. The algorithm improves
the rewards obtained by reducing the perturbation size. This problem can be mitigated
by increasing the contribution of the success attack in the reward function, see (2)).

4.4 TImpact of the parameter selection

In this experiment, we analyse the effect of following hyper-parameters on the perfor-
mance of context-free DBAR regarding init_std, number of training epoch in each
iteration K and the size of mini batch L. The baseline hyper-parameters used in the
experiments are set as follows as init_std = 0.5, L = 64, K = 30. In each trial we modify
one of the above parameters and summarise the result in Fig. 2] Evidently, the parameters
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have a great impact on the convergence speed, stability and runtime of DBAR. The
leftmost plot in Fig. [2] shows the effect of the standard deviation of the initial distribution
init_std. The larger the parameter, the larger the perturbation sampled from the initial
distribution. In general, the larger the initial perturbation, the higher the probability
that it will successfully attack a benign example. When the init_std is too small and
the initial perturbation fails to attack the benign example, the algorithm will struggle
in looking for the first successful attack. The size of the training batches L affects the
stability, where lower L results in less stability.

Since the number of samples per iteration is constant, the smaller the batch size, the
more times the agent is updated and the longer each iteration takes.

In addition, due to the importance sampling, the log-probability of actions needs to
be recalculated before updating agent, which further increases the runtime. These are
reflected in the plot in the center of Fig.[2] The rightmost plot shows that larger number
of training K in one iteration converges faster. However, since there are more updates
per iteration, it also takes longer to run.

5 Conclusion

In this paper, we formulate the decision-based black-box adversarial attack as a reinforce-
ment learning task and search for the adversarial attack based on reward criterion. We
have experimentally demonstrated the feasibility of the proposed algorithm. In addition,
have shown some advantages of the algorithm such as the ability to generate attacks
for different kinds of data such as images and time series, the transferability of attacks
between different models and the ability for real-time attack. Besides, there is still room
for further exploration in the proposed approach through using different reward functions
or investigating the usage bounds by attacking very small perturbation or high resolution
images.
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