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NORMAL TRACE INEQUALITIES AND DECAY OF SOLUTIONS
TO THE NONLINEAR MAXWELL SYSTEM WITH ABSORBING

BOUNDARY

RICHARD NUTT AND ROLAND SCHNAUBELT

Abstract. We study the quasilinear Maxwell system with a strictly positive,
state dependent boundary conductivity. For small data we show that the solu-
tion exists for all times and decays exponentially to 0. As in related literature
we assume a nontrapping condition. Our approach relies on a new trace esti-
mate for the corresponding non-autonomous linear problem, an observability-
type estimate and a detailed regularity analysis. The results are improved in
the linear autonomous case, using properties of the Helmholtz decomposition
in Sobolev spaces of (small) negative order.

1. Introduction

The Maxwell system is the foundation of electromagnetic theory. It contains
constitutive relations that describe the polarization P and magnetization M of the
material in dependence of the electromagnetic fields. In many physical models
nonlinear effects occur which lead to nonlinear material laws, see e.g. [1], [3], [4],
[16]. In this work we study instantaneous laws, see [1] or [16], for which the Maxwell
equations can be written as a quasilinear hyperbolic system. It is well known that
such systems can exhibit blow up, see e.g. [8] in the Maxwell case.

We focus on the effect of a strictly positive surface conductivity λ, which may
also depend on the electric field E. In the case of linear material laws for P and
M , such nonlinear λ had been studied in [14], [15], [23], and for delayed problems
in [2]. For state independent λ and small initial fields it was shown in the pa-
per [26], co-authored by one of us, that the solutions of the quasilinear Maxwell
system (1.1)–(1.4) exist globally in time and decay exponentially as t → ∞. How-
ever, in [26] it was assumed that the spatial domain Ω is strictly starshaped. In
related problems it is known that this assumption can be removed provided one
can show extra regularity of the normal trace of the solutions, see [21] for the wave
equation and [12] for the linear autonomous Maxwell system with the boundary
conditions of a perfect conductor (which are different from absorbing ones studied
here). In the present paper we prove a trace estimate for the solutions of linear
non-autonomous anisotropic Maxwell systems with absorbing boundary conditions
and inhomogeneities, see Corollary 4.10 and Proposition 4.12. In Theorem 6.2 we
improve the trace inequality in the autonomous case. These results use properties of
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2 R. NUTT AND R. SCHNAUBELT

the Helmholtz decomposition and div-curl estimates also in negative order Sobolev
spaces, which are shown in the appendix.

We use this extra trace regularity to establish an observability-type estimate for
such systems in Proposition 3.3. This result had been shown in [26] for strictly
starshaped domains only. Based on this estimate, we can extend the analysis of
[26] to the case of a nonlinear boundary conductivity λ(x,E) and show in our main
Theorem 3.1 that solutions for small data converge exponentially to 0 without
assuming starshapedness.

We investigate the Maxwell system

∂t(ε(x,E(t, x))E(t, x)) = curlH(t, x) ,

∂t(µ(x,H(t, x))H(t, x)) = − curlE(t, x) ,
t ≥ 0 , x ∈ Ω ,(1.1)

div(ε(x,E(t, x))E(t, x)) = 0 ,

div(µ(x,H(t, x))H(t, x)) = 0 ,
t ≥ 0 , x ∈ Ω ,(1.2)

H(t, x)× ν +
(
λ
(
x,E(t, x)× ν

)
(E(t, x)× ν)

)
× ν = 0 , t ≥ 0 , x ∈ ∂Ω ,(1.3)

E(0, x) = E(0)(x) , H(0, x) = H(0)(x) , x ∈ Ω ,(1.4)

on a bounded, smooth domain Ω ⊆ R3 with connected complement, for the electric
and magnetic fields E(t, x), H(t, x) ∈ R3 and given initial fields (E(0), H(0)). The
permittivity ε(x,E), permeability µ(x,E), and surface conductivity λ(x,E) may
depend on position and state, and they belong to R3×3

sym. So we have nonlinear,
inhomogeneous, and anisotropic material laws. As stated in Section 2 we assume
that the coefficients are C3, symmetric, and uniformly positive definite at least for
small |E|, respectively |H|. In the analysis we often rewrite ∂t(εE) and ∂t(µH) as
εd∂tE and µd∂tH for new coefficients εd and µd (see (2.3)), which are supposed to
have the same properties as ε and µ. This form of the equation facilitates energy
estimates.

Local wellposedness of (1.1)–(1.4) was shown in [28] for small data by en-
ergy methods. (This smallness restriction is not necessary if λ = λ(x) is state-
independent.) In this approach one has to control the Lipschitz norm of solutions,
and thus their H3-norms in the scale of integer-valued, L2-based Sobolev spaces.
For this reason in [28] the nonlinear problem was solved in Hm for m ≥ 3. (For
full space problems one can reduce the necessary level of regularity below 5

2 by
means of Strichartz estimates in some cases, cf. [27], but so far there are no such
results for our boundary conditions.) In this work we stick to H3. To bound the
solutions in this norm, we look at the time-derived Maxwell systems (2.13)–(2.14).
Here the coefficients εd, µd, and the analogue λd appear. We stress that they are
matrix-valued even if the given ε, µ, and λ are scalar. Moreover, they depend on
time through the inserted solutions, and the system (2.13)–(2.14) contains error
terms also at the boundary which will be treated as inhomogeneities.

To obtain H3-solutions, the initial fields have to satisfy certain compatibility
conditions stated in (2.7). We note that these would simplify a lot for scalar-valued
(isotropic) coefficients. Applying the divergence to (1.1), we see that the “charges”
div(εE) and div(µH) are preserved in time. We assume that the initial charges are
0, see (3.2), and that R3 \ Ω is connected in order to exclude non-zero stationary
solutions of the form (∇φ,∇ψ) where φ and ψ are constant on ∂Ω, which would
violate the desired decay property.
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As in [20] and [28], the decay result follows from three propositions dealing with
the time derivatives ∂kt (E,H) for k ∈ {0, 1, 2, 3}, see Section 3. The fields ∂kt (E,H)
satisfy the boundary condition (1.3) up to lower-order terms. This fact is crucial
for the analysis. An energy estimate and an observability-type estimate will allow
us to control the squared L2-norm of ∂kt (E,H) by a dissipation term plus an error
term which is small for small data, but contains space and time derivatives of
higher order. Surprisingly the regularity result Proposition 3.4 for the nonlinear
problem allows us to absorb the error terms. Theorem 3.1 on decay then follows
by a standard bootstrap procedure, given at the end of Section 3.

The core observability-type estimate in Proposition 3.3 is based on a Morawetz
multiplier argument as in [26], which uses ideas from [12] or [24] treating different
boundary conditions. For this result we have to assume the lower bound (3.1) on
the radial derivatives of ε(x, 0) and µ(x, 0). Heuristically this condition prevents
trapping of the solution by back reflections so that they really reach the boundary
where damping occurs. The main difficulty is the control of boundary terms. Tan-
gential traces of solutions are bounded by the energy estimate, see also [5] or [28].
To control also the normal trace, in Section 4 we use the so-called collar operator
studied in [12] in the context of different boundary conditions, cf. [21] for earlier
work on the wave equation. This pseudodifferential operator allows us to trade
space into time regularity in the course of a sophisticated regularity argument. We
further employ the div-curl estimate from Theorem A.6 and exploit heavily the
structure of the (time-differentiated) Maxwell system and the absorbing boundary
condition. For Theorem A.6 we have to assume that R3\Ω is connected. In the trace
estimates it is crucial that constants do not depend on time, see Corollary 4.10. We
also derive a more concise variant of the estimate in Proposition 4.12, which has
time dependent constants though. This result was already shown in [5] using com-
pletely different methods. In Sections 5 and 7 we then prove the observability-type
estimate Proposition 3.3 and the regularity result Proposition 3.4.

In Theorem 6.2 the trace estimate of Proposition 4.12 is improved for the linear,
autonomous, anisotropic case (6.1). We obtain a bound on the normal traces of E
and H in L2((0, T )× ∂Ω) through the tangential trace of E, with constants being
independent of the end time T . As a by-product we also derive exponential stability
of the system (6.1), which seems to be a new result for matrix-valued coefficients
(and is not a special case of our nonlinear decay result).

In the proof of Theorem 6.2 we follow the approach of [19] for the wave equa-
tion which involves a compactness argument to get rid of lower-order terms, see
also [12]. In order to perform this argument, we need the div-curl estimate from
Theorem A.6 in H−θ(Ω) for θ ∈ (0, 12 ), which requires several properties of the
Helmholtz decomposition in H−θ also established in the appendix.

2. Notation, assumptions and auxiliary results

As in [26] we consider a bounded domain Ω ⊆ R3 with C5-boundary ∂Ω =: Γ.
The outer unit normal will be denoted as ν : Γ → R3. Furthermore, we introduce
the function spaces

Ck
τ (Γ) := {f ∈ Ck(Γ) | f · ν = 0} ,

C3
τ (Γ× R3,R3×3

sym) := {A ∈ C3(Γ× R3,R3×3
sym) | Aν⊥ ⊆ ν⊥} ,
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Hθ(divα) :=
{
f ∈

(
Hθ(Ω)

)3 | div(αf) =: divα f ∈ Hθ(Ω)
}
,

Hθ(curlβ) :=
{
f ∈

(
Hθ(Ω)

)3 | curl(βf) =: curlβ f ∈
(
Hθ(Ω)

)3}
,

for θ ∈ R and suitable matrix-valued α, β : Ω → R3×3, and our solution space

Gk(Ω) := Gk ([0, Tmax)) :=

k⋂
j=1

Ck
(
[0, Tmax), H

k−j(Ω)6
)

equipped with their canonical norms. We also use the analogue of this space for
compact time intervals. For θ = 0 we simply write H(divα) = H0(divα) and
H(curlβ) = H0(curlβ), and if α = β = I3 is the identity matrix, we write Hθ(div)
and Hθ(curl). Often we will drop Ω as well (e.g. set Gk := Gk(Ω)), and omit the
power in

(
L2(Ω)

)3 etc. to shorten notation. We assume that the permittivity ε,
the permeability µ, and the surface conductivity λ are of class

(2.1) ε, µ ∈ C3(Ω× R3,R3×3
sym), λ ∈ C3

τ (Γ× R3,R3×3
sym)

and are uniformly positive definite for zero fields, i.e., there is a constant η such
that

(2.2)
ε(x, 0) ≥ 2ηI3, µ(x, 0) ≥ 2ηI3 for all x ∈ Ω

and λ(x, 0) ≥ 2ηI3 for all x ∈ Γ .

Note that the nonlinearities ε and µ are not required to be bounded in E,H ∈ R3.
Later on, however, the arguments E and H will be bounded and therefore so will
be ε(·, E) as well as µ(·, H).

In a moment we will also discuss the time derived Maxwell equations for suitably
smooth solutions. In order to consider these systems, we introduce the matrices

(2.3)

εdij(x, ξ) = εij(x, ξ) +

3∑
l=1

∂ξjεil(x, ξ)ξl for x ∈ Ω, ξ ∈ R3,

µd
ij(x, ξ) = µij(x, ξ) +

3∑
l=1

∂ξjµil(x, ξ)ξl for x ∈ Ω, ξ ∈ R3,

λdij(x, ξ) = λij(x, ξ) +

3∑
l=1

∂ξjλil(x, ξ)ξl for x ∈ Γ, ξ ∈ R3,

where i, j ∈ {1, 2, 3}. To unify notation, we set

ε̂k =

{
ε(·, E), k = 0,

εd(·, E), k ∈ {1, 2, 3},
µ̂k =

{
µ(·, E), k = 0,

µd(·, E), k ∈ {1, 2, 3},

λ̂k =

{
λ(·, E), k = 0,

λd(·, E), k ∈ {1, 2, 3}.

We also assume that
∂ξjε, ∂ξjµ ∈ C3(Ω× R3,R3×3), ∂ξjλ ∈ C3(Γ× R3,R3×3),

εd = (εd)⊺, µd = (µd)⊺, λd = (λd)⊺ .
(2.4)

for i, j ∈ {1, 2, 3}. Note that λd = λ if λ = λ(x) is state-independent. We extend
λ to a function on Ω × R3 satisfying the same conditions as ε and µ. Since the
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coefficients are continuous, we also have uniform positivity at least for small fields;
i.e.,

(2.5)
ε(x, ξ), εd(x, ξ) ≥ ηI , µ(x, ξ), µd(x, ξ) ≥ ηI for all |ξ| ≤ δ0, x ∈ Ω ,

λ(x, ξ), λd(x, ξ) ≥ ηI for all |ξ| ≤ δ0, x ∈ Γ ,

and some δ0 > 0. An important special case is the Kerr law µ = µ(x) and ε =

ε(x, ξ) = εlin(x) + εnl(x) |ξ|2 for scalar coefficients with εlin ≥ 2η, cf. [1] or [16].
Here one has εd(x, ξ) = ε(x, ξ) + 2(εnl(x)ξ)ξ

⊺. Anisotropic examples of polynomial
type are discussed in Example 2.1 of [20].

Since the solutions of (1.1)–(1.4) are supposed to satisfy the boundary condition
at all times, it has to hold also for the initial values. This leads to so-called “compat-
ibility conditions” (of order 3) on E(0) and H(0). Namely, for E(0), H(0) ∈ H3(Ω),
a solution (E,H) ∈ G3 of (1.1) possesses the time derivatives

E(1) :=
(
εd(E(0))

)−1
curlH(0) ,

H(1) := −
(
µd(H(0))

)−1
curlE(0) ,

E(2) :=
(
εd(E(0))

)−1

[
curlH(1) −

( 3∑
ℓ=1

∂ξℓε
d
i,j(E

(0))E
(1)
ℓ

)
i,j
E(1)

]
,

H(2) := −
(
µd(H(0))

)−1

[
curlE(1) −

( 3∑
ℓ=1

∂ξℓµ
d
i,j(H

(0))H
(1)
ℓ

)
i,j
H(1)

]
,

(2.6)

at time 0, which leads to the compatibility conditions

(2.7)

H(0) × ν + λ(E(0) × ν)(E(0) × ν)× ν = 0 ,

H(1) × ν + λd(E(0) × ν)(E(1) × ν)× ν = 0 ,

H(2) × ν + λd(E(0) × ν)(E(2) × ν)× ν

= −
(( 3∑

ℓ=1

∂ξℓλ
d
i,j(E

(0) × ν)(E(1) × ν)ℓ

)
i,j
E(1) × ν

)
× ν ,

on Γ. Let cS be the norm of the Sobolev embedding H2(Ω) ↪→ C(Ω). Set δ̃ :=
min{1, δ0

cS
}, cf. (2.5). Under the above assumptions, in Theorem 6.4 of [28] it was

shown that for δ ∈ (0, δ̃] and sufficiently small initial values satisfying (2.7), i.e.,

(2.8)
∥∥∥(E(0), H(0))

∥∥∥
H3(Ω)6

≤ r(δ)

for a constant r(δ) > 0 depending on δ, there exists a unique classical solution
(E,H) ∈ G3([0, Tmax)) such that Tmax > 1 and

(2.9) max
0≤j≤3

(∥∥∥∂jtE(t)
∥∥∥2
H3−j(Ω)

+
∥∥∥∂jtH(t)

∥∥∥2
H3−j(Ω)

)
≤ δ2 for 0 ≤ t ≤ T .

We set

(2.10) T∗ := sup{T̂ ∈ [0, Tmax] | (2.9) holds for t ∈ [0, T̂ ]} ≥ 1 .

From the blow-up condition in Theorem 6.4 of [28] we infer that T∗ <∞ implies

(2.11) max
0≤j≤3

(∥∥∥∂jtE(T∗)
∥∥∥2
H3−j(Ω)

+
∥∥∥∂jtH(T∗)

∥∥∥2
H3−j(Ω)

)
= δ2 .
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Below we will assume 0 ≤ t < T∗ if we work with the solution (E,H) to (1.1) –
(1.4) with data satisfying (2.8).

Furthermore, we define the commutator terms

f0 = f1 = 0 , f2 = (∂tε
d(·, E))∂tE , f3 = (∂2t ε

d(·, E))∂tE + 2(∂tε
d(·, E))∂2tE ,

g0 = g1 = 0 , g2 = (∂tµ
d(·, H))∂tH , g3 = (∂2t µ

d(·, H))∂tH + 2(∂tµ
d(·, H))∂2tH ,

h0 = h1 = 0 , h2 = (∂tλ
d(·, E × ν))∂tE × ν ,

h3 = (∂2t λ
d(·, E × ν))∂tE × ν + 2(∂tλ

d(·, E × ν))∂2tE × ν .

Let k ∈ {0, 1, 2, 3}. With the definitions above the time-derived solutions satisfy

(2.12)
∂kt (εE) = ε̂k∂

k
t E + fk , ∂kt (µH) = µ̂k∂

k
tH + gk on Ω ,

∂kt (λE × ν) = λ̂k∂
k
t E × ν + hk on Γ .

We thus arrive at the inhomogeneous system

∂t(ε̂k∂
k
t E) = curl ∂ktH − ∂tfk ,

∂t(µ̂k∂
k
tH) = − curl ∂kt E − ∂tgk ,

t ≥ 0, x ∈ Ω,(2.13)

∂ktH × ν + λ̂k(∂
k
t E × ν)× ν = −hk × ν .(2.14)

Notice that (1.1), (1.2) and (2.12) imply

(2.15) div(ε̂k∂
k
t E) = − div(fk) , div(µ̂k∂

k
tH) = −div(gk) .

Finally, in order to discuss the observability and energy estimates, we introduce
the energy, dissipation, and error terms

ek(t) =
1
2 max
0≤j≤k

(∥∥∥ε̂1/2j ∂jtE(t)
∥∥∥2
L2(Ω)

+
∥∥∥µ̂1/2

j ∂jtH(t)
∥∥∥2
L2(Ω)

)
, e := e3 ,

dk(t) = max
0≤j≤k

∥∥∥λ1/2 trt ∂jtE(t)
∥∥∥2
L2(Γ)

, d := d3 ,

zk(t) = max
0≤j≤k

(∥∥∥∂jtE(t)
∥∥∥2
Hk−j(Ω)

+
∥∥∥∂jtH(t)

∥∥∥2
Hk−j(Ω)

)
, z := z3 ,

for the time-derived fields. Here

trt : H(curl) →
(
H−1/2(Γ)

)3
; u 7→ u× ν ,

denotes the tangential trace. Similarly, we define the normal trace

trn : H(div) → H−1/2(Γ); u 7→ u · ν .

These linear maps are bounded, see Theorem 2.2 and 2.3 of [6]. We also use the
rotated tangential trace

trτ : H(curl) →
(
H−1/2(Γ)

)3
; u 7→ ν × (u× ν) = tru− (trn u)ν .

One can show the following estimates for the commutator terms

max
2≤k≤3,0≤j≤1

∥∥∥∂jt fk∥∥∥
H4−j−k(Ω)

+
∥∥∥∂jt gk∥∥∥

H4−j−k(Ω)
≲ z(t) ,

max
2≤k≤3

∥hk∥H3+1/2−k(Γ) ≲ z(t) ,
(2.16)

see equation (2.22) in [26]. We write “≲” if the inequality holds up to a constant
not depending on t ∈ [0, T∗), T∗, δ ∈ (0, δ̃], r ∈ (0, r(δ)], and (E(0), H(0)) fulfilling
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(2.7), (2.8) and (3.2) below. Moreover, such constants are denoted by c, cj , C or
Cj . We stress that z is quadratic in the fields and bounded by δz(t)1/2 due to (2.9).

Sketch of proof of (2.16). We carry out the proof for fk. For gk the argument can
be repeated, and the same is true for hk after extending hk to Ω using the trace
theorem. For k ∈ {0, 1} the commutator term fk vanishes and there is nothing to
show. Notice that H2(Ω) ↪→ L∞(Ω) and therefore E and ∂tE are bounded. Since
εd is assumed to belong to C3(Ω× R3), we can estimate the time derivative of

f3 =
[ 3∑
i,j=1

∂ξi,ξjε
d(·, E)∂tEi∂tEj

]
∂tE +

[ 3∑
i=1

∂ξiε
d(·, E)∂2tEi

]
∂tE

+ 2
[ 3∑

i=1

∂ξiε
d(·, E)∂tEi

]
∂2tE =: f3,1 + f3,2 + 2f3,3

for instance by

∥∂tf3,1∥L2(Ω) =

∥∥∥∥∥∥∂t
[( 3∑

i,j=1

∂ξi,ξjε
d(·, E)∂tEi∂tEj

)
∂tE

]∥∥∥∥∥∥
L2(Ω)

≤

∥∥∥∥∥∥
( 3∑

i,j,k=1

∂ξi,ξj ,ξkε
d(·, E)∂tEi∂tEj∂tEk

)
∂tE

∥∥∥∥∥∥
L2(Ω)

+

∥∥∥∥∥∥2
( 3∑
i,j=1

∂ξi,ξjε
d(·, E)∂2tEi∂tEj

)
∂tE

∥∥∥∥∥∥
L2(Ω)

+

∥∥∥∥∥∥
( 3∑
i,j=1

∂ξi,ξjε
d(·, E)∂tEi∂tEj

)
∂2tE

∥∥∥∥∥∥
L2(Ω)

≲
3∑

i,j=1

(
∥∂tEi∥L∞(Ω) ∥∂tEj∥L2(Ω) +

∥∥∂2tEi

∥∥
L2(Ω)

∥∂tEj∥L∞(Ω)

+ ∥∂tEi∥L∞(Ω)

∥∥∂2tEj

∥∥
L2(Ω)

)
≲

3∑
i,j=1

(
∥∂tEi∥H2(Ω) ∥∂tEj∥L2(Ω) +

∥∥∂2tEi

∥∥
L2(Ω)

∥∂tEj∥H2(Ω)

+ ∥∂tEi∥H2(Ω)

∥∥∂2tEj

∥∥
L2(Ω)

)
≲ z(t) .

Analogous estimates for ∥∂tf3,2∥L2(Ω) and ∥∂tf3,3∥L2(Ω) can be shown, using
also the embedding H1(Ω) ↪→ L6(Ω). In a similar way one obtains bounds on
∥f2∥H2(Ω) , ∥∂tf2∥H1(Ω), and ∥f3∥H1(Ω). □

We also define the function m(x) = x − x0 on Ω for a fixed point x0 ∈ Ω. It is
used in the multiplier argument from [26].
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3. Main result for the nonlinear problem

We state our main decay theorem and the core ingredients for its proof. Based
on them, we show the theorem at the end of the section. Note that compared to
Theorem 2.2 in [26] we no longer require the domain to be strictly starshaped and
also permit semilinear boundary damping. In [26] the strict starshapedness of the
domain was used to estimate trace terms, which we will treat here in a more delicate
manner, utilizing methods from microlocal analysis as previously introduced in [12].

We require the following non-trapping condition on ε and µ, which emanates
from the Morawetz multiplier technique used in [26]:

ε(x, 0) +
(
m(x) · ∇x

)
ε(x, 0) ≥ ηε(x, 0) ,

µ(x, 0) +
(
m(x) · ∇x

)
µ(x, 0) ≥ ηµ(x, 0)

(3.1)

for a constant η > 0 and x ∈ Ω. It says that ε and µ do not decay too rapidly in
radial directions for small fields. Heuristically this should reduce back reflections
preventing the fields to reach the boundary. Similar conditions were used in [9],
[12], and [24], for instance.

Theorem 3.1. Let Ω ⊂ R3 be a bounded domain with C5-boundary and con-
nected complement. Furthermore, assume that the permittivity ε and permeabil-
ity µ satisfy (2.1), (2.2), (2.4), and (3.1). We require that the initial values
E(0), H(0) ∈

(
H3(Ω)

)3 satisfy the compatibility conditions (2.7) as well as the initial
“charge” conditions

div
(
ε(E(0))E(0)

)
= div

(
µ(H(0))H(0)

)
= 0 on Ω .(3.2)

Then there exist constants M,ω, r > 0 such that for
∥∥E(0)

∥∥2
H3(Ω)

+
∥∥H(0)

∥∥2
H3(Ω)

≤
r2 the solutions (E,H) ∈ G3 exist for all times t ≥ 0, are unique, and decay
exponentially, i.e.,

max
0≤j≤3

∥∥∥(∂jtE(t), ∂jtH(t)
)∥∥∥2

H3−j(Ω)
≤Me−ωt

∥∥∥(E(0), H(0)
)∥∥∥2

H3(Ω)
.

Theorem 3.1 is a consequence of the following three propositions on solutions
to (2.13) and (2.14): an energy inequality, an observability-type estimate and a
regularity result. All contain small error terms of highest order. It is crucial that
constants do not depend on time.

Proposition 3.2. Assume the hypotheses of Theorem 3.1, except for the connect-
edness of R3 \ Ω, (3.1), and (3.2). Then we have

e(t) +

∫ t

s

d(τ) dτ ≤ e(s) + c1

∫ t

s

z3/2(τ) dτ

for 0 ≤ s ≤ t < T∗.

This proposition controls energy and dissipation by the initial energy plus error
terms. The result was shown in Proposition 3.1 of [26] for linear λ = λ(x) and
hence for h2 = h3 = 0. It is straightforward to extend the proof in [26] to the
present situation, using (2.16) to estimate the arising terms with h2 and h3 by the
z3/2-integral. In the next proposition we bound the time integral of the energy by
the dissipation, the energy of initial and present time, as well as error terms.
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Proposition 3.3. Assume that the assumptions of Theorem 3.1 are satisfied. For
0 ≤ s ≤ t < T∗ we obtain∫ t

s

e(τ) dτ ≤ c2

∫ t

s

d(τ) dτ + c3(e(t) + e(s)) + c4

∫ t

s

z3/2(τ) dτ .

This result is shown at the end of Section 5, and it improves Proposition 3.3
from [26]. We want to explain its role in the autonomous, homogenous and linear
case. In this setting the above estimates are true without z and for all t ≥ 0 and
one has equality in Proposition 3.2 for e0, d0 and z = 0 (see Lemma 3.2 in [26]).
We thus obtain

(3.3)

T
(
e0(0)−

∫ T

0

d0(τ) dτ
)
= Te0(T ) ≤

∫ T

0

e0(τ) dτ

≤ c2

∫ T

0

d0(τ) dτ + c3(e0(T ) + e0(0))

≤ c2

∫ T

0

d0(τ) dτ + 2c3e0(0) .

Taking T > 2c3, we conclude

(3.4) (T − 2c3)e0(0) ≤ (c2 + T )

∫ T

0

d0(τ) dτ .

The dissipation thus controls the initial value, which is closely related to observation
estimates.

Exactly as in Corollary 3.5 of [26], Propositions 3.2 and 3.3 imply the estimate

(3.5) e(t) +

∫ t

s

e(τ) dτ ≤ C1e(s) + C2

∫ t

s

z3/2(τ) dτ

for 0 ≤ s ≤ t < T∗. Without the z-term it is well known how to derive exponential
stability from here. However, despite

√
z ≤ δ being small, we cannot absorb the

error term with z by the left-hand side. To achieve this, we have to bound the
space derivatives of (E,H) by their time derivatives. This can be done exploiting
the structure of the Maxwell systems (1.1)–(1.4), resulting in the following third
ingredient of the proof of Theorem 3.1.

Proposition 3.4. Under the assumptions of Theorem 3.1, with the exception of
(3.1) and the connectedness of R3 \ Ω, there exist constants c5, c6 > 0 such that

z(t) ≤ c5e(t) + c6z
2(t)

for 0 ≤ t < T∗.

We sketch the proof of this result in Section 7, heavily relying on the proof of
Proposition 4.1 in [26]. Based on the propositions above, we can now show our first
main result.

Proof of Theorem 3.1. The reasoning follows the lines of the proof of Theorem 2.2 of
[26]. For convenience, we present the arguments briefly. We first combine estimate
(3.5) and Proposition 3.4. Fixing a sufficiently small δ = δ ∈ (0, δ̃], we derive

(3.6) z(t) +

∫ t

s

z(τ) dτ ≤ Cz(s)
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for all 0 ≤ s ≤ t < T∗ and a constant C ≥ 1. The radius δ̃ was defined before
(2.8). Suppose that T∗ < ∞. It follows z(T∗) = δ

2
by (2.11). On the other hand,

inequality (3.6) yields z(t) ≤ Cz(s). For initial fields with
∥∥(E(0), H(0)

)∥∥
H3 ≤ r,

one can bound z(0) ≤ c0r
2 using equations (2.6). As a result for a fixed, sufficiently

small radius r ∈ (0, r(δ)] we infer the contradiction z(T∗) ≤ 1
2δ

2
. Therefore, the

solution exists and (3.6) is valid for all times. For T = C(2C − 1) we deduce

z(T ) +
T

C
z(T ) ≤ z(T ) +

∫ T

0

z(τ) dτ ≤ Cz(0) ,

z(T ) ≤ C

1 + T
C

z(0) =
1

2
z(0) .

The assertion follows by iteration. □

Before proving Proposition 3.3 in the next two sections, we simplify the notation.
Instead of (2.13) and (2.14) we study the linear non-autonomous system

(3.7)

∂t(αu) = curl v + ∂tφ ,

∂t(βv) = − curlu+ ∂tψ ,
t ≥ 0 , x ∈ Ω ,

v × ν + (γ(u× ν))× ν = ω , t ≥ 0 , x ∈ Γ ,

u(0) = u(0) , v(0) = v(0) , x ∈ Ω .

Where we assume that
α, β ∈ C1

(
[0, T ]× Ω,R3×3

sym
)
, γ ∈ C1

τ

(
[0, T ]× Γ,R3×3

sym
)
, with α, β, γ ≥ η ,

φ, ψ ∈ G1 = C1
(
[0, T ], L2(Ω)3

)
∩ C

(
[0, T ], H1(Ω)3

)
ω ∈ C([0, T ], H1/2(Γ)) with ν · ω = 0 ,

(3.8)

and choose initial values u(0), v(0) ∈ (L2(Ω))3 such that

(3.9) div
(
α(0)u(0)

)
= divφ(0) and div

(
β(0)v(0)

)
= divψ(0) .

To recover the original system (2.13) and (2.14), we simply resubstitute α = ε̂k, β =

µ̂k, γ = λ̂k, φ = −fk, ψ = −gk and ω = −hk × ν for k ∈ {0, 1, 2, 3}.
According to Proposition 3.1 of [28] there exists a unique weak solution (u, v) ∈

C0([0, T ], (L2(Ω))6) of (3.7) with tangential trace (trτ u, trτ v) ∈ L2(ΩT ,R6). Ob-
serve that div(αu) = div(φ) and div(βv) = div(ψ) belong to C([0, T ], L2(Ω)).

4. Trace inequality

The main goal of this section is to establish new bounds on the normal traces
of the electric and magnetic fields and their derivatives, which are needed to show
Proposition 3.3. We do not assume (3.1) and that R3\Ω is connected in this section.

The pseudodifferential collar operator X. To obtain the desired trace regu-
larity, we introduce the pseudodifferential operator X as defined in Definition 2.1
of [12]. This operator has the advantageous property that it allows us to trade
time regularity for spatial regularity on the boundary Γ of our domain, as shown
in Lemma 2.2 of [12]. We restate its definition.

Definition 4.1. Since our domain Ω has, in particular, a C2 boundary there exists
a tubular neighborhood U of Ω, and a partition Ω ∪ U =

⋃m
i=0 Ui by open Ui ⊆ R3

such that
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– U0 ⊆ Ω,
– Ui ⊆ U with Ui ∩ ∂Ω ̸= ∅ for i ≥ 1, and
– there exists a partition of unity (ϕi)i=0,...,m on Ω such that ϕi ∈ C∞

c (Ui)
and

∑
i ϕi(x) = 1 for x ∈ Ω.

Furthermore, we choose a neighborhood Vi ⊆ R3 around the origin and coordinate
mappings Φi : Vi → Ui ∈ C2(Vi) such that

– Φi(Vi ∩ {(x, y, z) | z ≥ 0}) = Ui ∩ Ω,
– Φi(Vi ∩ {(x, y, z) | z = 0}) = Ui ∩ ∂Ω.

We begin constructing X locally on R × Ui. Let κ > 0, χ̃ ∈ C∞(R3 \ {0}) with
0 ≤ χ̃ ≤ 1 and

χ̃(ξ0, η1, η2) =

{
1 , |ξ0| ≤ κ |(η1, η2)| /2 ,
0 , |ξ0| ≥ κ |(η1, η2)| ,

and 0 ≤ ρ ≤ 1 be a cutoff at the origin with

ρ(ξ0, η1, η2) =

{
1 , |(ξ0, η1, η2)|2 ≥ 2 ,

0 , |(ξ0, η1, η2)|2 ≤ 1 .

We set χ(ξ0, η1, η2, η3) = (ρχ̃) (ξ0, η1, η2) ∈ C∞(R4). For u ∈ L2(R, Hs(Ω)) define
ui = ϕiu and vi(ξ0, η) = ui(ξ0,Φi(η)) for (ξ0, η) ∈ R× Vi. Take σi ∈ C∞

0 (Vi) such
that σi|supp(ϕi◦Φi) = 1. The operator X is then given by

X(x,D)u =

m∑
i=1

[σiχ(Dt, Dy1
, Dy2

)vi] ◦ Φ−1
i .

Its symbol is of class C1S0
cl, cf. [29] and [12].

The restriction of X to the boundary Γ (as a pseudodifferential operator on a
manifold) is also denoted by X.

We recall the central properties of this operator as stated and proven in Lem-
mas 2.2 and 2.3 of [12], setting Γ∞ := R× Γ. Observe that in the next Lemma the
constantK1 can be chosen arbitrarily small by fixing a small κ > 0 in Definition 4.1.

Lemma 4.2. Let u ∈ L2
(
R, Hs(Ω)

)
. Then there exists a constant K1 > 0 such

that ∫
R
∥X∂tu∥2Hs−1(Ω) dτ ≤ K1

[∫
R
∥Xu∥2Hs(Ω) dτ +

∫
R
∥u∥2Hs−1(Ω) dτ

]
for 0 ≤ s ≤ 1. The constant K1 = K1(κ) belongs to O(κ2) for κ → 0.

Lemma 4.3. Let u ∈ L2(Γ∞). Then there exists a constant K2 = K2(κ) > 0 with

∥(1−X)u∥2L2(Γ∞) ≤ K2

[
∥u∥2H−1(Γ∞) + ∥∂tu∥2H−1(Γ∞)

]
.

Using the fact that X is essentially a Fourier-multiplier at least locally and
Chapter 4 of [29], we obtain the following regularity result.

Lemma 4.4. Let −1 ≤ s ≤ 1. Then X : L2(R, Hs(Ω)) → L2(R, Hs(Ω)) and
X : L2(R, Hs(Γ)) → L2(R, Hs(Γ)) are continuous.
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Trace inequality. For a moment we consider the slightly more general inhomo-
geneities ξ, ζ ∈ L2([0, T ]× Ω) on the right-hand side of (3.7), i.e., the system

(4.1)

∂t(α(t, x)u(t, x)) = curl v(t, x) + ξ , t ≥ 0 , x ∈ Ω ,

∂t(β(t, x)v(t, x)) = − curlu(t, x) + ζ , t ≥ 0 , x ∈ Ω ,

v × ν + (γ(u× ν))ν = ω , t ≥ 0 , x ∈ Γ,

u(0) = u(0) , v(0) = v(0) ,

with coefficients and data as in (3.8) and (3.9) above. Then Proposition 3.1 of [28]
still yields a unique weak solution (u, v) ∈ C0([0, T ], (L2(Ω))6).

In order to apply the pseudodifferential operator X from Definition 4.1 to the
solutions (u, v) defined on [0, T ], we have to extend (u, v) by 0 to L2(R, L2(Ω)).
We still denote this extension by u respectively v, and proceed analogously with
ξ, ζ and ω. The following div-curl estimate allows us to bound the image of the
pseudodifferential operator in H1. Here and below we often omit variables. Recall
that we also write L2 instead of

(
L2(Ω)

)3, etc. Initially we assume that (u, v)

belong to G1 = G1([0, T ]). This assumption will be removed in Corollary 4.10. We
note that below the case θ = 0 suffices for the proof of Proposition 3.3. Negative θ
are needed in Section 6 for improved results on the autonomous linear problem.

Lemma 4.5. Under the above assumptions, let (u, v) ∈ G1 be solutions to the
system (4.1) and θ ∈ [0, 12 ). We then have∫

R
∥X(u, v)∥2H1−θ(Ω) dτ ≲

∫
R

(
∥X div(αu, βv)∥2H−θ(Ω) + ∥X curl(u, v)∥2H−θ(Ω)

+ ∥(u, v)∥2H−θ(Ω) + ∥(u, v)∥2H−1/2−θ(Γ) + ∥ω∥2H1/2−θ(Γ)

)
dτ.

Proof. By Lemma 4.4 the operatorX : L2(R, Hs(Ω)) → L2(R, Hs(Ω)) is continuous
for −1 ≤ s ≤ 1. We apply Theorem A.6 a) to Xu and Xv, obtaining

∥X(u, v)∥H1−θ(Ω) ≲ ∥divαXu∥H−θ(Ω) + ∥divβ Xu∥H−θ(Ω) + ∥X(u, v)∥H−θ(Ω)

+ ∥curlX(u, v)∥H−θ(Ω)(4.2)

+ ∥Xv × ν + (γ((Xu)× ν))× ν∥H1/2−θ(Γ) .

To estimate the last term, we note that the cross product with ν can be written as
a multiplication with a matrix B whose entries and their derivatives are bounded.
The same holds for γ and thus for the entries of BγB. We write

(Xv)× ν + (γ((Xu)× ν))× ν = B(Xv) +BγB(Xu)

The commutators [X,B], [X,BγB] : L2(R, H−s(Γ)) → L2(R, H1−s(Γ)) are contin-
uous for s ∈ [0, 1] (see Proposition 4.1.E of [29]). We then compute∫

R
∥Xv × ν + (γ((Xu)× ν))× ν∥2H1/2−θ(Γ) dτ

=

∫
R
∥X(v × ν + γ(u× ν)× ν) + [X,B]v + [X,BγB]u∥2H1/2−θ(Γ) dτ

≲
∫
R

(
∥ω∥2H1/2−θ(Γ) + ∥(u, v)∥2H−1/2−θ(Γ)

)
dτ ,

using the boundary condition v × ν + γ(u× ν)× ν = w of (4.1) and the continuity
of X on Γ. Since curl, divα and divβ have C1S1

cl-symbols, the commutators with
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X are bounded on H−θ which can be shown as in Proposition 4.1.E of [29]. The
assertion now easily follows. □

Exploiting the properties of X we can simplify the estimate above.

Corollary 4.6. In the situation of Lemma 4.5 there is a number κ0 > 0 so that
for all κ ∈ (0,κ0] in Definition 4.1 we have∫

R
∥X(u, v)∥2H1−θ(Ω) dτ ≲

∫
R

(
∥(u, v)∥2H−θ(divα)×H−θ(divβ)

+ ∥(u, v)∥2H−1/2−θ(Γ) + ∥X(ξ, ζ)∥2H−θ(Ω) + ∥ω∥2H1/2−θ(Γ)

)
dτ .

Proof. Via (4.1) we rewrite the curl-terms in Lemma 4.5 as

∥X curlu∥2H−θ + ∥X curl v∥2H−θ = ∥X∂t(αu)−Xξ∥2H−θ + ∥X∂t(βv)−Xζ∥2H−θ .

By Chapter 4 in [29] the commutator [X,α] : L2(R, H−θ(Ω)) → L2(R, H1−θ(Ω)) is
bounded. This fact and Lemmas 4.2, 4.4, and 4.5 lead to∫

R
∥X(u, v)∥2H1−θ dτ ≲

∫
R

(
∥div(αu, βv)∥2H−θ +K1(κ) ∥X(αu, βv)∥2H1−θ

+ ∥X(ξ, ζ)∥2H−θ + ∥(u, v)∥2H−θ + ∥(u, v)∥2H−1/2−θ(Γ) + ∥ω∥2H1/2−θ(Γ)

)
dτ

≲
∫
R

(
∥div(αu, βv)∥2H−θ +K1(κ) ∥X(u, v)∥2H1−θ + ∥(u, v)∥2H−θ

+ ∥(u, v)∥2H−1/2−θ(Γ) + ∥X(ξ, ζ)∥2H−θ + ∥ω∥2H1/2−θ(Γ)

)
dτ ,

Choosing κ and hence K1(κ) small enough yields∫
R
∥X(u, v)∥2H1−θ dτ ≲

∫
R

(
∥u∥2H−θ(divα,Ω) + ∥v∥2H−θ(divβ ,Ω) + ∥(u, v)∥2H−1/2−θ(Γ)

+ ∥X(ξ, ζ)∥2H−θ + ∥ω∥2H1/2−θ(Γ)

)
dτ . □

From now on κ = κ0 is fixed in the definition of X. We will use this inequality
in a moment to establish an estimate for the normal trace of αu and βv. For this
we will have to split the trace term ∥(u, v)∥2L2(Γ) ≲

∫ T

0
(αu ·u+βv · v) dτ appearing

on the right-hand side of Corollary 4.6 into a normal and tangential component.
In the following, uν = (u ·ν)ν denotes the part of u in normal direction, whereas

uτ = ν × (u× ν) is the tangential one. We can thus decompose u as u = uν + uτ .

Lemma 4.7. In the situation of Lemma 4.5 above we have∫ t

s

∫
Γ

(αu · u+ v · βv) dσ dτ ≲
∫ t

s

∫
Γ

(
|ν · αu|2 + |ν · βv|2 + |uτ |2 + |vτ |2

)
dσ dτ .

Proof. We only treat tr(u ·αu). The estimate for v is shown analogously. Since the
matrix operator α is assumed to be bounded and uniformly positive definite, we
can compute∫ t

s

∫
Γ

αu · udσ dτ =

∫ t

s

∫
Γ

(uν · αuν + 2uταuν + uτ · αuτ ) dσ dτ

≲
∫ t

s

∫
Γ

(√
δ |u · ν| 1√

δ
|ν · αuν |+ |uτ |2

)
dσ dτ
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≲
∫ t

s

∫
Γ

(
δ |u · ν|2 + 1

δ
|ν · αuν |2 + |uτ |2

)
dσ dτ

≲
∫ t

s

∫
Γ

(
δ |u|2 + 1

δ
(|ν · αu|2 + |ν · αuτ |2) + |uτ |2

)
dσ dτ

≲
∫ t

s

∫
Γ

(
δu · αu+

1

δ
(|ν · αu|2 + |uτ |2) + |uτ |2

)
dσ dτ .

Fixing a sufficiently small δ > 0 we thus obtain the assertion. □

The next lemma allows us to control the normal trace of the curl terms. See
also Chapter 2.3 in [6] for closely related results on the “surface curl” given by
curlΓ u0 = ν · curlu|Γ, where u0 = trτ u.

Lemma 4.8. For f ∈ H1(Ω) we can estimate the normal surface curl by

∥ν · (curl f)∥H−1(Γ) ≲ ∥ν × f∥L2(Γ) .

Proof. Let ϕ ∈ H1(Γ). This function can be extended inH3/2(Ω) with ∥ϕ∥H3/2(Ω) ≲

∥ϕ∥H1(Γ). Let fn, ϕm ∈ C∞
c (Ω) with fn → f in H1(Ω) and ϕm → ϕ in H3/2(Ω).

The divergence theorem and integration by parts yield∫
Γ

ν · (curl fn)ϕm dσ = (curl fn,∇ϕm)L2(Ω) + (∇ · (curl fn), ϕm)L2(Ω)

= (fn, curl∇ϕm)L2(Ω) +

∫
Γ

(ν × fn) · ∇ϕm dσ

≤ 0 + ∥ν × fn∥L2(Γ) ∥trτ (∇ϕm)∥L2(Γ)

≲ ∥ν × fn∥L2(Γ) ∥ϕm∥H1(Γ) .

Here the continuity of trτ ∇ = ∇Γ : H
1(Γ) → L2(Γ) can be seen by writing the

tangential gradient in terms of a parametrization of Γ, see for example Definition 2.3
and the subsequent remark in [11]. As m→ ∞ we obtain the estimate

∥ν · (curl fn)∥H−1(Γ) ≲ ∥ν × fn∥L2(Γ) .

Letting n tend to infinity then shows the claim. □

The main difficulty in the proof of Proposition 3.3 is that one has to bound
trace terms of the electric and magnetic field by the tangential trace of ∂kt E. The
boundary condition directly connects this trace with the tangential trace of the
magnetic field. We thus inspect the normal boundary terms in detail. In the next
lemma, one can remove the operator X on the right-hand side by continuity. We
keep it in the statement in view of Corollary 4.10.

Lemma 4.9. Let (u, v) ∈ G1 be a solution to the system (4.1) and θ ∈ [0, 12 ).
Then there exists a constant δ0 > 0 such that for every δ ∈ (0, δ0] and a constant
cδ depending on δ we get∫ t

s

(
∥ν · αu∥2L2(Γ) + ∥ν · βv∥2L2(Γ)

)
dτ ≲

∫ t

s

(
δ ∥u∥2H−θ(divα) + δ ∥v∥2H−θ(divβ)

+ cδ ∥ν · (αu, βv)∥2H−1(Γ) + ∥ν × u∥2L2(Γ) + ∥ω∥2H1/2−θ(Γ)

)
dτ(4.3)

+

∫
R
δ ∥X(ξ, ζ)∥2H−θ(Ω) dτ + ∥(ν · ξ, ν · ζ)∥2H−1(Γ∞)
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for 0 ≤ s ≤ t ≤ T .

Proof. We show the inequality only for s = 0 and t = T since general times can be
treated analogously.

As αu ∈ G1([0, T ]), the normal trace belongs to C([0, T ], L2(Γ)). Extending αu
by 0 to R, we obtain

(4.4)

∫ T

0

∥ν · αu∥2L2(Γ) dτ = ∥ν · αu∥2L2(Γ∞)

≲ ∥X(ν · αu)∥2L2(Γ∞) + ∥(1−X)(ν · αu)∥2L2(Γ∞) .

We first estimate the second term on the right-hand side. Lemma 4.3 yields

∥(1−X)(ν · αu)∥2L2(Γ∞) ≲ ∥ν · αu∥2H−1(Γ∞) + ∥∂t(ν · αu)∥2H−1(Γ∞) .

We have ν · ∂t(αu) = ν · (curl v) + ν · ξ by (4.1) and

∥ν · (curl v)∥H−1(Γ∞) ≲ ∥ν × v∥L2(Γ∞) <∞

by Lemma 4.8. Hence, the difference ν · ξ belongs to H−1(ΓT ), and we can infer

(4.5)
∥(1−X)ν · (αu)∥2L2(Γ∞)

≲
∫ T

0

(
∥ν · αu∥2H−1(Γ) + ∥ν × v∥2L2(Γ)

)
dτ + ∥ν · ξ∥2H−1(Γ∞)

By interpolation (see Theorem 2.7.7 in [22] for smooth Γ), the first term of the
right-hand side of (4.4) can be bounded by

∥X(ν · αu)∥2L2(Γ∞) ≲
∫
R

(
δ̂ ∥X(ν · αu)∥2/(3−2θ)

H1/2−θ(Γ)

1

δ̂
∥X(ν · αu)∥(1−2θ)/(3−2θ)

H−1(Γ)

)2
dτ .

≲
∫
R

(
δ̂3−2θ ∥Xν · αu∥2H1/2−θ(Γ)

+ δ̂−2(3−2θ)/(1−2θ) ∥Xν · αu∥2H−1(Γ)

)
dτ

for an arbitrary δ := δ̂3−2θ ∈ (0, 1]. Since Γ ∈ C5 and α ∈ C1, the commutators
[X, ν] and [X,α] are bounded from L2(R, H−1/2−θ) to L2(R, H1/2−θ), cf. Chapter 4
in [29]. It follows that

J :=

∫
R
(δ ∥Xν · αu∥2H1/2−θ(Γ) + cδ ∥Xν · αu∥2H−1(Γ)) dτ

≲
∫
R

(
δ
(
∥Xu∥2H1/2−θ(Γ) + ∥u∥2H−1/2−θ(Γ)

)
+ cδ ∥ν · αu∥2H−1(Γ)

)
dτ

≲
∫
R

(
δ
(
∥Xu∥2H1−θ(Ω) + ∥u∥2H−1/2−θ(Γ)

)
+ cδ ∥ν · αu∥2H−1(Γ)

)
dτ .

≲
∫
R

(
δ
(
∥u∥2H−θ(divα) + ∥v∥2H−θ(divβ)

+ ∥(u, v)∥2H−1/2−θ(Γ) + ∥X(ξ, ζ)∥2H−θ(Ω)

+ ∥ω∥2H1/2−θ(Γ)

)
+ cδ ∥ν · αu∥2H−1(Γ)

)
dτ ,

where we also used Corollary 4.6. Lemma 4.7 now allows us to split the trace term
into normal and tangential parts, obtaining

J ≲ δ

∫ T

0

∥ν · (αu, βv)∥2L2(Γ) dτ + δ

∫
R
∥X(ξ, ζ)∥2H−θ(Ω) dτ +

∫ T

0

(
δ
(
∥u∥2H−θ(divα)
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+ ∥v∥2H−θ(divβ)
+ ∥ν × (u, v)∥2L2(Γ) + ∥ω∥2H1/2−θ(Γ)

)
+ cδ ∥ν · αu∥2H−1(Γ)

)
dτ .

We have the same estimate for ν · βv in (4.4). By choosing δ > 0 sufficiently small,
we absorb the normal trace terms by the left-hand side of (4.4). We infer∫ T

0

(
∥ν · αu∥2L2(Γ) + ∥ν · βv∥2L2(Γ)

)
dτ ≲

∫ T

0

(
δ ∥u∥2H−θ(divα)+ δ ∥v∥2H−θ(divβ)

+ cδ ∥ν ·(αu, βv)∥2H−1(Γ) + ∥ν × (u, v)∥2L2(Γ) + δ ∥ω∥2H1/2−θ(Γ)

)
dτ

+

∫
R
δ ∥X(ξ, ζ)∥2H−θ(Ω) dτ + ∥(ν · ξ, ν · ζ)∥2H−1(Γ∞) ,

using also (4.5). Finally, we note that the boundary condition in (4.1) yields∫ T

0

∥ν × v∥2L2(Γ) dτ ≲
∫ T

0

(
∥ν × u∥2L2(Γ) + ∥ω∥2L2(Γ)

)
dτ ,(4.6)

from which the claim follows. □

We now rewrite the above result for the problem (3.7) with θ = 0 where ξ = ∂tφ
and ζ = ∂tψ. Here we can apply Lemma 4.2 to the inhomogeneities in (4.3).

Corollary 4.10. Let α, β, φ, ψ, ω, u(0), and v(0) satisfy (3.8) and (3.9). Then
the solution (u, v) ∈ C([0, T ], L2(Ω)) to (3.7) possesses a trace in L2([0, T ], L2(Γ))
satisfying

(4.7)

∫ T

0

(
∥ν · αu∥2L2(Γ) + ∥ν · βv∥2L2(Γ)

)
dτ

≲
∫ T

0

(
δ ∥u∥2H(divα) + δ ∥v∥2H(divβ)

+ ∥(φ,ψ)∥2H1(Ω)

+ cδ ∥ν · (αu, βv)∥2H−1(Γ) + ∥ν × u∥2L2(Γ) + ∥ω∥2H1/2(Γ)

)
dτ

+ ∥(ν · ∂tφ, ν · ∂tψ)∥2H−1(Γ∞) .

Proof. For (u, v) ∈ G1 the assertion follows from Lemma 4.9 with ξ = ∂tφ and
ζ = ∂tψ, where we apply Lemma 4.2 to the term with X on the right-hand side. It
remains to remove the assumption (u, v) ∈ G1. This can be done as in the proof of
Lemma 3.4 in [26]. One approximates the initial data in H(divα(0))×H(divβ(0)) by
(u

(0)
n , v

(0)
n ) ∈ H1(Ω) satisfying the compatibility condition v(0)n ×ν+(γ(u

(0)
n ×ν))ν =

0, (φ,ψ) in G1 by (φn, ψn) ∈ G2, and ω in L2([0, T ], H1/2(Γ)) by ωn ∈ H1([0, T ]×Γ)
with ω · ν = 0 and ωn(0) = 0. By Theorem 1.3 and Remark 2.1 in [5] there are
solutions (un, vn) ∈ G1. According to Proposition 1.1 in [5] these solutions converge
to (u, v) in C([0, T ], L2(Ω)) and (trt un, trt vn) to (trt u, trt v) in L2([0, T ] × Ω).
Moreover, we have the limits div(αun) = div(φn) → div(αu) and div(βvn) =
div(ψn) → div(βv) in C([0, T ], L2(Ω)). As a result the traces trn(αun) and trn(βvn)
converge in C([0, T ], H−1/2(Γ)). The assertion for (u, v) now follows from the claim
for (un, vn). □

Remark 4.11. In Corollary 4.10 we can insert div(αu) = div(φ) and div(βv) =
div(ψ) and estimate

∥(ν · ∂tφ, ν · ∂tψ)∥2H−1(Γ∞) ≲ ∥(ν · φ, ν · ψ)∥2L2([0,T ],L2(Γ)) ≲ ∥(φ,ψ)∥2L2([0,T ],H1(Ω)) .
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Moreover, we can bound cδ ∥ν · (αu, βv)∥2H−1(Γ) by

cδ
(
∥u∥2H(divα) + ∥v∥2H(divβ)

)
.

The estimate (4.7) has time independent constants and can therefore be used
below to show Proposition 3.3 and thus Theorem 3.1. Concluding this section, we
also prove a variant only having norms of data on the right-hand side but with
time dependent constants. In this way we give a different proof of Theorem 1.2 in
[5]. We will revisit this trace estimate in Section 6 in the linear, autonomous and
homogeneous case and prove a version with time independent constants there.

In view of Remark 4.11 we have to remove the L2-norm of u and v and the
tangential trace term on the right-hand side of (4.3). We control these terms by
means of the energy estimate for (3.7). It was shown in Lemma 3.2 of [26] for ω = 0.
An obvious modification of this proof gives the equality

(4.8)

∥∥∥α(t)1/2u(t)∥∥∥2
L2

+
∥∥∥β(t)1/2v(t)∥∥∥2

L2
+ 2

∫ t

0

∥∥∥γ1/2 trt u(τ)∥∥∥2
L2(Γ)

dτ

=
∥∥∥α(0)1/2u(0)∥∥∥2

L2
+

∥∥∥β(0)1/2v(0)∥∥∥2
L2

+ 2

∫ t

0

∫
Ω

(u · ∂tφ+ v · ∂tψ) dxdτ

+

∫ t

0

∫
Γ

trt u · ω dσ dτ +

∫ t

0

∫
Ω

(u · (∂tα)u+ v · (∂tβ)v) dx dτ ,

for 0 ≤ t ≤ T . To remove the trace term on the right-hand side, we estimate

(4.9)
∣∣∣∣∫ t

0

∫
Γ

trt u · ω dσ dτ

∣∣∣∣ ≤ δ

∫ t

0

∥trt u∥2L2(Γ) dτ + cδ

∫ t

0

∥ω∥2L2(Γ) dτ .

Since γ ≥ η, setting δ = η we arrive at

(4.10) ∥(u(t), v(t))∥2L2 +

∫ t

0

∥trt u(τ)∥2L2(Γ) dτ ≤ c ∥(u(0), v(0))∥2L2

+ c

∫ t

0

∥(u, v)∥2L2 dτ + c

∫ t

0

(
∥(∂tφ, ∂tψ)∥2L2 + ∥ω∥2L2(Γ)

)
dτ

with c := c̃ + max{∥∂tα∥∞ , ∥∂tβ∥∞} where c̃ = 0 if ∂tφ = ∂tψ = 0 and c̃ = 1
otherwise. Gronwall’s inequality now implies

(4.11) ∥(u(t), v(t))∥2L2 +

∫ t

0

∥trt u(τ)∥2L2(Γ) dτ

≲

(
∥(u(0), v(0))∥2L2 +

∫ t

0

(
∥(∂tφ, ∂tψ)∥2L2 + ∥ω∥2L2(Γ)

)
dτ

)
ect

Using also div(αu) = div(φ) and div(βv) = div(ψ), from Corollary 4.10 and Re-
mark 4.11 we derive a trace estimate for the inhomogeneous, linear Maxwell system
(3.7). It can directly be applied to (1.1)–(1.4).

Proposition 4.12. Assume that conditions (3.8) and (3.9) hold and let (u, v) ∈
C([0, T ], L2(Ω)) solve (3.7). We obtain∫ t

0

∥tr(u, v)∥2L2(Γ) dτ ≲T

∥∥∥(u(0), v(0))∥∥∥2
L2(Ω)

+

∫ t

0

(
∥(∂tφ, ∂tψ)∥2L2(Ω) + ∥(φ,ψ)∥2H1(Ω) + ∥ω∥2L2(Γ)

)
dτ
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for 0 ≤ t ≤ T .

As in Theorem 1.2 of [5] the constant depends on T . Thus, we will only use
Corollary 4.10 in the following.

5. Proof of Proposition 3.3

We again consider system (3.7) assuming (3.8), (3.9), and

(5.1) α+ (m · ∇)α ≥ η̃α, β + (m · ∇)β ≥ η̃β

for some η̃ > 0. The proof of Lemma 3.4 in [26] then yields the following result. In
[26] it was assumed that Ω is strictly starshaped giving control on the full trace of
(u, v) which now appears on the right-hand side of (5.2). Moreover, the boundary
inhomogeneity ω can simply be included in the calculations of [26].

Lemma 5.1. Let (3.8), (3.9) and (5.1) hold. Then the weak solutions (u, v) ∈
C([0, T ], L2(Ω,R6)) of system (3.7) fulfill∫ t

s

∫
Ω

(αu · u+ βv · v) dσ dτ

≲
∫ t

s

∫
Γ

|u× ν|2 dσ dτ + ∥(u(s), v(s))∥2L2 + ∥(u(t), v(t))∥2L2

+

∫ t

s

∫
Ω

(|∂tφ| |v|+ |∂tψ| |u|+ |divφ| |u|+ |divψ| |v|) dxdτ

+

∫ t

s

∫
Γ

tr(αu · u+ βv · v) dσ dτ +
∫ t

s

∫
Γ

|ω · tr v|dσ dτ

(5.2)

for 0 ≤ s ≤ t ≤ T . Note that the last term is bounded by c
∫ t

s

∫
Γ
tr(βv · v) dσ dτ +

c
∫ t

s
∥ω∥2L2(Γ) dτ and that the trace terms are finite by Proposition 4.12.

We still have to estimate the integral
∫ t

s

∫
Γ
tr(αu · u+ βv · v) dσ dτ uniformly in

T . By Lemma 4.7 it can be split into∫ t

s

∫
Γ

tr(αu · u+ βv · v) dσ dτ ≲
∫ t

s

∫
Γ

(
|ν · αu|2 + |uτ |2 + |ν · βv|2 + |vτ |2

)
dσ dτ .

The tangential trace of v can be controlled through the boundary condition by∫ t

s

∥vτ∥2L2(Γ) dτ ≲
∫ t

s

(
∥ν × u∥2L2(Γ) + ∥ω∥2L2(Γ)

)
dτ .

Using Corollary 4.10 and Remark 4.11, we derive∫ t

s

∫
Γ

(
|ν · αu|2 + |ν · βv|2

)
dσ dτ ≲

∫ t

s

(
δ ∥u∥2L2(Ω)+δ ∥v∥

2
L2(Ω)+∥(φ,ψ)∥2H1(Ω)

+ ∥ν × u∥2L2(Γ) + ∥ω∥2H1/2(Γ) + cδ ∥ν · (αu, βv)∥2H−1(Γ)

)
dτ .

Fixing a sufficiently small δ > 0, the norms in L2 above can be absorbed by the
left-hand side of (5.2). We have shown the following estimate.
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Lemma 5.2. Let (3.8), (3.9) and (5.1) be true. Then the weak solutions (u, v) ∈
C([0, T ], L2(Ω,R6)) of system (3.7) fulfill∫ t

s

∫
Ω

(αu · u+ βv · v) dxdτ +
∫ t

s

∫
Γ

tr(αu · u+ βv · v)

≲
∫ t

s

∫
Γ

|u× ν|2 dσ dτ + ∥(u(s), v(s))∥2L2 + ∥(u(t), v(t))∥2L2

+

∫ t

s

∫
Ω

(
|∂tφ| |v|+ |∂tψ| |u|+ |divφ| |u|+ |divψ| |v|

)
dxdτ

+

∫ t

s

(
∥(φ,ψ)∥2H1 + ∥ω∥2H1/2(Γ) + ∥ν · (αu, βv)∥2H−1(Γ)

)
dτ

(5.3)

for 0 ≤ s ≤ t ≤ T .

One could estimate the terms in the second line of the right-hand side by

δ

∫ t

s

∫
Ω

(
|u|2 + |v|2

)
dxdτ + cδ

∫ t

s

∫
Ω

(
|∂tφ|2 + |∂tψ|2 + |divφ|2 + |div ϕ|2

)
dx dτ ,

and absorb the first summand for small δ > 0 by the left-hand side. In the following
this is not needed, since these summands can be put into small error terms.

In order to obtain Proposition 3.3 it remains to control the H−1-norm of the
normal traces. To this end, we return to our original problem. Here it does not
help to bound them by the norm of u and v in H(divα) and H(divβ), since the
time integrals of L2-norms of u and v cannot be absorbed by the left-hand side.

We exploit that the time derivatives of solutions still solve a Maxwell system.
We begin with

(
∂kt E, ∂

k
tH

)
for k ≥ 1 and then use the following result to prove the

case k = 0. We again assume that R3 \ Ω is connected.

Lemma 5.3. Let the assumptions of Theorem 3.1 hold. For the solution (E,H) ∈
G3 of (1.1)–(1.4) we can estimate the normal trace by∫ t

s

∥∥ν · (ε̂k∂kt E, µ̂k∂
k
tH)

∥∥2
H−1(Γ)

dτ ≲
∫ t

s

(
d(τ) + z(τ)2

)
dτ

for 0 ≤ s ≤ t < T∗ and k ∈ {1, 2, 3}.

Proof. Let k ∈ {1, 2, 3}. Due to (2.12) we can rewrite ε̂k∂kt E as

ε̂k∂
k
t E = ∂kt (εE)− fk = ∂t(ε̂k−1∂

k−1
t E + fk−1)− fk .

The Maxwell system (2.13) then leads to

ε̂k∂
k
t E = curl ∂k−1

t H − ∂tfk−1 + ∂tfk−1 − fk = curl ∂k−1
t H − fk

Let Φ ∈ H1(Γ). The equations above and Lemma 4.8 yield

⟨ν · ε̂k∂kt E,Φ⟩H−1/2(Γ) = ⟨ν · (curl ∂k−1
t H),Φ⟩H−1(Γ) − ⟨ν · fk,Φ⟩L2(Γ)

≲
∥∥ν × ∂k−1

t H
∥∥
L2(Γ)

∥Φ∥H1(Γ) + ∥fk∥L2(Γ) ∥Φ∥L2(Γ) .

Dividing by ∥Φ∥H1(Γ), we infer∥∥ν · ε̂k∂kt E∥∥
H−1(Γ)

≲
∥∥ν × ∂k−1

t H
∥∥
L2(Γ)

+ ∥fk∥H1(Ω)

≲
∥∥ν × ∂k−1

t E
∥∥
L2(Γ)

+ ∥hk−1∥L2(Γ) + ∥fk∥H1(Ω) ,
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where we also used the boundary condition (2.14). Analogously we treat µ̂k∂
k
tH.

Estimate (2.16) now implies the assertion. □

Lemma 5.4. Let the assumptions of Theorem 3.1 hold. For the solution (E,H) ∈
G3 of (1.1)–(1.4) we estimate∫ t

s

∥ν · (ε̂0E, µ̂0H)∥2H−1(Γ) dτ ≲
∫ t

s

d(τ) dτ + (e1(t) + e1(s)) +

∫ t

s

z2(τ) dτ

for 0 ≤ s ≤ t < T∗.

Proof. The usual normal trace estimate, (1.2), Theorem A.6 b), (2.12) and (2.13)
yield ∫ t

s

∥ν · (ε̂0E, µ̂0H)∥2H−1(Γ) dτ ≲
∫ t

s

∥(ε̂0E, µ̂0H)∥2H(div) dτ

=

∫ t

s

∥(ε̂0E, µ̂0H)∥2L2(Ω) dτ

≲
∫ t

s

∥(curlE, curlH)∥2L2(Ω) dτ

=

∫ t

s

∥(ε̂1∂tE, µ̂1∂tH)∥2L2(Ω) dτ

≲
∫ t

s

(∂tE · ε̂1∂tE + ∂tH · µ̂1∂tH) dτ .

Using Lemma 5.2 with u = ∂tE, v = ∂tH, α = ε̂1, β = µ̂1 and φ = ψ = ω = 0, we
then obtain∫ t

s

∥ν · (ε̂0E, µ̂0H)∥2H−1(Γ) dτ ≲
∫ t

s

d(τ) dτ + (e1(t) + e1(s))

+

∫ t

s

∥ν · (ε̂1∂tE, µ̂1∂tH)∥2H−1(Γ) dτ .

By the previous lemma the last term can be estimated by
∫ t

s

(
d(τ) + z(τ)2

)
dτ and

the claim follows. □

Combining the lemmas above and (2.16), we have shown Proposition 3.3.

6. The autonomous linear case

Next we will improve the trace estimate from [5] or Proposition 4.12 in the linear,
autonomous and homogeneous case, where we obtain T -independent constants.
Moreover we show exponential stability of this problem. So we consider

∂t(ε(x)E) = curlH ,

∂t(µ(x)H) = − curlE , t ≥ 0, x ∈ Ω ,

div(εE) = 0 = div(µH)(6.1)

H × ν +
(
λ(x)(E × ν)

)
× ν = 0 , t ≥ 0, x ∈ Γ ,

E(0) = E(0) , H(0) = H(0) , x ∈ Ω .

As in (3.8), (3.9) and (5.1) we assume that

(6.2) ε, µ ∈ C1
(
Ω,R3×3

sym

)
, λ ∈ C1

τ

(
Γ,R3×3

sym

)
, with ε, µ, λ ≥ η ,
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for some η > 0 and that

(6.3) E(0), H(0) ∈ (L2(Ω))3 satisfy div(εE(0)) = div(µH(0)) = 0 .

Furthermore, we require

(6.4) ε+ (m · ∇)ε ≥ η̃ε, µ+ (m · ∇)µ ≥ η̃µ

for some η̃ > 0. We assume in this section that the complement

(6.5) R3 \ Ω is connected.

On X := {(E,H) ∈ L2(Ω)6 | div(εE) = div(µH) = 0} we define the operator

A :=

(
0 ε−1 curl

−µ−1 curl 0

)
with

D(A) := {(E,H) ∈ X | curlE, curlH ∈ L2(Ω), H × ν + (λ(E × ν))× ν = 0} .
Then (6.1) reduces to the evolution equation ∂t( E

H ) = A( E
H ). As in Lemma 7.2.2.1

of [18] one sees that A is maximally dissipative and thus generates a contraction
semigroup (S(t))t≥0. We recall the energy estimate from equation (7.2.2.12) of [18]
or Lemma 3.2 of [26], namely

(6.6)

∥∥∥(ε1/2E,µ1/2H)(s)
∥∥∥2
L2

−
∫ t

s

∥λ trtE · trtE∥2L2(Γ) dτ

=
∥∥∥(ε1/2E,µ1/2H)(t)

∥∥∥2
L2

.

for t ≥ s ≥ 0. Note that in contrast to [5] we do not consider time dependent
coefficients ε and µ, since this would for example introduce the extra term

∫ t

s

∫
Ω
E ·

(∂tε)E +H · (∂tµ)H on the left-hand side of (6.6).
In combination with Lemma 5.1, the energy estimate above leads to the following

preliminary observability inequality.

Lemma 6.1. Let (6.2), (6.3), (6.4) and (6.5) be true, (E(0), H(0)) ∈ X, and let
(E,H) ∈ C([0,∞), X) solve (6.1). Then there is a number T̂ > 0 not depending
on (E(0), H(0)) such that for T ≥ T̂ we have the observability estimate

(6.7) ∥(E,H)(0)∥2L2 ≲
∫ T

0

∫
Γ

tr(εE · E + µH ·H) dσ dτ .

Hence, if E and H vanish on the boundary, the initial values (E,H)(0) were zero
and so, since we are in the homogeneous case, the fields E and H vanish as well.

Proof. Lemma 5.1 yields the observability-like estimate

(6.8)

∫ t

s

∫
Ω

(εE · E + µH ·H) dx dτ ≲ ∥(E,H)(s)∥2L2 + ∥(E,H)(t)∥2L2

+

∫ t

s

∫
Γ

tr(εE · E + µH ·H) dσ dτ

for s, t ≥ 0. We stress that the implicit constant does not depend on t or s.
Note that |trE|2 ≥ |trτ E|2 = |trtE|2 by orthogonality. The boundary condition

in (6.1) as well as inequalities (6.6) and (6.8) then lead to

T
(
∥(E,H)(0)∥2L2 −

∫ T

0

∫
Γ

tr(εE · E + µH ·H) dσ dτ
)
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≲ T
(
∥(E,H)(0)∥2L2 −

∫ T

0

∫
Γ

|trtE|2 dσ dτ
)

≲ T ∥(E,H)(T )∥2L2 ≲
∫ T

0

∥(E,H)(τ)∥2L2 dτ

≲ ∥(E,H)(0)∥2L2 + ∥(E,H)(T )∥2L2 +

∫ T

0

∫
Γ

tr(εE · E + µH ·H) dσ dτ

≲ ∥(E,H)(0)∥2L2 +

∫ T

0

∫
Γ

tr(εE · E + µH ·H) dσ dτ ,

cf. (3.3). The desired estimate follows for sufficiently large T . □

We now bound the normal traces of E and H solely through the tangential
trace of the electric field, where the constants do not depend on T . This improves
Lemma 4.9 considerably in the autonomous, homogeneous case. We employ a
compactness argument which was originally used in the proof of global decay rates
for the wave equation, see Lemma 2.2 in [19] (see also [12]).

Theorem 6.2. Let (6.2), (6.3), (6.4), and (6.5) hold. Then the solution (E,H) ∈
C([0,∞), L2(Ω)6) of (6.1) satisfies

(6.9)
∫ t

s

(
∥ν · εE∥2L2(Γ) + ∥ν · µH∥2L2(Γ)

)
dτ ≲

∫ t

s

∥ν × E∥2L2(Γ) dτ

for 0 ≤ s ≤ s+ T̂ ≤ t, where T̂ is given by Lemma 6.1.

Proof. 1) Let (E(0), H(0)) ∈ X and (E,H) be the corresponding solution of (6.1).
Take T ≥ T̂ with T̂ from Lemma 6.1. By Proposition 4.12 it suffices to choose
(E(0), H(0)) ∈ D(A).

We first show that for a fixed T ≥ T̂ we can estimate

(6.10)
∫ T

0

∥ν · (εE, µH)∥2L2(Γ) dτ ≲T

∫ T

0

∥ν × E∥2L2(Γ) dτ .

Let θ ∈ (0, 12 ). In Lemma 4.9 we have already shown∫ T

0

(
∥ν · εE∥2L2(Γ) + ∥ν · µH∥2L2(Γ)

)
dτ

≲
∫ T

0

(
δ ∥(E,H)∥2H−θ + c ∥ν × E∥2L2(Γ) + cδ ∥ν · (εE, µH)∥2H−1(Γ)

)
dτ ,(6.11)

where we have fixed T ≥ T̂ .
1.a) Let us assume that (6.10) does not hold. Thus, there exist solutions (Ẽn, H̃n)

satisfying the divergence condition in (6.1) with initial values (Ẽ(0)
n , H̃

(0)
n ) such that

(6.12)
∫ T

0

∥ν · (εẼn, µH̃n)∥2L2(Γ) dτ > n

∫ T

0

∥∥∥ν × Ẽn

∥∥∥2
L2(Γ)

dτ .

We now divide (Ẽ
(0)
n , H̃

(0)
n ) by∫ T

0

(
δ
∥∥∥(Ẽn, H̃n)

∥∥∥2
H−θ

+ cδ

∥∥∥ν · (εẼn, µH̃n)
∥∥∥2
H−1(Γ)

)
dτ .
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Using (6.11) and (6.12), we obtain classical solutions (En, Hn) of (6.1) satisfying∫ T

0

∥ν · (εEn, µHn)∥2L2(Γ) dτ ≤
∫ T

0

(
δ ∥(En, Hn)∥2H−θ + c ∥ν × En∥2L2(Γ)

+ cδ ∥ν · (εEn, µHn)∥2H−1(Γ)

)
dτ

= 1 + c

∫ T

0

∥ν × En∥2L2(Γ) dτ

≤ 1 +
c

n

∫ T

0

∥ν · (εEn, µHn)∥2L2(Γ) dτ .(6.13)

We thus derive the formulas ∫ T

0

(
∥ν · (εEn, µHn)∥2L2(Γ)

)
dτ ≤ 2 ,(6.14) ∫ T

0

(
δ ∥(En, Hn)∥2H−θ + cδ ∥ν · (εEn, µHn)∥2H−1(Γ)

)
dτ = 1 ,(6.15)

for all sufficiently large n ∈ N, and

(6.16)
∫ T

0

∥ν × (En, Hn)∥2L2(Γ) dτ → 0 for n→ ∞,

where we also use (6.12), the boundary condition in (6.1) and our construction.
Next, Lemmas 6.1 and 4.7, as well as formulas (6.14) and (6.16) imply∥∥∥(E(0)

n , H(0)
n )

∥∥∥
L2

=
∥∥∥(E(0)

n , H(0)
n )

∥∥∥
H(divε)×H(divµ)

≲ 1 for n ∈ N .

For that reason, (E(0)
n , H

(0)
n ) converges weakly in L2(Ω) to some limit (E(0), H(0)).

(Here and below we pass to subsequences without mentioning it.) Note that the
limit still satisfies div(εE(0)) = div(µH(0)) = 0. We denote the solution for
(E(0), H(0)) with (E,H) ∈ C([0, T ], L2(Ω)). By continuity of the semigroup and the
Rellich–Kondrachov theorem we obtain the convergence (En, Hn)(t) → (E,H)(t)
in H−θ for t ∈ [0, T ]. Because of (En, Hn), (E,H) ∈ ker(divε)× ker(divµ), we also
have weak convergence in H(divε)×H(divµ), and thus the normal trace converges
weakly in H−1/2(Γ). Therefore, trn(En, Hn) tends to trn(E,H) strongly in H−1(Γ)
for n→ ∞.

From (6.15) we conclude that (E,H) also satisfies∫ T

0

(
δ ∥(E,H)∥2H−θ + cδ ∥ν · (εE, µH)∥2H−1(Γ)

)
dτ = 1 .

In particular (E,H) ̸= 0, which will lead to a contradiction.
2.b) Lemma 3.2 of [26] shows that (En × ν,Hn × ν)⇀ (E × ν,H × ν) weakly in

L2([0, T ]×Γ) for n→ ∞ (see also Lemma 7.2.2.2 in [18]). Hence, (E×ν,H×ν) = 0
by (6.16).

We next regularize the fields (E,H) by means of a Friedrich’s mollifier as done
in [12]. So we take 0 ≤ ρτ0 = ρ ∈ C∞

c (−τ0, τ0) with
∫ τ0
−τ0

ρdx = 1 and consider

E∗(t, x) := [ρ ∗ E(·, x)](t) =
∫ T

0

ρ(τ)E(t− τ, x) dτ ,

H∗(t, x) := [ρ ∗H(·, x)](t) =
∫ T

0

ρ(τ)H(t− τ, x) dτ ,

t ∈ [τ0, T − τ0] .
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These are functions (E∗, H∗) ∈ C∞ (
[τ0, T − τ0], (L

2(Ω))6
)

which solve the par-
tial differential equations in (6.1) and satisfy (E∗ × ν,H∗ × ν) = 0. In particular,
(E∗, H∗)(t) belongs to H(curl) ∩X. Applying ∂t, we see that (∂tE

∗, ∂tH
∗) fulfill

the same properties. Thus (E∗, H∗)(t) and (∂tE
∗, ∂tH

∗)(t) belong to H1(Ω) for
t ∈ [τ0, T − τ0] by Theorem A.6 a).

Lemma 4.8 now implies that ν · curlE∗ = ν · curlH∗ = 0 on Γ. Notice that
therefore (∂tE

∗, ∂tH
∗) are classical solutions of (6.1) with vanishing normal traces

ν ·ε∂tE∗ = ν ·µ∂tH∗ = 0. Lemmas 4.7 and 6.1 then show that (∂tE∗, ∂tH
∗)(τ0) = 0

and hence (∂tE∗, ∂tH
∗) stays zero for t ∈ [τ0, T−τ0] and so (curlE∗, curlH∗)(t) = 0

by (6.1). Utilizing Theorem A.6 b) we see that (E∗, H∗) vanishes on [τ0, T − τ0].
Letting τ0 → 0, it follows that (E(0), H(0)) = 0, contradicting (E,H) ̸= 0. Hence,
(6.10) holds.

3) For arbitrary T̃ = nT + t′ ≥ T̂ for some n ∈ N and t′ ∈ [0, T ), using the
translation invariance of the problem (6.1), we calculate∫ T̃

0

∥ν · (εE, µH)∥2L2(Γ) dτ =

n∑
k=1

∫ kT

(k−1)T

∥ν · (εE, µH)∥2L2(Γ) dτ

+

∫ nT+t′

nT

∥ν · (εE, µH)∥2L2(Γ) dτ

≲
n∑

k=1

∫ kT

(k−1)T

∥ν × E∥2L2(Γ) dτ +

∫ nT+t′

nT

∥ν × E∥2L2(Γ) dτ

≲
∫ T̃

0

∥ν × E∥2L2(Γ) dτ .(6.17)

For general t ≥ s ≥ 0 the result follows in the same way. □

Lemmas 4.7 and 6.1, the boundary condition in (6.1), and Theorem 6.2 yield the
observability estimate

(6.18) ∥(E,H)(0)∥2L2 ≲
∫ t

0

∥E × ν∥2L2(Γ) dτ

for times t ≥ T̂ , where T̂ is given by Lemma 6.1.
We further deduce the exponential stability of the semigroup (S(t))t≥0 on X.

For scalar coefficients this fact was shown in [14], [15], and [23]. For the case of
internal damping we refer to [13], [24], or [25]. We note that the next result does
not follow from Theorem 3.1.

Corollary 6.3. Let (6.2), (6.3), (6.4), and (6.5) hold. For (E0, H0) ∈ X we have∥∥∥S(t)(E(0), H(0))
∥∥∥
L2(Ω)

≲ e−ωt
∥∥∥(E(0), H(0))

∥∥∥
L2(Ω)

for some ω > 0 and all t ≥ 0.

Proof. Using Lemma 5.1, Lemma 4.7, Theorem 6.2, as well as the boundary con-
dition in (6.1) and (6.6), we obtain the estimate

∥(E,H)(t)∥2L2 +

∫ t

0

∫
Ω

(εE · E + µH ·H) dxdτ

≲ ∥(E,H)(t)∥2L2 + ∥(E,H)(0)∥2L2
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+

∫ t

0

∫
Γ

(
|ν · (εE, µH)|2 + |ν × (E,H)|2

)
dσ dτ

≲ ∥(E,H)(t)∥2L2 + ∥(E,H)(0)∥2L2 +

∫ t

0

∥E × ν∥2L2(Γ) dτ

≲ ∥(E,H)(0)∥2L2 .

for t ≥ T̂ , where T̂ is given by Lemma 6.1. As in Remark 5.2 of [20], the exponential
decay now follows in a standard way. □

Combining Theorem 6.2 with (6.6) and Lemma 4.7 we derive the following result,
allowing us to bound the traces of the fields by their initial values globally in time.
(See Theorem 1.2 of [5] or Proposition 4.12 for results locally in time.)

Corollary 6.4. Let (6.2), (6.3), (6.4), and (6.5) hold. Then the solution (E,H) ∈
C([0,∞), (L2(Ω))6) of (6.1) satisfies

∥(E(t), H(t))∥2L2(Ω) +

∫ t

s

∥tr(E,H)∥2L2(Γ) dτ ≲ ∥(E(s), H(s))∥2L2(Ω)

for 0 ≤ s ≤ t.

7. Proof of Proposition 3.4

We recall the crucial regularity result from Section 3.

Proposition 3.4. Under the conditions of Theorem 3.1 with the exception of (3.1)
and the connectedness of R3 \ Ω the following estimate holds

z(t) ≲ e(t) + z(t)2

for all t ∈ [0, T∗).

Due to the nonlinear boundary conditions, one has to account for extra terms
compared to the proof of Proposition 4.1 in [26], but we can still follow the reasoning
given there. Therefore, we will only outline the proof and focus on the differences
to [26].

Proof. Remember that z is given by

z(t) = max
0≤j≤3

(∥∥∥∂jtE(t)
∥∥∥2
H3−j(Ω)

+
∥∥∥∂jtH(t)

∥∥∥2
H3−j(Ω)

)
and e is defined as

e(t) = 1
2 max
0≤j≤3

(∥∥∥ε̂1/2j ∂jtE(t)
∥∥∥2
L2(Ω)

+
∥∥∥µ̂1/2

j ∂jtH(t)
∥∥∥2
L2(Ω)

)
.

The L2-terms of z can thus be trivially bounded by e(t). The other (squared) norms
will be estimated by e(t) or z(t)2 or by means of previous steps.

Compared to [26] we only have to modify the arguments that involve boundary
conditions of differentiated problems. Here additional error terms appear as λ also
depends on E. They enter our reasoning only through the div-curl Theorem A.6 a)
which controls the H1-norm for fields (u, v) by the estimate (A.3). Here we have
to control the H1/2-norm of the boundary inhomogeneities on the right-hand side.
We follow the steps of the proof given in Section 6 of [26].

1) H1-estimates for ∂kt E and ∂ktH. The (squared) H1-norm of ∂kt (E,H) for
k ∈ {0, 1, 2} is bounded via the div-curl estimate. Only for k = 2 the boundary
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inhomogeneity h2 is non-zero, where we have ∥h2∥H1/2(Γ) ≲ z(t)2 by (2.16), as
desired.

2) Interior spatio-temporal estimates for E and H. One decomposes (E,H) =
(1−χ)(E,H)+χ(E,H) for a cutoff function χ, being equal to 1 near the boundary
Γ. In the estimates for (1− χ)∂kt (E,H) the boundary does not play a role so that
the reasoning from [26] has not to be modified.

3) Preparation for the boundary collar estimates for E and H. To get H2- or
H3- bounds on ∂kt χ(E,H), we employ tangential and normal derivatives ∂τ and
∂ν (extended to a neighborhood of Γ). We use the div-curl Theorem A.6 a) for
∂τ∂

k
t (χ(E,H)) with k ∈ {0, 1} and for ∂2τ (χ(E,H)). Differentiating (2.14) with

h0 = 0 or h1 = 0 we obtain

(7.1)

∂τ∂
k
t χH × ν +

(
λ̂k(∂τ∂

k
t χE × ν)

)
× ν = −∂kt χH × ∂τν

−
(
∂τ λ̂k(∂

k
t χE × ν)

)
× ν −

(
λ̂k(∂

k
t χE × ∂τν)

)
× ν

−
(
λ̂k(∂

k
t χE × ν)

)
× ∂τν .

and

∂2τ (χH)× ν +
(
λ∂2τ (χE)× ν

)
× ν = −2∂τ (χH)× ∂τν − (χH)× ∂2τν

−
(
(∂2τλ)(χE × ν)

)
× ν −

(
λ(χE)× ∂2τν

)
× ν −

(
λ(χE)× ν

)
× ∂2τν

− 2
(
(∂τλ)(∂τ (χE)× ν)

)
× ν − 2

(
(∂τλ)(χE × ∂τν)

)
× ν

− 2
(
(∂τλ)(χE × ν)

)
× ∂τν − 2

(
λ∂τ (χE)× ∂τν

)
× ν

− 2
(
λ(∂τχE)× ν

)
× ∂τν − 2

(
λχE × ∂τν

)
× ∂τν .

with λ̂0 = λ(·, E) and λ̂1 = λd(·, E). The remaining estimates involving ∂ν are
entirely based on the curl and div equations (2.13) respectively (2.15) and thus
carry over from [26].

4) H2-estimates for E and H. When estimating (E,H) in H2, we need the
boundary condition (7.1) with k = 0. Compared to [26], the only new term is

h̃k :=
(
∂τ λ̂k(∂

k
t E × ν)

)
× ν

with k = 0, where we note that

(7.2) ∂j λ̂k(x, t) = (∂j λ̂k)(x,E(x, t)) +

3∑
i=1

∂ξi λ̂k(x,E(x, t))∂jEi(x, t) .

We can thus bound this error term by

(7.3)

∥∥h̃0∥∥H1/2(Γ)
≲ ∥∂τλ(·, E)E∥H1

≲ ∥∂xλ∥W 1,∞ ∥E∥H1 + ∥∂ξλ∥W 1,∞ ∥E∥W 1,∞ ∥E∥H1

≲ ∥E∥H1 + z(t)

as desired, using Sobolev’s embedding and z ≤ 1 by (2.9). (Observe that ∥E∥H1

and ∥∂tE∥H1 were already handled in step 1).)
5) H2-estimates for ∂tE and ∂tH. To bound ∂t(E,H) in H2 we use (7.1) with

k = 1. In (7.3) one only has to replace ∥E∥H1 by ∥∂tE∥H1 in order to show∥∥h̃1∥∥H1/2(Γ)
≲ ∥∂tE∥H1 + z(t)
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as before.
6) H3-estimates for E and H. We finally treat the H3-norm of (E,H). Com-

pared to steps 4) and 5), in the boundary condition only the term ĥ with ∂2τλ poses
new difficulties. To tackle it, we differentiate (7.2) once more in x and employ
Sobolev’s embedding. It follows∥∥ĥ∥∥

H1/2(Γ)
≲

∥∥∂2τλ(·, E)E
∥∥
H1 ≲

∥∥∂2xλ∥∥W 1,∞ ∥E∥H1 + ∥∂xξλ∥W 1,∞ ∥E∥2H2

+
∥∥∂2ξλ∥∥W 1,∞ ∥E∥2H2 ∥E∥H3 + ∥∂ξλ∥W 1,∞ ∥E∥H3 ∥E∥H2

≲ ∥E∥H1 + z(t) . □

Appendix A. Div-Curl-Estimate

In this section we show the div-curl estimates in Theorem A.6. To this aim, we
have to study the Helmholtz decomposition in H−θ to some extent.

Remark A.1. Let − 1
2 < s < 1

2 . Here the dual (Hs(Ω))∗ equals H−s(Ω) since
C∞

c (Ω) is dense in Hs(Ω), see Theorem 11.1 in [22] or Chapter 4.3. in [30]. As in
[17], we define the normal trace trn : H

s(div,Ω) → Hs− 1
2 (Γ) distributionally by

⟨φ, trn u⟩ = ⟨div u,Φ⟩Hs(Ω)×H−s(Ω) + ⟨u,∇Φ⟩Hs(Ω)×H−s(Ω)

for φ ∈ C∞(Γ) and Φ ∈ C∞
c (U) with tr Φ = φ for a bounded domain U ⊃ Ω.

This definition is independent of the choice of the continuation Φ of φ. Futhermore
Theorem 2.3 in [17] yields the continuity of trn.

Analogously we can define the tangential trace trt : H
s(curl,Ω) → Hs− 1

2 (Γ) by

⟨φ, trt u⟩ = ⟨u, curl Φ⟩Hs(Ω)×H−s(Ω) − ⟨curlu,Φ⟩Hs(Ω)×H−s(Ω) .

We estimate

⟨φ, trt u⟩ ≲ ∥Φ∥H−s(Ω) ∥curlu∥Hs(Ω) + ∥u∥Hs(Ω) ∥curl Φ∥H−s(Ω)

≲ ∥u∥Hs(curl) ∥Φ∥H1−s(Ω) .

Note that ∥φ∥
H

1
2
−s(Γ)

is the infimum of ∥Φ∥H1−s(Ω), where Φ ∈ H1−s(Ω) with
tr Φ = φ. Taking the infimum on both sides of the inequality above, we thus obtain

⟨φ, trt u⟩ ≲ ∥u∥Hs(curl) ∥φ∥H 1
2
−s(Γ)

.

This yields the continuity of trt : Hs(curl) → Hs−1/2(Γ) of the tangential trace.

Introducing

Hs
n0(div 0,Ω) = Hs

n0(div 0) :=
{
f ∈

(
Hs(Ω)

)3 | div f = 0, ν · tr f = 0
}
,

Gs = Gs(Ω) :=
{
u ∈

(
Hs(Ω)

)3 | ∃φ ∈ Hs+1(Ω) : ∇φ = u
}
,

we can recall the following Helmholtz decomposition from Theorem 3.1 in [17].

Lemma A.2. Let Ω ⊆ R3 be bounded with C2,1 boundary Γ. Further, suppose that
− 1

2 < s < 1
2 . We then have the following topological direct sum(

Hs(Ω)
)3

= Hs
n0(div 0)⊕Gs(Ω) .



28 R. NUTT AND R. SCHNAUBELT

The curl operator on H1−θ. We state the estimate (2.5) from [12]. It is later
utilized in an argument involving Peetre’s lemma to show that the curl operator in
a suitable setting has closed image.

Lemma A.3. Let Ω ⊆ R3 be bounded with C2-boundary, θ ∈ [0, 12 ), and v ∈
H1−θ(Ω) with trn v = 0. We then have

∥v∥H1−θ ≲ ∥div u∥H−θ + ∥curl v∥H−θ + ∥v∥H−θ .

The following result is well know for θ = 0, see Remark IX.1.4 of [10], where
variants without connectivity assumptions are proven.

Lemma A.4. Let Ω ⊆ R3 be bounded and simply connected with a connected C2,1

boundary Γ. For θ ∈ (0, 12 ) the curl as an operator

curl : (H1−θ
n0 (div 0), ∥·∥H1−θ ) → (H−θ(div 0), ∥·∥H−θ )

is an isomorphism, and we have curl(H1−θ) = H−θ(div 0).

Proof. 1) Let V := (H1−θ
n0 (div 0), ∥·∥H1−θ ) denote the domain of the curl. Obviously

curlV is a subspace of curlH1−θ. Let w ∈ H1−θ. Lemma A.2 for s = 0 yields
functions v ∈ H0

n0(div 0) and φ ∈ H1 such that w = v +∇φ. It follows

∆φ = div∇φ = divw ∈ H−θ with trn ∇φ = trn w ∈ H1/2−θ(Γ) .

Elliptic regularity implies that φ belongs to H2−θ, so that v = w−∇φ ∈ H1−θ. As
a result, v is contained in V . Since curlw = curl v, the images curlH1−θ = curlV
agree.

2) Next, we show that curlV is closed by means of Peetre’s lemma (see
Lemma IX.1.2 in [10]). To this end, we consider the operators A1 = curl : V → H−θ

and A2 = Id: V → H−θ. The Rellich–Kondrachov theorem shows that A2 is com-
pact. Lemma A.3 implies the inequality

∥v∥H1−θ ≲ ∥A1v∥H−θ + ∥A2v∥H−θ for v ∈ V.

Hence, curlV is closed in H−θ by Peetre’s lemma and, moreover, the kernel of curl
on V is finite dimensional. In the following step we show that it is indeed trivial.

3) Let w ∈ V with curlw = 0 be an element of the kernel. In particular, w belongs
to H(curl 0). Thus, from Proposition IX.1.2 of [10] we obtain w ∈ G0 = ∇H1(Ω),
using simple connectedness. Since H1−θ

n0 (div 0) ⊆ H0
n0(div 0), Lemma A.2 implies

that w = 0. Therefore, the kernel of curl : H1−θ
n0 (div 0) → curl(H1−θ) is trivial.

4) Finally, we establish that the image of the curl operator on H1−θ(Ω) is given
by curl(H1−θ) = H−θ(div 0). The result will then follow from the previous steps
and the bounded inverse theorem.

4.a) We begin by showing

curl(H1−θ)⊥θ := {u ∈ Hθ(Ω) | ∀w ∈ curlH1−θ(Ω) : ⟨u,w⟩Hθ×H−θ = 0}

= Hθ
t0(curl 0) := {u ∈ Hθ(curl) | curlu = 0, trt u = 0} .(A.1)

Let u ∈ curl(H1−θ)⊥θ . For v ∈ C∞
c (Ω) ⊆ H1−θ(Ω) we compute

0 = ⟨u, curl v⟩Hθ×H−θ =

∫
Ω

u curl v dx = ⟨v, curlu⟩H1−θ
0 ×Hθ−1 .

Hence, curlu = 0 and u ∈ Hθ(curl). For v ∈ H1(Ω) we then obtain

0 = ⟨u, curl v⟩Hθ×H−θ = ⟨u, curl v⟩Hθ×H−θ − ⟨curlu, v⟩Hθ×H−θ
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= ⟨trt u, tr v⟩Hθ−1/2(Γ)×H1/2−θ)(Γ),

and the first inclusion curl(H1−θ)⊥θ ⊆ Hθ
t0(curl 0) follows.

To show the reverse direction, take u ∈ Hθ
t0(curl 0). Let v ∈ H1−θ(Ω) and

vn ∈ C∞(Ω) ∩H1−θ(Ω) with vn → v in H1−θ. We have

⟨u, curl vn⟩Hθ×H−θ = ⟨curlu, vn⟩Hθ×H−θ + ⟨vn, trt u⟩H1/2−θ(Γ)×Hθ−1/2(Γ) = 0 .

Since curl vn → curl v in H−θ, we deduce ⟨u, curl v⟩Hθ(Ω)×H−θ(Ω) = 0. Therefore, u
belongs to curl(H1−θ)⊥θ and (A.1) is shown.

4.b) We finish by proving

(A.2) curl(H1−θ) = H−θ(div 0) .

Let u ∈ curl(H1−θ). Take φ ∈ H1+θ
0 and note that ∇φ ∈ Hθ

t0(curl 0), see for
example the proof of Proposition IX.3 in [10]. Step 4.a) thus yields

0 = ⟨∇φ, u⟩Hθ(Ω)×H−θ(Ω) = ⟨φ,div u⟩H1+θ(Ω)×H−1−θ(Ω) .

Hence div u = 0 and u lies in H−θ(div 0).
Next, let u ∈ H−θ(div 0) and take v ∈ Hθ

t0(curl 0). Since Γ is connected, Propo-
sition IX.1.3 in [10] yields a potential φ ∈ H1+θ with ∇φ = v and constant trace
trφ = c for some c ∈ R. By considering φ− c, we can assume that φ ∈ H1+θ

0 . Take
test functions φk tending to φ in H1+θ. We then calculate

⟨v, u⟩Hθ(Ω)×H−θ(Ω) = ⟨∇φ, u⟩Hθ(Ω)×H−θ(Ω)

= lim
k→∞

⟨∇φk, u⟩Hθ(Ω)×H−θ(Ω) + ⟨φk,div u⟩Hθ(Ω)×H−θ(Ω)

= lim
k→∞

⟨trφk, trn u⟩ = 0 .

We conclude that

u ∈⊥θ
(Hθ

t0(curl 0)) := {u ∈ H−θ | ∀ v ∈ Hθ
t0(curl 0) : ⟨v, u⟩Hθ×H−θ = 0}

=
⊥θ

(curl(H1−θ)⊥θ ) = curl(H1−θ) = curl(H1−θ) ,

using (A.1) and step 2). Therefore, (A.2) is true. □

We next observe that Lemma 2.4 in [6] extends from θ = 0 to θ ∈ (− 1
2 , 0].

Lemma A.5. Let u ∈ H−θ(curl) and θ ∈ [0, 12 ). Then

curlΓ(trτ u) = −divΓ(trt u) ∈ H−θ− 1
2 ,

where we set
curlΓ(trτ u) := trn(curlu)

and, for all φ ∈ C∞(Γ) and Φ ∈ C∞(U) with tr Φ = φ and open U ⊇ Ω,

⟨divΓ(trt u), φ⟩ := −⟨trt u, trτ (∇Φ)⟩ .

Proof. First note that curlu ∈ H−θ(div 0) and thus trn curlu ∈ H−θ− 1
2 (Γ). Since

also trt u ∈ H−θ− 1
2 (Γ), the definitions yield

⟨curlΓ(trτ u),Φ⟩ = ⟨trn(curlu),Φ⟩ = ⟨Φ,div curlu⟩Ω + ⟨∇Φ, curlu⟩Ω
= −⟨tr(∇Φ), trt u⟩ = −⟨trτ (∇Φ), trt u⟩

Hθ+1
2 (Γ)×H−θ− 1

2 (Γ)

= −⟨φ,divΓ(trt u)⟩ ,
where we partly omit the underlying spaces. □
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The Div-Curl-Estimate. We show a corrected and improved version of Lem-
ma 5.1 of [26]. We note that part a) was shown in Lemma 4.5.5 of [7] for scalar
γ and θ = 0 in a similar way. In [26] the L2-norms of u and v on the right-hand
side of (A.3) were omitted erroneously. The estimate (A.3) for θ = 0 below suffices
for [26]. Actually this version does not require additional geometric properties.
In part b) we can remove the L2-norms, as needed in Lemma 5.4, assuming that
R3 \ Ω is connected. This condition is needed, since without it the operator A in
the proof would have a non-trivial kernel of the form (∇φ,∇ψ), where div(α∇φ) =
div(β∇ψ) = 0 and φ and ψ are constant on components of Γ = ∂Ω.

Theorem A.6. Let Ω ⊆ R3 be bounded with boundary Γ ∈ C2 and θ ∈ [0, 12 ).
Assume that α, β ∈ W 1,∞(Ω,R3×3

sym), γ ∈ W 1,∞(Γ,R3×3
sym) satisfy α, β, γ ≥ η > 0

and γν⊥ ⊆ ν⊥. Let (u, v) ∈ H−θ(curl) fulfill div(αu) ∈ H−θ, div(βv) ∈ H−θ, and
v × ν + γ(u× ν)× ν =: h ∈ H1/2−θ(Γ)3.
a) Then u and v belong to H1−θ(Ω)3 and

(A.3)
∥u∥H1−θ + ∥v∥H1−θ ≲ ∥u∥H−θ(curl) + ∥v∥H−θ(curl) + ∥div(αu)∥H−θ

+ ∥div(βv)∥H−θ + ∥h∥H1/2−θ(Γ) =: N(u, v, h) .

b) Let θ = 0. Assume in addition that R3 \ Ω is connected. We then obtain

(A.4)
∥u∥H1 + ∥v∥H1 ≲ ∥curlu∥L2 + ∥curl v∥L2 + ∥div(αu)∥L2

+ ∥div(βv)∥L2 + ∥h∥H1/2(Γ) .

Proof. a) As in Lemma 4.5.5 of [7] or Proposition 6.1 of [20], we use a finite partition
of unity χj for Ω such that suppχj ⊆ Ωj ⊆ Ω for starshaped, bounded open sets Ωj .
Following Lemma 5.1 of [26] we will prove that χju and χjv belong to H1−θ(Ωj)
and

∥χju∥H1−θ + ∥χjv∥H1−θ ≤ N(χju, χjv, χjh) ≲ N(u, v, h)

Summing these pieces, we obtain (A.3).
So let Ω be starshaped. Since curlu ∈ H−θ(div 0), by Lemma A.4 there is a field

w ∈ H1−θ
n0 (div 0) such that curlu = curlw and ∥w∥H1−θ ≲ ∥curlu∥H−θ . So u − w

belongs to H−θ(curl 0). We show that H−θ(curl 0) = G−θ.
Indeed, the inclusion “⊇” is clear. Conversely, take f ∈ H−θ(curl 0). Lemma A.2

provides maps v0 ∈ H−θ
n0 (div 0) and φ ∈ G−θ such that f = v0 + ∇φ. Hence,

v0 is contained in H−θ
n0 (div 0) ∩ H−θ(curl 0). For an open, simply connected set

U ⊆ U ⊆ Ω, take a cut-off function χ ∈ C∞
c (Ω) with χ = 1 on U and let ṽ be the

zero-extension of χv0 to R3. Computing

∥div ṽ∥H−θ(R3) = sup
φ∈Hθ(R3)

∣∣∣∣ ⟨χ∇φ, v0⟩∥φ∥Hθ

∣∣∣∣ = sup
φ∈Hθ(R3)

|⟨φ∇χ, v0⟩|
∥φ∥Hθ

≲χ sup
Ψ∈(Hθ)3

|⟨Ψ, v0⟩|
∥Ψ∥Hθ

= ∥v0∥H−θ ,

∥curl ṽ∥H−θ(R3) = sup
Φ∈Hθ(R3)3

∣∣∣∣ ⟨χ curl Φ, v0⟩
∥Φ∥Hθ

∣∣∣∣ = sup
Φ∈Hθ(R3)3

|⟨Φ×∇χ, v0⟩|
∥Φ∥Hθ

≲χ sup
Ψ∈(Hθ)3

|⟨Ψ, v0⟩|
∥Ψ∥Hθ

= ∥v0∥H−θ ,

we see that ṽ,div ṽ and curl ṽ belong to H−θ(R3). Hence, v̂ := (1 − ∆)−θ/2ṽ is
an element of H(div,R3) ∩ H(curl,R3) = H1(R3). As a result, ṽ is contained
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in H1−θ(R3) and v0 in H1−θ
loc (Ω), which means that v0 ∈ H(curl 0, U). Proposi-

tion IX.1.2 in [10] now yields a map ΨU ∈ H1(U) with ∇ΨU = v0 on U . Because
div v0 = 0 the map ΨU is analytic, and by analytic continuation we find a smooth
function Ψ on Ω with ∇Ψ = v0 ∈ H−θ.

Let x0 be the star center of Ω. We can write Ψ = Ψ(x0) +
∫ 1

0
Tτ∇Ψ · m dτ ,

where Tτg(x) = g(x0 − τ(x − x0)) and m(x) = x − x0. This identity implies that
Ψ belongs to H−θ(Ω). Since also ∆Ψ = 0 on Ω and ∂νΨ = trn v0 = 0 on Γ, we
deduce Ψ = 0 and so v0 = 0, as needed.

Hence, there exists a function φ ∈ H1−θ such that ∇φ = u− w and therefore

(A.5) div(α∇φ) = div(αu)− div(αw) ∈ H−θ .

Here we can assume that
∫
Ω
φdx = 0. We thus obtain

∥φ∥H−θ ≲ ∥∇φ∥H−θ ≲ ∥u∥H−θ + ∥w∥H−θ ≲ ∥u∥H−θ(curl)

by the Poincaré inequality in H−θ(Ω) which can be shown as in L2(Ω). One also
infers

∥trφ∥H−θ(Γ) ≲ ∥φ∥H1−θ ≲ ∥u∥H−θ(curl) .

Let f × ν =
( 0 ν3 −ν2

−ν3 0 ν1
ν2 −ν1 0

)
f =: Bf and γ̃ = B⊺γB. As in Lemma 5.1 of [26] we

now see that

divΓ(γ̃ trτ (∇φ)) = divΓ(γ(w × ν)× ν)− divΓ(γ(u× ν)× ν)

= divΓ(γ(w × ν)× ν)− divΓ(h) + divΓ(trt v)

= divΓ(γ(w × ν)× ν)− divΓ(h)− trn(curl v)

belongs to H−θ− 1
2 (Γ), using also Lemma A.5 and that curl v ∈ H−θ(div 0). Elliptic

regularity then yields trφ ∈ H
3
2−θ(Γ), and then φ ∈ H2−θ because of (A.5).

Collecting the above relations we can thus bound u in H1−θ as asserted. One can
treat v similarly also using u ∈ H1−θ and the boundary condition. (Here one can
let γ̃ = I).

b) Now assume that R3 \ Ω is connected and that θ = 0. We show that the
L2-norms appearing on the right-hand side of (A.3) can be estimated by the div-
curl-terms. Assume that

∥(u, v)∥H1 ̸≲ ∥curlu∥L2 + ∥curl v∥L2 + ∥div(αu)∥L2 + ∥div(βv)∥L2 + ∥h∥H1/2(Γ) .

Hence, there exists a sequence (uk, vk) ∈ H1 with ∥(uk, vk)∥H1 = 1 such that
the right-hand side tends to zero. By means of the Banach–Alaoglu and Rellich–
Kondrachov theorems, we can choose a subsequence, again denoted by (uk, vk),
which converges to a limit (u, v) in L2.

We employ the operator A =
(

0 curl
− curl 0

)
on X = (ker(divα) ∩ ker(divβ), ∥·∥L2)

with

D(A) := {(u, v) ∈ X | curlu, curl v ∈ L2, v × ν + γ(u× ν)× ν = 0} .

Note that (u, v) belongs to the kernel of A.
We will prove below that A is injective. Therefore, the sequence (uk, vk) con-

verges to (u, v) = 0 in L2. The estimate (A.3) with θ = 0 then shows that
∥(uk, vk)∥H1 → 0, contradicting ∥(uk, vk)∥H1 = 1 and the assertion follows.
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So take (u, v) ∈ D(A) with 0 = A( uv ) and consider

0 =
(
A( uv )

∣∣∣ ( uv )) =

∫
Ω

(curl v · u− curlu · v) dx .

Integrating by parts and using the boundary condition, we compute

0 =

∫
Γ

(u× ν) · v dσ = −
∫
Γ

u · (v × ν) dσ =

∫
Γ

(u× ν) · γ(u× ν) dσ .

The positive definiteness of γ implies that u × ν = 0 and therefore v × ν = 0 as
well. Thus, (u, v) ∈ kerA satisfies

curlu = curl v = 0 , on Ω,

u× ν = v × ν = 0 , on Γ.

Theorem 2.8 of [6] yields functions φ,ψ ∈ H1(Ω) with ∇φ = u and ∇ψ = v,
which are constant on each component of ∂Ω. Because of (u, v) ∈ X we also have
div(α∇φ) = 0 and div(β∇ψ) = 0. Since R3 \ Ω is connected, we see that φ and ψ
are constant on each component of Ω, so that u = 0 = v. Hence, A is injective as
desired. □
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