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Abstract—One of the biggest challenge in the power electronics
field is the simulation of power converters. Computer simulations
and real-time simulations are really important in this field
because they allow to save money during the prototyping stage
and to make the entire process more efficient by predicting
possible malfunctions already in the design stage. This paper
introduces the impact of using different integration methods for
solving the differential equations of power converters on the
accuracy of the simulation. In particular, the paper focus on one
of the most adopted DC-DC converter topology for automotive
and microgrid applications, which is the Dual Active Bridge.

Index Terms—Digital real time simulation, dual active bridge,
integration methods.

I. INTRODUCTION

Power electronics have known a large growth over the
years in several fields, such as automotive industry, smart
grids and aerospace, due to its advanced power controllability.
Power converters can be used every time a power conversion
is required, such as battery interface or motor drives. The
development process of a power converter must involve
planning, design and testing stages. One of the major focus in
the design stage of a power converter has been the creation
of mathematical models for accurate modelling in simulation,
particularly for real time applications [1]. However, few papers
address the problem of integration methods and time steps
to solve the ordinary differential equations (ODE) of these
circuits. An accurate simulation is important because allows
to find out any malfunction of the converter already in the
design stage rather than at the end of the development process,
especially if working with real-time simulations [2], [3].

This paper has studied how solvers solve the mathematical
model of a well-known DC-DC isolated converter topology,
Dual Active Bridge (DAB), under different integration
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methods and it has studied the accuracy of each of them
with respect to a reference simulation. The DAB has been
used for several applications, such as, interface of photovoltaic
systems, on-board and off-board battery charging of electric
vehicles, interface of battery energy storage systems (BESSs)
and development of solid state transformers (SSTs) [4]–
[10]. A comparison of solvers for simulations of photovoltaic
systems has already been carried out in [11], but taking
into account only three solvers and without the related
mathematical explanation. Moreover, [12] explains numerical
methods to solve differential equations, but without showing
specific results for any particular power converter. In [7] and
[13], respectively a traditional two-port DAB and a four-port
DAB have been investigated through real-time simulations.
However, even these works do not carry out any study
regarding the accuracy of the simulation for different solver
settings. A paper that address the problem of the accuracy
for different solver methods is [14]. However, the focus here
is only on discrete-time model of induction machines, and
no inverters for the motor drives are considered. In [15]
instead, a novel multirate integration method is compared with
single-rate approaches for motor drives applications. Here, a
system with a synchronous machine and a rectifier system has
been taken into account. However, even though the multi-rate
simulation approach works properly for the simulation of the
entire system, the rectifier has not been considered alone but
as a part of a motor drive application and such kind of multi-
rate approaches are usually not suitable for digital real-time
simulators.

The rest of this work is divided as follows. The second
paragraph deals with the working principle of the DAB; the
third chapter explains the main integration methods that can
be used in simulations at fixed time-step; the fourth paragraph
is about the simulation results for different time steps and
integration methods and finally the fifth chapter is about the
conclusions and future improvements of this work.
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Fig. 1: Dual active bridge topology.

II. DUAL ACTIVE BRIDGE WORKING PRINCIPLE

As already discussed in the introduction, the DAB has
been considered a suitable choice for a large number of
applications. The features that make this converter appealing
as power conversion technology are: bidirectional power flow,
galvanic isolation, high power density, wide voltage gain
range and capability to perform soft-switching through proper
modulation techniques, which improves a lot the efficiency
of this converter [4]–[6]. As shown in Fig. 1, the DAB is
made of two full bridges, two filter capacitors, one high-
frequency transformer and one inductor used to regulate the
maximum power exchanged by the converter. The converter
can be modulated through different modulation methods, but
the one considered in this paper is the most common one, the
so called phase shift modulation, in which a phase shift φ is
used between the modulation of the two full bridges to reach
a certain power transfer. The latter is given by the following
formula:

P =
nVDC1VDC2 φ(π − |φ|))

2ωsπL
, ∀ − π ≤ φ ≤ π (1)

where n = N1

N2
is the turn ratio of the transformer, VDC1 and

VDC2 are the first and secondary side voltages, ωs = πfs
is the angular velocity associated to the switching frequency
fs of the converter and L is the inductor of the converter.
The maximum power transfer of the converter is obtained for
φ = ±π

2 , where the sign determines the direction of the power
flow. The phase shift modulation and the inductor waveforms
derived from it are shown in Fig. 2. Here, it is possible to
notice the phase shift between the switching signals of the two
full bridges of the DAB, which in turn divide the operating
period of the converter in 4 sub-intervals, where the mean
value of the inductor current is theoretically 0 in steady state.

In this paper, a DAB with a resistive load rather than
a voltage source on the second side has been considered.
Furthermore, in order to define the analytical model of DAB,
it is possible to neglect the first side capacitor. In such a way,
the system is only described by the differential equations of
the inductor current and second side voltage capacitor. The
first one is given as follows:

diL(t)

dt
=

Vdc1

L
T1(t)−

N1

N2

vC2(t)

L
T2(t)−

RL

L
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t

t

t

t

t

S1,4

S2,3

S5,8

S6,7

v1

v2

iL

DT1 DT2 DT3 DT4 DT1 DT2 DT3 DT4

φ  
ωs

Fig. 2: Dual active bridge waveforms.

whereas the voltage capacitor equation is the following:

dvC2(t)

dt
=

N1

N2

iL(t)

C2
T2(t)−

vC2(t)

RloadC2
, (3)

with T1(t) = S1,4(t)−S2,3(t) and T2(t) = S5,8(t)−S6,7(t).

III. INTEGRATION METHODS

This paragraph is about the numerical integration methods
used in simulations to solve the dynamic equations of the
DAB. Only fixed step integration methods are discussed
here, because in digital real-time simulators like OPAL-RT
only these methods can be employed. The chosen integration
methods range from the first to the fourth order and are
respectively Euler, Heun, Bogacki-Shampine and Runge-Kutta
[12], [14], [15].

A. Euler Method

The Euler method is a first order integration method to solve
differential equations, where the local error is proportional
to the square of the time step and the cumulative error is
proportional to the time step.

yn+1 = yn +∆t · F (tn, yn) +O(h2), (4)

where yn and yn+1 are respectively the values of the state
variables at the current and next time step, ∆t is the time
step, F (tn, yn) is the system of differential equations to be



solved and O(h2) means that this method has a first-order
accuracy.

B. Heun’s Method

The second order integration method is called Heun’s
method and it calculates the next value of the differential
equation by calculating first an intermediate value. The Heun’s
integration method is given as follows:

ỹn+1 = yn +∆t · F (tn, yn) (5)

yn+1 = yn +
∆t

2
[F (tn, yn) + F (tn+1, ỹn+1)] +O(h3) (6)

where ỹn+1 is an intermediate value, F (tn, ỹn+1) is the
differential equation calculated for ỹn+1, and O(h3) means
that a second order integration method has been used to
integrate the differential equations.

C. Bogacki-Shampine method

Bogacki-Shampine method is a third order method to solve
differential equations. It is given as follows:


yn+1 = yn + 2

9∆t · k1 + 1
3∆t · k2 + 4

9∆t · k3 +O(h4)

k1 = F (tn, yn)

k2 = F (tn + 1
2∆t, yn + 1

2∆t · k1)
k3 = F (tn + 3

4∆t, yn + 3
4∆t · k2)

(7)
where O(h4) means that this is a third order integration
method.

D. Runge-Kutta Method

Finally, the 4th order integration method is the Runge-Kutta
method. It is defined as follows:



yn+1 = yn + ∆t
6 · (k1 + 2k2 + 2k3 + k3) +O(h5)

k1 = F (tn, yn);

k2 = F (tn + 1
2∆t, yn + 1

2∆t · k1);
k3 = F (tn + 1

2∆t, yn + 1
2∆t · k2);

k4 = F (tn +∆t, yn + 1
2∆t · k3);

(8)

where O(h5) means that the Runge-Kutta method is a
fourth order integration method. All the methods previously
explained can be obtained as particular cases of the Runge-
Kutta method.

IV. SIMULATION RESULTS

The simulations in this chapter have been carried out
by using Matlab as development environment. This chapter
is divided into two paragraphs, respectively the comparison
of the results of different integration methods with the
ode45 Matlab solver as reference; and the analysis of the
computational time required by each solver to run the
simulation. Two DAB have been considered to show the
different results that an integration method can achieve in
terms of accuracy when the switching frequency changes.

Their parameters are reported in Tab. I. The only differences
between these two configurations are the switching frequency,
respectively 10 kHz and 1 kHz, and the inductor values,
respectively 400µF ad 4mH. The inductor values change
together with the switching frequency in order to keep the
same power rating. In fact, power and voltages have been
chosen according to home battery charger applications for
electric vehicles, whereas the inductor value is obtained from
(1) by substituting 90° to φ, because this is the maximum
phase shift angle allowed for a DAB working in open loop.

TABLE I: Converter specifications

Converter specifications
Name Value Name Value
P 5 kW C 470 µF
VDC1 400 V Rload 110 Ω
N1 8 N2 15
fsw1 10 kHz L1 400 µH
fsw2 1 kHz L2 4 mH

A. Comparison of the results

Fig. 3 compares the output voltage of the first configuration
of DAB made by the Runge-Kutta method at different time
steps and the ode45 result. Fig. 4 makes the same comparison
for the inductor current. In both these figures, it is possible
to notice that the improvement in terms of accuracy is
higher when passing from 10µs to 1µs time step, than when
passing from 1µs to 100 ns. So, as already expected, the
more the time step decreases, the less improvement it is
achieved in terms of accuracy. This means that, in specific
conditions, it is possible to choose even a time step in the
order of µs in power electronics simulations if the considered
application does not require a high accuracy. Achieving a
good compromise between accuracy and computational time is
important especially when working with real time simulations,
where the small is the time step and the higher is the risk of
overruns, which compromise the validity of such simulations.

Fig. 5 and 6 compare the capacitor voltage and inductor
current of the first configuration of DAB for the different
integration methods proposed in this paper at a time step
of 100 ns with the ode45 result. The same comparison has
been made in Fig. 7 and Fig. 8 at a time step of 1µs.
From both these time steps, it is possible to notice that the
Bogacki-Shampine method approximates the system better.
In particular, the output voltage achieved from the Bogacki-
Shampine method and from the ode45 solver are almost
superimposed at both 100 ns and 1µs.

Fig. 9 and 10 show capacitor voltage and inductor current
of the second configuration of DAB for all the integration
methods discussed at a time step of 100 ns and ode45.
This time, not only are the Bogacki-Shampine results almost
superimposed on the ode45 results, but also the Euler results
are. So, while the Runge-Kutta method was better than
Euler for approximating the first configuration of DAB, Euler
is more suitable for the second one. This result means
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Fig. 3: Output voltage of the first configuration of DAB.
Comparison between Runge-Kutta at different integration
steps and ode45.
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Fig. 4: Inductor current of the first configuration of DAB.
Comparison between Runge-Kutta at different integration
steps and ode45.

that different parameters, even for the same converter and
differential equations, can lead to a different choice of the
integration method.

B. Computational time

The computational time has been measured on a laptop
with an Intel(R) Core(TM) i7-10510U CPU with 1.80 GHz
base clock frequency and 16 GB of RAM, whereas the
operating system is Windows 10 Enterprise. Tab. II and III
contain the minimum and maximum simulation duration for
both DAB configurations, respectively at ts = 100 ns and
ts = 1µs. These results show that the Euler method can
be more appropriate when the computational time is a key
factor, such as real-time simulations. However, it is always
important to achieve a good compromise between the accuracy
and the computational effort, because a fast but not accurate
simulation can give some wrong information about the system
itself. Another detail to observe is that the ode45 solver is a
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Fig. 5: Output voltage of the first configuration of DAB.
Comparison between different solvers at ts = 100 ns.
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Fig. 6: Inductor current of the first configuration of DAB.
Comparison between different solvers at ts = 100 ns.

variable step solver. So, it is faster than the other integration
methods for small time steps but slower for high time steps.

TABLE II: Simulation duration for ts = 100 ns

Simulation duration
Int.
method

min. sim.
time (s)

max. sim.
time (s)

Euler 7.553 8.371
Heun 21.683 22.874
Bogacki-
Shampine

21.086 22.738

Runge-
Kutta

27.878 30.360

ode45 12.366 17.950

V. CONCLUSIONS

This paper has dealt with the problem of solving the
ODE of the DAB by using different integration methods and
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Fig. 7: Output voltage of the first configuration of DAB.
Comparison between different solvers at ts = 1µs.
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Fig. 8: Inductor current of the first configuration of DAB.
Comparison between different solvers at ts = 1µs.

TABLE III: Simulation duration for ts = 1µs

Simulation duration
Int.
method

min. sim.
time (s)

max. sim.
time (s)

Euler 0.836 0.963
Heun 2.283 2.756
Bogacki-
Shampine

2.155 2.870

Runge-
Kutta

2.801 3.319

ode45 12.366 17.950

different time steps. An important result that has been achieved
is that different parameters of the same converter topology,
the frequency and inductor values in this case, can lead to
different results in terms of accuracy of different integration
methods. For example, the Euler method is able to give a better
approximation than the Runge-Kutta method for the DAB with
the switching frequency of 1 kHz and viceversa Runge-Kutta
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Fig. 9: Output voltage of the second configuration of DAB.
Comparison between different solvers at ts = 100 ns.
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Fig. 10: Inductor current of the second configuration of DAB.
Comparison between different solvers at ts = 100 ns.

results better with the one that switches at 10 kHz, despite
the same choice of voltage and power ratings. Another point
is the necessity to choose the integration method based on
the requirements in terms of simulation duration, especially in
real-time simulations. The future work should be able to give
some further indications for the use of integration methods in
power electronics simulations to find a suitable compromise
between accuracy and speed of simulation.
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