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Abstract

Despite great progress in the digitization of the industrial sector through Industry 4.0 and widely available data, data analysis is typically
constrained to numerical data, not the synthesis of knowledge. Although valuable employee knowledge in manufacturing is often described
textually, it is rarely formalized and effective application hindered. To close this gap, we introduce methods of Natural Language Processing
(NLP) to leverage available text data in manufacturing. For this purpose, we develop a NLP pipeline to handle textual information from machine
providers. We extend this with production specific information to reduce failure downtime. The resulting, formalized knowledge can furthermore

be used as a basis for optimizing manufacturing processes.
© 2022 The Authors. Published by Elsevier B.V.

This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0)
Peer-review under responsibility of the scientific committee of the 10th CIRP Global Web Conference —Material Aspects of Manufacturing

Processes (CIRPe2022)

Keywords: Natural Language Processing; Predictive Maintenance; Knowledge Extraction; Machine Learning; Production Planning

1. Introduction

Industry 4.0, widely regarded as a major development in
manufacturing, is based on the ubiquitous acquisition, analysis
and application of data and models in industrial settings. Funda-
mental is the ability to derive knowledge from stupid data. Un-
til now, the scheme is effectively applied to tabular, numerical
data, pictures or control sequences. In contrast to such numer-
ical data, natural language in both written and spoken form is
far more expressive and capable of describing and transferring
knowledge [2]. However, an effective formalization and analy-
sis of this knowledge is missing in manufacturing [18]. Instead
of tapping into the vast knowledge that is expressed in natu-
ral language, humans are often manually providing numerical
data to enable regular Industry 4.0 use-cases. However, stan-
dardized questionnaires, fault report templates or machine out-
puts for example are prone to a limited solution space. With
a lot of challenges in manufacturing, there is a vast variety of
different influencing factors that cannot be thought of in ad-
vance and therefore result in a huge amount of unstructured,
natural text data. To that end, Natural Language Processing
(NLP), the art of formalizing natural language to distill knowl-
edge [14], can serve as a valuable method and holds immense
potential. Thus, in order to effectively use the knowledge inher-
ent to natural conversation and written texts in manufacturing -
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especially from old data where the structure cannot be changed
- this paper proposes a novel NLP pipeline for the applica-
tion in manufacturing. Based on the developed NLP pipeline
a case study with real world industrial text data is performed
and exemplary, suitable algorithms are presented. In particular,
comments from machine operators that are digitally recorded
and that describe failures and downtimes from manufacturing
are analyzed for improving the accurateness of downtime es-
timations with domain knowledge through NLP. The approach
can easily be adapted to processing hand-written comments by
adding a preceding optical character recognition.

This article is structured as follows: Section 2 introduces
the current state-of-the-art in Natural Language Processing in
general, as well as an outline of the so far few applications in
manufacturing. Based on the state-of-the-art and keeping the
manufacturing setting in mind Section 3 introduces the novel,
exemplified NLP pipeline approach. The approach is put to the
test with a case study in Section 4. In Section 5 the findings are
discussed and followed by a subsequent summary and outlook
in Section 6.

2. Related Work

A brief state-of-the-art of NLP, as introduced in Section 2.1,
and a general literature review of possible applications of NLP
in manufacturing in Section 2.2 are presented.
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2.1. State-of-the-art Natural Language Processing

In manufacturing companies, text data is often available in
an unorganized form. There is a relatively small body of litera-
ture that is directly concerned with using NLP methods in com-
bination with Machine Learning (ML) for production related
data [4]. Due to increasing data acquisition on the shopfloor
with respect to textual data and the availability of increasingly
powerful NLP algorithms, the application of NLP is promising
in the production domain. In order to apply NLP in a production
environment and ultimately tap into the unstructured but avail-
able human knowledge in form of texts and spoken language,
a general understanding of current methods and algorithms is
required.

At the beginning of the NLP application, the textual docu-
ments have to be sorted, prepared and filtered [14]. Next, the
texts are preprocessed in the data preparation step. Examples
of preprocessing include the removal of unwanted characters,
the lemmatization of words ,the removal of stop wordsor stem-
ming. [14]. Lemmatiziation describes the grouping of inflicted
words, such as “best” and ”good” [20]. Stop words are words
that occur so frequently in a document collection that it makes
no sense to search for them or index them (e.g. the, that, is,
...).Stemming is described as a process of extracting a root
word. After the data preparation, the vectorization takes place
[25]. The vectorization is based on the embedding of words in
vectors for the sake of representation (i.e. Word2Vec, fastText)
or their frequency-based vectorization (e.g. One-Hot-Encoding,
TF-IDF) [25]. This vectorization allows ML algorithms to pro-
cess the text documents and to train the model. An evaluation
metric can be determined and the algorithm or model can be
adjusted accordingly.

A typical process for using ML on textual data is shown in
Fig. 1.
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Fig. 1. Standard process for applying ML on textual data.

Both in industry and in companies in the Business-to-
Customer (B2C) sector, data labeled by humans is very diffi-
cult to obtain. That is why pre-trained NLP models are used,
especially in the B2C area. These models are pre-trained on
large datasets such as accumulated Twitter data or Wikipedia
documents [22]. An example of this is the bidirectional al-
gorithm: BERT. The algorithm BERT (Bidirectional Encoder
Representations from Transformers), developed in 2018, uses
pre-training on text data from the web in order to then be able to
adapt and apply the model to smaller tasks with the help of fine-

tuning [8]. BERT is deep bidirectional meaning the algorithm
uses the left and right context of words and, thus, attempts to
distinguish words like (seat bank or money bank’’). Eventually
BERT can generate a deeper understanding of the text than uni-
directional models, such as: TF-IDF [8].With the TF-IDF score,
it is possible to calculate the relevance between a word and a
specific document without taking into account the position of a
word in a sentence. For this purpose, the frequency with which
a word occurs in a document is multiplied by the inverse docu-
ment frequency of the word in a series of documents[6].

The development of the pre-trained algorithms is currently
culminating in the GPT-3 algorithm [3]. GPT-3 is a trained deep
neural network for NLP from OpenAl. It has been trained on
570 gigabytes of web text data and has over 175 billion param-
eters in total. Its structure is based on that of a transformer [24].
It trains by predicting a token based on a sequence of previous
tokens. A token represents a word, an N-gram, or the like. In
doing so, GPT-3 can also solve NLP tasks for which it was not
originally trained [3].

These types of algorithms were not trained on text data
within production, as each company uses a different terminol-
ogy. This presents us with the challenge of a vectorization of
text documents without prior training and knowledge accord-
ing tot the sequential steps outlined in Table 1

Table 1. Overview - NLP and ML

Steps for NLP Overview

1. Data preparation Tokenization, stop-word removal,
spelling correction, stemming, normal-
ization

2. Vectorization One-hot-encoding, TF-IDF,
Bag of Words, Word2Vec, fastText,

BERT

Supervised (e.g. XGBoost, LightGBM,
Random Forest),

Unsupervised (e.g. k-Means, DB-
SCAN, Expectation Maximization)

3.ML

2.2. Literature Review

NLP is mainly applied in non-industrial sectors, since large
collections of texts are already available. In the following, we
describe some approaches of NLP outside the industrial sec-
tor in order to recognize the possibilities of already existing
solutions for their transfer to industrial applications. One ap-
proach is to train a so-called language model with the goal of
classifying a sentence whether it occurs as such in natural di-
alogs or not [7]. Net [1] develop a ML method in their research,
which filters relevant features directly from the text to summa-
rize a text automatically. A different application describes data-
driven, automated, editorial creation of human-understandable
as well as informative texts through ML algorithms. Here, the
authors referred to the use case of automated reporting on the
2017 Finnish local elections [15].
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Text data is prevalent in manufacturing, but often not used
for computational analysis due to its complexity [18]. As about
80 % of the available knowledge is available in text form, man-
ufacturing in particular represents a use case for NLP methods
[10]. Moreover, researching available knowledge and merging
data accounts accounts for about 70 % of the the design phase
of projects [16]. Therefore, it can be concluded that the appli-
cation of supporting NLP methods may lead to increased effi-
ciency and time savings in various scenarios.

In the field of manufacturing, more precisely in the mainte-
nance of machines, there are several approaches using NLP and
ML. Understanding maintenance logs of past events by com-
bining NLP and ML with human understanding [23] and ex-
tracting hidden knowledge from short texts from machines for
maintenance decisions [4]. Furthermore, an application aimed
at retrieving possible solutions for new problems by searching
for a similar problem stored in remote technical assistance re-
ports for troubleshooting [2], and NLP to find the root cause
of a failure in the Semiconductor Industry [9] have been doc-
umented. The NLP procedures can be based on retrievable,
central knowledge databases often found in manufacturing en-
vironments. In the area of administration, NLP may be rele-
vant for employee or applicant management and for identify-
ing and evaluating potential suppliers [17]. An NLP system for
problem-solving management with an integrated content-based
recommender engine to enhance knowledge management on
the shopfloor exists [21]. This can be extended towards the inte-
gration of digital shopfloor management [19]. Communication
within the company and with the outside world is also a poten-
tial target for NLP applications. Chatbots are commonly used
for these purposes.

However, aside from Chatbots and shopfloor management
analyses performed on less specific terms and language [19],
the application of NLP in manufacturing is not capable of end
to end prediction based on textual knowledge but rather focused
on very well described, unique tasks. Hence, overcoming the in-
fancy of NLP in manufacturing requires an easily transferable
and applicable NLP pipeline for end to end prediction or clas-
sification based on available textual data.

3. Own Approach

Applications of NLP in manufacturing environments come
in many facets as described before. Fig. 2 shows some of the
possible applications of NLP in manufacturing environments
that have been described in literature and that can envisioned
with current NLP Algorithms. However, pre-trained models
such as BERT cannot be used because the production vocabu-
lary is different from everyday language. Using a large amount
of data for training the models is therefore important. Thus, the
structured approach, from shopfloor based textual data gather-
ing to the resulting prediction or classification is missing.

Using production text data for NLP requires preprocessing
before the application of Machine Learning algorithms as the
data is unstructured and uncleaned. The structure is visualized
in Fig. 2. Available manufacturing execution system (MES) and

or textual data needs to be identified and made available on a
large scale (step 0). This includes the selection of suitable data
and texts that are meaningful and provide significant insights
for the later algorithms to make feasible predictions, classifi-
cations or decisions. Subsequently, the data should be cleaned
(step 1). This includes the removal of punctuation marks, lead-
ing spaces, special characters, and code fragments. Converting
all terms to lower case is another helpful procedure to improve
analytics due to adequate text preparation (step 2). In the pro-
duction context in particular, spell checking and an autocor-
rection are a useful addition as comments are prone to con-
tain spelling mistakes. After the following tokenization (step
3: chopping sentences in shorter tokens, i.e. consisting of one
to three words) stop words should be removed from the corpus
as these regularly occurring words contribute little or no infor-
mation (step 4). The next step is the lemmatization of the text,
whereby the individual terms are converted into their basic form
(step 5). Subsequently, the text data is processed by a vector-
izer (step 6). Common methods such as Bag-of-Words, TF-IDF
or Word2Vec can be used for this. Only then are various algo-
rithms applicable (step 7) to perform tasks ranging from main-
tenance decision selection and root cause analyses to downtime
predictions.

In order to generate knowledge using NLP for a specific task
in manufacturing, a varying sequence of steps is necessary. The
necessary procedure depends on the objective, available data
and technology. In this section we describe a new approach
of predicting machine downtime. To the best of our knowl-
edge, this application that has not been covered yet by research
despite providing a promising outlook. Note that for in-depth
comparison of individual algorithms or techniques per step we
refer the reader to standard NLP literature [14] and comparisons
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Fig. 2. Use of NLP in manufacturing environments.

In the following, we further describe the plausible use case
of forecasting machine downtime by analyzing text data in
combination with machine information. The goal of the ap-
proach is to develop a pipeline that is able to forecast machine
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downtime of production lines or single machines. Typically, in
modern manufacturing sites, production lines and machines are
connected to a MES that tracks events and production data. The
data is automatically generated by the system during production
events and saved in tabular form in databases. The data typ-
ically contains information about the affected equipment, the
type of error, meta information of the production such as times-
tamps and event duration. In many cases, machine operators
or production staff can manually add text comments to provide
additional information. Operators that work at a specific line
or machine supervise production and processes and have en-
hanced knowledge about certain, potentially recurring events.
Therefore, the added comments contain important information.
On the other hand, due to missing standards, the comments may
vary greatly in form and content. In addition, since production
companies often have established their own jargon and fixed
abbreviations, the production text data deviates from the every-
day language. Likewise, grammatical and spelling are of sec-
ondary importance to the mere transmission of information and
are often neglected by operators in the hectic production en-
vironment. We assume that the added text data contains rele-
vant information about certain events and that the information
provided by machine operators correlates to some extend with
the resulting downtime. It can therefore be assumed that the
additional information in the form of text comments can sig-
nificantly contribute to the prediction of production downtime.
Based on this prerequisites the proposed NLP pipeline is filled
with concrete algorithms and real world data in the case study
in Section 4.

4. Case Study

In the following, we describe a case study applying NLP
for downtime prediction in manufacturing environments. We
develop a pipeline to predict the downtime of machine stops
based on text comments from machine operators in combina-
tion with alarm and events (A&E) data from production lines.
We use the data to classify faults in terms of their severity with
regard to its downtime. This information can be used by the de-
partment management to distribute production orders to other
production lines, schedule maintenance or cleaning actions, or
assign staff to different tasks. We examine combined data from
multiple manufacturing departments and production lines of a
production plant.

The data used in this case study comes from a production
facility of a consumer goods manufacturer (step 0). The prod-
ucts manufactured in the production facility belong to the same
business unit. The individual departments are responsible for
different production steps in the production of the product. The
individual production lines within the departments also differ
from each other, e.g. in the use of certain machines or their ar-
rangement. However, the production lines of each department
produce identical or similar products. The production data is
collected by the Line Events Data System (LEDS) of an overar-
ching MES and stored in a central database. In addition to meta-
information on production, all events on production lines are

recorded. Events describe, for example, setup processes, ma-
chine stops, maintenance and project-based downtimes. Events
are divided into planned and unplanned events and classified
using a boolean identifier.

The data set includes 98,434 observations of unplanned
stops from 27 different production lines. Each observation ac-
counts for a specific unplanned machine stop. As soon as a stop
occurs, the production line, equipment and component causing
it, the defined error code and time are recorded. The duration of
the stop in minutes is calculated from the difference to the fol-
lowing event and inserted subsequently. Since the error is not
necessarily of technical nature, but for example, results from
incorrect settings, product characteristics or wear, the produc-
tion line operators add an individual comment to the respec-
tive entry. This aims at describing the cause of the error or the
reason for the production downtime as concisely as possible.
The machine-generated data is partly inconsistent, e.g. certain
pieces of equipment are listed under different names. Likewise,
some names of production lines, machines or components have
changed over time, but have not been corrected subsequently.
The data is, therefore, cleaned (step 1) before the actual analy-
sis and also freed from missing entries. All events that do not
describe an unplanned downtime are removed. To predict the
severity of the machine stop, we use only the machine oper-
ator comments, the location of the error, and the cause of the
machine stop in our analysis.

The comment data also contains various errors. In addition
to spelling errors, there are code fragments, superfluous punc-
tuation marks, and leading spaces. The quality of the data re-
quires text preparation (step 2) before use. First, all textual data
is stripped of punctuation, as it provides no information content
in our case. Then, all textual entries are converted to lower case
and tokenized word by word (step 3). Stop words are removed
next (step 4). Stop words include not only generally frequently
occurring terms but also, for example, artifacts from code frag-
ments, which are specified manually after a frequency analysis.
In the real dataset, there are 32,635 events in the light error cat-
egory, 41,880 events in the medium error category, and 23,919
events in the severe error category. We can, thus, rule out a se-
rious imbalance. Given the nature of the described problems
lemmatization (step 5) provides little additional support and is,
thus, simplified. Note, that the degree and type of lemmatiza-
tion is highly dependent on the actual use case and language
used.

Following the preprocessing, we convert the text data into a
vector format (step 6). As methods we use in this case TF-IDF
and Bag-of-Words. Bag-of-Words (BoW) is a method for se-
lecting features by creating bags for each instance type. In NLP
a Bow is described as a vector of number of word occurrences.
Afterwards, the data is divided into X and y where X is a matrix
of text data, and y a vector of the corresponding downtime class.
Furthermore, we divide the data set into a training set and a test
set with the distribution 80% and 20%, respectively. We use
Gradient Boosting Decision Tree (GBDT) algorithms XGBoost
[5] and LightGBM [12] as classification models for our analy-
sis as Fig. 3 shows. GBDT algorithms iterate over trees and
fit them to the gradient of the loss function with respect to the



188 Marvin Carl May et al. / Procedia CIRP 115 (2022) 184—-189

output of the previous tree. The benefits of XGBoost and Light-
GBM are their scalability and speed that are achieved through
out-of-core computation and their ability to handle sparse data.
Data sparsity can occur because of missing values or as a re-
sult of feature-encoding and might cause prolonged learning
sequences in conventional algorithms [5, 12] We define both
models as multi-class classifiers with softmax as their objective
function. Afterwards, we use grid search in conjunction with k-
fold cross-validation to tune the hyperparameters and determine
the best hypothesis. The model with the best accuracy is then
used for evaluation. We also consider the weighted F1-score as
well as the one-vs-one ROC-AUC (ROC-AUC-OVO). In addi-
tion, we apply a zero rate classifier to the data set to separate
the performance of our models from the baseline classification
(step 7).

XGBoost LightGBM

Data Cleaning

.
v

= Hyperparameter Tuning

&=  Grid Search *

Transformation Train  Cross-Validation

A
Modeling

—] Model Evaluation

s Test

Fig. 3. Pipeline approach and modeling for downime prediction.

The results of the evaluation are summarized in Table 2. Us-
ing Bag-of-Words for vectorization results in an accuracy of
57.21 % and 55.48 %, a weighted Fl-score of 57.09 % and
55.13 %, and a ROC AUC of 74.11 % and 73.77 % for XG-
Boost and LightGBM, respectively. The use of TF-IDF vec-
torization resulted in an accuracy of 58.87 % (62.06 %), a
weighted F1-score of 58.26 % (62.10 %), and a ROC AUC of
77.52 % (79.97 %). Word2Vec results in an accuracy of 43.47 %
(46.15 %), a weighted Fl-score of 28.91 % (45.31 %), and a
ROC AUC of 60.92 % (62.85 %). Baseline classification results
in 34 %.

The results show that TF-IDF delivers the overall better per-
formance compared to Bag-of-Words or Word2Vec. This indi-
cates performance superiority for more complex and accurate
vectorization algorithms. The need for careful vectorization and
sophisticated algorithms is, thus, reinforced. When using Bag-
of-Words, XGBoost and LightGBM show very similar perfor-
mance. When using TF-IDF, the LightGBM model provides
the better results. Compared to the zero rate classification, both
models document a significant increase in performance.

Table 2. Evaluation results for both algorithms and vectorization approaches.

Vectorization Metric XGBoost LightGBM
Accuracy 57.21 % 55.48 %
Bag-of-Words F1 Weighted 57.09 % 55.13 %
ROC AUC OVO 74.11 % 73.77 %
Accuracy 58.87 % 62.06 %
TF-IDF F1 Weighted 58.26 % 62.10 %
ROC AUC OVO 77.52 % 79.97 %
Accuracy 43.57 % 46.15 %
Word2Vec F1 Weighted 28.91 % 45.31 %
ROC AUC OVO 60.92 % 62.85 %
Baseline Classifier Accuracy 34 %

5. Discussion

In our case study, we use gradient boosting ML algorithms
to predict the severity of machine downtime. Based on these, it
can be seen that the downtime comments written by shopfloor
workers do offer explanatory power with regard to the variation
in downtime. However, the forecasts lack high accuracy for di-
rect use in operations. The nature and the information content
of the data play a major role in the accuracy of the prediction.
With just under 100,000 observations, the data set is small, in
particular for a NLP problem. This is further exacerbated by the
division into training and test data sets. Also missing are some
features that could have a significant impact on downtime, such
as information about the product or team. Some randomness in
downtimes is also conceivable. In the preparation of the data,
autocorrection as well as the filtering of outliers could have a
positive impact on the result. For autocorrection, a production
or company-specific lexicon should be used, since the vocabu-
lary is not completely covered with common implementations.
Selection bias plays a vital role in modeling and evaluation,
which is advocated by the large variation in results. Thus, the
deployment model should always be trained on the entire data
set. Further experiments are advised. Here, larger data sets as
well as filtering of the data could be tried and a more compre-
hensive preparation could be performed. The introduction of a
standardized comment format could have a positive effect on
the result in the long term. Thus, industry readers are advised
to keep standardized comment formats, the introduction of spe-
cific autocorrection lexicons and early data gathering on their
bucketlist for enabling large scale NLP in manufacturing.

6. Summary & Outlook

In a nutshell, the need for applying NLP in manufacturing is
evident. With increasing awareness, availability of natural lan-
guage based knowledge on the shopfloor and easily applicable
NLP pipelines this need can be addressed. Thus, this paper pro-
poses a simplified NLP pipeline for the application in manu-
facturing and shows the effective application in a case study
where machine downtimes are successfully predicted based on
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textual descriptions. Downtime prediction being a first step in
the application of supervised learning through NLP with good
results, follow up studies can shed light on the benefits in a
long term application. Beyond supervised approaches presented
here, a thorough analysis of NLP use cases with unsupervised
and reinforcement learning is of high interest. For instance the
explainability of intelligent, reinforcement learning based pro-
duction control [13] shall be improved. Moreover, transform-
ers should be analyzed and potentially trained with very large
datasets from manufacturing and shopfloor. As the application
in manufacturing and on the shopfloor differs greatly from stan-
dard NLP tasks, a comparison of individual techniques on all
levels can be beneficial for future NLP users. In the future,
the approach can easily be extended in order to be able to
process hand-written comments by adding a preceding optical
character recognition algorithms. Also, a comprehensive NLP
application study in manufacturing can reveal further promis-
ing use cases and may lead to the integration of several NLP
use cases, e.g. downtime prediction, maintenance decisions and
digital shopfloor management [11, 19]. By leveraging more on
this available knowledge, the true potential of NLP in manufac-
turing can be unleashed.
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